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Abstract

Long document classification presents chal-001
lenges in capturing both local and global depen-002
dencies due to their extensive content and com-003
plex structure. Existing methods often struggle004
with token limits and fail to adequately model005
hierarchical relationships within documents.006
To address these constraints, we propose a007
novel model leveraging a graph-tree structure.008
Our approach integrates syntax trees for sen-009
tence encodings and document graphs for doc-010
ument encodings, which capture fine-grained011
syntactic relationships and broader document012
contexts. We use Tree Transformers to generate013
sentence encodings, while a graph attention net-014
work models inter- and intra-sentence depen-015
dencies. During training, we implement bidi-016
rectional information propagation from word-017
to-sentence-to-document and vice versa, which018
enriches the contextual representation. Our pro-019
posed method enables a comprehensive under-020
standing of content at all hierarchical levels021
and effectively handles arbitrarily long contexts022
without token limit constraints. Experimental023
results demonstrate the effectiveness of our ap-024
proach in all types of long document classifica-025
tion tasks.026

1 Introduction027

Long document understanding has garnered in-028

creasing attention in the field of natural language029

processing (NLP) due to its wide range of applica-030

tions across various domains, including legal doc-031

ument analysis, scientific literature categorization,032

and clinical text mining. Accurate understanding033

of long documents is essential for tasks such as034

information retrieval, content summarization, and035

decision-making support systems. Modern deep036

learning models for semantic analysis achieve im-037

pressive results by training on large datasets, which038

enables them to generate highly accurate predic-039

tions on unseen content (Al-Qurishi, 2022). How-040

ever, their ability to capture relationships between041

words and sentences relies on increasingly complex 042

statistical operations as the text sequence length- 043

ens (Tay et al., 2020). Consequently, many existing 044

methods become impractical for real-world appli- 045

cations, which makes processing long documents a 046

challenging task. 047

One of the primary challenges of long document 048

classification is managing the large volume of infor- 049

mation. Unlike short texts, long documents contain 050

extensive content that often spans multiple topics, 051

making it difficult to capture the overall context 052

of the document effectively. Transformer-based 053

models (Vaswani et al., 2017), such as BERT (De- 054

vlin et al., 2019), RoBERTa (Liu et al., 2019), 055

GPT-3 (Brown et al., 2020) and LLaMa-2 (Tou- 056

vron et al., 2023), had gained popularity for NLP 057

tasks due to their ability to capture (relatively) long- 058

range dependencies and contextual relationships. 059

However, in long document classification, trans- 060

former models face scalability issues due to their 061

quadratic time complexity with respect to the input 062

length. Processing long documents with transform- 063

ers can be computationally expensive and memory- 064

intensive, often requiring substantial hardware re- 065

sources. Current methods for handling lengthy 066

documents include truncating texts to a predefined 067

length or modifying the attention mechanism. Trun- 068

cating to the first 512 tokens is straightforward but 069

may cause significant information loss. Sparse 070

attention models like Longformer (Beltagy et al., 071

2020) and Big Bird (Zaheer et al., 2020) reduce 072

computational load by focusing on a subset of to- 073

kens, but they do not fully capture comprehensive 074

context and dependencies in long texts. 075

Another significant challenge in long document 076

classification is capturing contextual dependencies 077

and the hierarchical structure. Long documents 078

have dependencies at word, sentence, and docu- 079

ment levels, which are crucial for understanding 080

content and leveraging both local and global con- 081

texts. This structure is important for understand- 082
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ing the overall context and meaning. Treating083

text as a flat sequence of tokens can cause models084

to miss these important hierarchical relationships.085

Current approaches to address these challenges in-086

volve hierarchical models. For instance, Hierarchi-087

cal Attention Network (HAN) (Yang et al., 2016)088

and Hierarchical Attention Transformers (HAT)089

(Chalkidis et al., 2022), aim to capture both word-090

level and sentence-level representations before ag-091

gregating them into document-level embeddings.092

However, these models often fail to capture the in-093

tricate relationships between different parts of the094

document, such as the interplay between words,095

sentences, and overall document structure (Dai096

et al., 2019). Additionally, hierarchical models097

may struggle with long-range dependencies (Dong098

et al., 2023), which misses the relationships be-099

tween distant sections essential for understanding100

the overall context.101

To address the aforementioned challenges and102

constraints, we propose a novel model that lever-103

ages a graph-tree structure for arbitrarily long doc-104

ument classification. Our approach fuses syntax105

trees for sentence encodings with document graphs106

for document encodings, which provides a com-107

prehensive representation that captures both local108

and global dependencies. Syntax trees (both de-109

pendency and constituency) represent the gram-110

matical structure of sentences, which enhances111

sentence-level understanding. We use Tree Trans-112

formers (Ahmed et al., 2019a) to generate sentence113

encodings from these syntax trees. The document114

graph preserves hierarchical relationships within115

the document, which ensures that both local and116

global contexts are considered during the classi-117

fication process. We apply the Graph Attention118

Network (GAT) (Veličković et al., 2018) on the con-119

structed document graph to model the dependen-120

cies between the sentences. This graph structure121

effectively captures both inter- and intra-sentence122

dependencies. Meanwhile, during training, we123

implement a bidirectional information propaga-124

tion approach where information flows both from125

word-to-sentence-to-document and from document-126

to-sentence-to-word. This bidirectional flow en-127

riches the contextual representation of the docu-128

ment, which allows for a more comprehensive un-129

derstanding of the content at all hierarchical levels.130

By incorporating syntax trees and document graphs,131

we also encode the semantic units differently ac-132

cording to their characteristics. This allows our133

model to handle arbitrarily long contexts without134

being constrained by token limits. 135

To summarize, our main contributions are: 136

1. We introduce a novel graph-tree structure that 137

combines syntax trees and document graphs 138

to capture both local and global dependencies 139

within arbitrarily long documents. 140

2. We introduce a bidirectional information prop- 141

agation approach where the information flows 142

both from word-to-sentence-to-document and 143

from document-to-sentence-to-word, which 144

enriches the contextual representation of the 145

document. 146

3. We show empirically that our model achieves 147

improvements across a variety of classifica- 148

tion tasks, including binary, multi-class, and 149

multi-label classification. 150

2 Preliminaries 151

2.1 Tree Transformer 152

Tree Transformer (Ahmed et al., 2019a) is designed 153

to more effectively preserve syntactic and semantic 154

information. Given a dependency or constituency 155

tree structure of a sentence, a dependency tree has 156

a word at every node, represented by Xd while, 157

in a constituency tree, only the leaf nodes contain 158

words, represented by Xc: 159

Xd =


pv

cv1
cv2
...
cvn

 , Xc =


cv1
cv2
...
cvn

 , (1) 160

where pv is the initial parent representation and cvi 161

is the initial child representation of node i. 162

The parent node embedding P is computed us- 163

ing multi-branch attention built upon multi-head 164

attention in the vanilla Transformer (Vaswani et al., 165

2017). The branch attention Bi for branch i is 166

computed as : 167

Bi = Attention(QiW
Q
i ,KiW

K
i ,ViW

V
i ), (2) 168

where WQ
i , WK

i , and WV
i are the learnable 169

weight matrices. Each Bi is then normalized and 170

scaled using a layer normalization block (Ba et al., 171

2016): 172

Bi = LayerNorm(BiW
b
i +Bi)× κi, (3) 173

where Wb
i and κi are the learnable parameters. 174

Then, a position-wise convolutional neural network 175
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(PCNN) is applied to each Bi, and the branch at-176

tention is aggregated:177

BranchAttn(Q,K,V) =
n∑

i=1

αiPCNN(Bi),

(4)178

where αi is learnable. The final parent representa-179

tion, or sentence embedding, is obtained by:180

P′ = EwS(tanh((x′ + x)W + b)), (5)181

where EwS is element-wise summation, and x and182

x′ depicts the input and output of the attention mod-183

ule. Additional details on the full operations of the184

Tree Transformer are in the original paper (Ahmed185

et al., 2019a).186

2.2 Graph Attention Network187

Graph Attention Network (GAT) (Veličković et al.,188

2018) is designed to model information flow be-189

tween nodes, which enhances node representa-190

tions by employing attention over features from191

neighbouring nodes. Given a heterogeneous graph192

G = (V,E) with N nodes, the input node fea-193

tures h = {h1,h2, . . . ,hN}, and GAT layer with194

multi-head attention is designed as follows:195

eij = LeakyReLU
(
aT [Whi ∥ Whj ]

)
,

αij =
exp(eij)∑

k∈Ni
exp(eik)

,

h′
i =∥Kk=1 σ

∑
j∈Ni

αk
ijW

khj

 ,

(6)196

where ∥ denotes concatenation, W is a weight ma-197

trix, a is a weight vector, Ni is the neighbourhood198

of node i, LeakyReLU and σ are the activation199

functions, K is the number of attention heads, αk
ij200

and Wk are the attention coefficients and weight201

matrix for the kth head, respectively.202

3 Method203

We propose a novel Graph-Tree Fusion Model, as204

shown in Figure 1 that leverages a graph-tree struc-205

ture for long document classification. Our model206

uses multi-granularity document representations207

through Tree Transformers and graph attention208

networks. It fuses syntax trees for sentence en-209

codings with document graphs for document en-210

codings. Additionally, during training, we imple-211

ment a bidirectional information propagation ap-212

proach, allowing information to flow both from213

word-to-sentence-to-document and from document-214

to-sentence-to-word.215

3.1 Sentence Encoder via Syntax Tree 216

Sentences are foundational units of a document. 217

Preserving sentence semantics enhances the accu- 218

racy and informativeness of document embeddings. 219

We first split a document D into sentences as 220

S = {s1, s2, . . . , sN}. Given a sentence s with a 221

sequence of input tokens, we use RoBERTa (Liu 222

et al., 2019) to encode the tokens and output the 223

corresponding vector for each token from the last 224

hidden layer, denoted as E(s) = {e1, e2, . . . , en}, 225

where ei is the embedding for token i. We then 226

parse the sentences, obtaining initialized sentence 227

embeddings Xsi
d for the dependency tree and Xsi

c 228

for the constituency tree (see equation 1). These 229

two tree structures are then processed by the Tree 230

Transformers mentioned in Section 2.1, yielding 231

enhanced sentence representations for each sen- 232

tence: hsi
d for the dependency tree and hsi

c for the 233

constituency tree: 234

hsi
d = TreeTransformer(Xsi

d ),

hsi
c = TreeTransformer(Xsi

c ).
(7) 235

The final embedding for sentence i is defined as 236

the mean-pooling of the two tree representations: 237

hsi =
1

2
(hsi

d + hsi
c ). (8) 238

3.2 Document Encoder via Document Graph 239

Sentence Selector Using Label-wise Attention. 240

To identify the most important sentences, we calcu- 241

late the similarity score between each sentence si 242

in D and the labels using label-wise attention. We 243

obtain the label embeddings for each label Yi by 244

averaging the word embeddings (from RoBERTa) 245

of each word in their descriptors: 246

hYi =
1

m

∑
j∈m

wj , i = 1, 2, . . . , L, (9) 247

where m is the number of words in the descriptor, 248

and L is the number of labels. The similarity score 249

is: 250

αsi,Yi = Softmax(hsi · hYi), (10) 251

where αsi,Yi is a probability that contains the scores 252

associated with a sentence i in D to a specific label 253

Yi. We then apply a threshold τ to select sentences 254

with high probabilities: 255

S ′ = {si|αsi,Yi ≥ τ}. (11) 256
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Figure 1: Overview of our proposed model. Our proposed model integrates syntax trees for sentence encodings
(showing on the left) and document graphs for document encodings (showing on the right). We employ Tree
Transformers to generate sentence encodings from the syntax trees and use graph attention networks to generate
document encodings from the document graph. Our model workflow includes two passes. In the first pass, initial
word embeddings are obtained from RoBERTa. In the second pass, these word embeddings are updated through
bidirectional information propagation.

Document Encoding Using Graph Attention Net-257

work (GAT). To obtain the document represen-258

tation, we construct a heterogeneous document259

graph G = (V,E) that captures the relations be-260

tween documents and their sentences. The graph261

G contains sentence nodes and document nodes,262

and one type of edge: document-sentence edges.263

Specially, for each document D, we create a docu-264

ment node vD and a set of selected sentence nodes265

VS′ = {vs1 , vs2 , ..., vsN }. Directed edges E are266

established from each sentence node vsi to its cor-267

responding document node vD.268

We apply GAT (described in 2.2) to model the269

inter-sentence and document relations within a doc-270

ument, which enhances the document representa-271

tions derived from sentence representations.272

To obtain the document representation for D, the273

sentence node embeddings hsi are initially gener-274

ated using the sentence encoder. The document275

node feature is then initialized by taking the mean276

pooling of the features of its sentence nodes:277

hD =
1

|VS′ |
∑

si∈VS′

hsi . (12)278

We use the GAT layer with multi-head attention to279

compute the new document node features h′D as280

follows:281

h′D = GAT(hsi). (13)282

After each GAT layer, we introduce a position-wise283

feed-forward (FFN) layer, consisting of two linear284

transformations similar to the vanilla Transformer285

architecture (Vaswani et al., 2017), to obtain the 286

final document representation: 287

h̃D = FFN(h′D). (14) 288

289

3.3 Bidirectional Information Propagation 290

Inspired by Wang et al. (2020), we implement a 291

bidirectional information propagation approach, as 292

shown in Figure 2. This approach allows informa- 293

tion to flow from word-to-sentence-to-document 294

and from document-to-sentence-to-word. 295

After obtaining the document representation 296

from the document encoder in Section 2.2, we up- 297

date the sentence nodes using the updated docu- 298

ment nodes and then update the word nodes using 299

the updated sentence encodings. We further iter- 300

atively update the document nodes and sentence 301

nodes. The information flow is bidirectional: in 302

each iteration, it first moves from word-to-sentence- 303

to-document (see Sections 3.1,3.2), and then from 304

document-to-sentence-to-word. For the tth iter- 305

ation, the document-to-sentence-to-word process 306

can be represented as: 307

Ut+1
D→S = GAT(Ht

D),

Ht+1
S = FFN(Ut+1

D→S),

Ut+1
S→w = GAT(Ht+1

S ),

Ht+1
w = FFN(Ut+1

S→w)

(15) 308

where HD is initalized by h̃D in Equation 3.2 in 309

the first iteration. 310
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Figure 2: The detailed bidirectional information propa-
gation. Orange, blue, and green nodes represent word,
sentence, and document nodes, respectively. The arrows
on the edges indicate the current direction of informa-
tion flow. First, on the left, words are used to aggregate
sentence-level information, and the resulting sentence
representations are then used to aggregate document-
level information. Next, on the right, sentences are
updated with the new document representations, and
words are updated with the new sentence representa-
tions.

As illustrated in Figure 2, word nodes can aggre-311

gate document-level information from sentences.312

For example, a word node with a high degree indi-313

cates frequent occurrences in multiple sentences,314

suggesting it is a keyword of the document. Sen-315

tence nodes with a higher concentration of impor-316

tant words are more likely to contain significant317

information, making them suitable for forming key318

sections. Bidirectional information propagation319

enables a comprehensive exchange of information320

across different hierarchical levels.321

3.4 Model Workflow322

The architectural structures of the proposed models323

are portrayed in Figure 1. The proposed model re-324

quires two forward passes separated by document-325

to-sentence-to-word update step. During the initial326

forward pass, RoBERTa word embeddings are used327

as the initial input and undergo simultaneous pro-328

cessing by both the Dependency Tree Transformers329

(DTT) and Constituency Tree Transformers (CTT),330

and finally mean-pooling (see formula 8) in the331

sentence encoder. The GAT layer in the document332

encoder computes the document representation uti-333

lizing the sentence representations from the sen-334

tence encoder and the first forward pass ends here.335

The completion of the first forward pass initiates336

the activation of the document-to-sentence-to-word337

update step. The initial step employs the document-338

to-sentence update step which updates the the hsi
d339

(h′si
d )and hsi

c (h′si
c ). Then, the sentence-to-word340

refinement step is utilized twice: once to update341

the word embeddings based on the updated h′si
d ,342

Dataset Type # of Classes # of Instance Average # of
Words per Document

Hyperpartisan Binary 2 754,000 745
AMZ

Multi-class
5 4850 12,356

20News 20 20,000 369
BOOK

Multi-label
227 16,559 575

ECtHR 33 11,000 5530
Essays 5 1255 660

Table 1: Details of the Long Document Classification
Datasets.

and another time based on the updated h′si
c . 343

After the document-to-sentence-to-word update 344

step is employed, the second forward pass is ini- 345

tiated. It works over the pruned syntax trees and 346

graph representation of sentences and document 347

nodes given by the first forward pass. This second 348

pass is almost identical to the first pass with a small 349

twist. Here, the sentence encoder works with two 350

different word embeddings. The CTT intakes the 351

word embeddings updated by the h′si
c , and the DTT 352

is fed with word embeddings updated by the h′si
d 353

as inputs. The following steps work in the simi- 354

lar manner to the first forward pass. This second 355

forward pass generates refined sentence representa- 356

tions (h′′si
c , and h′′si

d ) and subsequently the refined 357

document representation (H′
D). 358

4 Experiment 359

4.1 Setup 360

Datasets. We evaluate our proposed model on 361

six common long document classification datasets: 362

CMU BOOK Summary (Bamman and Smith, 363

2013), ECtHR (Chalkidis et al., 2021), Hyperpar- 364

tisan (Kiesel et al., 2019), 20News (Lang, 1995), 365

Amazon product reviews (AMZ) (He and McAuley, 366

2016), and Essays(Pennebaker and King, 1999). 367

Following Lu et al. (2023), we randomly sample 368

product reviews longer than 2048 words from the 369

Book category for the AMZ dataset. The statistics 370

of the datasets are summarized in Table 4.1. 371

Implementation Details. The model employs an 372

initial learning rate of 0.1, which is subsequently 373

reduced by 80% in each iteration if the validation 374

accuracy declines compared to the previous itera- 375

tion. The batch size is 10. For the tree-transformers, 376

the same hyper-parameter settings are used as in 377

Ahmed et al. (2019b). The statement encoding 378

unit utilizes a GAT with six attention heads. The 379

model’s parameters are trained using the “Ada- 380

grad” optimizer (Lydia and Francis, 2019). The 381

performance evaluation of our models has been 382

conducted using 10-fold cross-validation. To facili- 383
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tate this cross-validation process, we have utilized384

the StratifiedKFold function from the scikit-learn385

package. All experiments have been conducted386

in an Ubuntu 22.04 LTE environment, leveraging387

a 48GB NVIDIA RTX A6000 GPU. For parsing388

the sentences and generating the tree representa-389

tions, we have used the Stanford Core-NLP parser390

(Manning et al., 2014).391

4.2 Baseline Models392

Following Lu et al. (2023), we compare our393

methods with Transformer-based model with pre-394

training and State-Space Model (SSM) system.395

BERT with Pre-training This simplest ap-396

proach involves fine-tuning BERT (Devlin et al.,397

2019) after truncating long documents to the first398

512 tokens. A fully connected layer is then applied399

to the [CLS] token for classification.400

ToBERT Transformer over BERT (ToBERT) is401

a hierarchical approach designed to process docu-402

ments of any lengths (Pappagari et al., 2019). It403

divides long documents into chunks of 200 tokens404

and applies a Transformer layer to the BERT-based405

representations of these chunks.406

Longformer is designed to handle longer input407

sequences with efficient self-attention that scales408

linearly with the sequence length, allowing it to409

process up to 4,096 tokens (Beltagy et al., 2020).410

BERT+TextRank To address BERT’s 512-411

token limitation, Park et al. (2022) augment the412

first 512 tokens with a second set of 512 tokens se-413

lected using TextRank (Mihalcea and Tarau, 2004),414

an efficient unsupervised sentence ranking algo-415

rithm.416

BERT+Random As an alternative method to417

BERT+TextRank, Park et al. (2022) augment the418

first 512 tokens by selecting random sentences up419

to an additional 512 tokens.420

Hungry Hungry Hippo with Max Pooling (H3-421

pooler) H3 (Fu et al., 2023) is an SSM-based422

method designed for simultaneous multi-object423

tracking, maintaining and updating object states424

based on observed data. Lu et al. (2023) enhanced425

this model by inserting a max pooling layer be-426

tween each SSM block, creating the H3-Pooler.427

5 Results and Discussions428

5.1 Performance Comparision429

We compare our proposed model against previous430

baseline models on various evaluation metrics, as431

shown in Table 2. We report accuracy for binary432

and multi-class tasks (Hyperpartisan, 20News, and 433

AMZ) and macro-F1 scores for the multi-label clas- 434

sification problems (BOOK, ECtHR, and Essays). 435

Each row in the table presents the performance of a 436

specific method on each dataset, with the best score 437

for each dataset highlighted. 438

The results demonstrate that our model consis- 439

tently achieves superior performance across all 440

datasets. For binary classification (Hyperpartisan), 441

our model outperforms existing methods by approx- 442

imately 1.3%. In multi-class classification tasks 443

(20News and AMZ), our model shows a marked 444

improvement, exceeding baseline accuracies by 445

about 2% to 4%. In multi-label classification tasks 446

(BOOK, ECtHR, and Essays), our model demon- 447

strates a significant enhancement, with macro-F1 448

scores improving by approximately 3% to 10% 449

over the best baseline models. These results un- 450

derscore the robustness and effectiveness of our 451

proposed model in handling the complexities of 452

long document classification across different types 453

of classification tasks. 454

5.2 Ablation Studies 455

We are interested in studying the effectiveness and 456

robustness of our model by analyzing various com- 457

ponents, such as the tree structure, graph structure, 458

and bidirectional information propagation. To un- 459

derstand the impacts of these factors, we conduct 460

controlled experiments with three different settings: 461

(a) removing the tree structure, which is further di- 462

vided into three sub-experiments: removing the 463

CTT structure, removing the DTT structure, and 464

replacing the entire tree structure with the [CLS] 465

token; (b) replacing the GAT with a max-pooling 466

layer; and (c) removing the bidirectional informa- 467

tion propagation. This allows us to evaluate the 468

influence of each module individually, without in- 469

terference from the others. The results are summa- 470

rized in Table 3. 471

Effectiveness of the Tree Structure. Table 3 472

demonstrates the crucial role of the tree structure in 473

our model’s performance. Removing the CTT com- 474

ponent notably decreases performance, especially 475

on multi-class classification datasets like 20News 476

and AMZ, indicating CTT’s importance in captur- 477

ing document context at the phrase level. Similarly, 478

excluding the DTT component leads to the reduc- 479

tion of the performance, with scores dropping by 480

4-6% across various datasets, which underscores 481

DTT’s role in capturing inter-word relations while 482
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Models Hyperpartisan 20News AMZ BOOK ECtHR Essays
BERT w/ pre-training (Devlin et al., 2019) 91.8 84.7 51.1 58.2 71.7 69.31

ToBERT (Pappagari et al., 2019) 89.5 85.5 54.6 57.3 77.2 72.2
Longformer (Beltagy et al., 2020) 93.7 83.4 56.4 58.5 81.5 74.38
BERT+Random (Park et al., 2022) 89.3 85.0 56.8 59.2 72.8 70.1

BERT+TextRank (Park et al., 2022) 91.2 84.7 56.9 58.9 73.5 70.9
H3-pooler (Lu et al., 2023) 94.2 84.1 57.7 60.5 82.1 -

Ours 95.4 87.0 59.7 62.9 84.9 82.0

Table 2: Comparison to previous methods on the six long document classification datasets with pre-training. Bold:
best scores in each column.

Methods Hyperpartisan 20News AMZ BOOK ECtHR Essays
Full Model 95.4 87.0 59.7 62.9 84.9 82.0

Tree Structure
Removing CTT 91.3 83.6 54.8 58.8 81.8 78.9
Removing DTT 90.9 83.1 54.1 58.7 81.7 78.2

Removing Entire Tree Structure 88.4 78.5 47.3 52.4 77.3 73.7
Removing GAT 88.8 78.9 47.4 50.9 77.8 74.4

Removing the Bidirectional Propagation 87.9 75.9 45.2 48.9 76.1 72.7

Table 3: Ablation experiment results on the six long document classification datasets.

classifying long text. The most significant degra-483

dation occurs when the entire tree structure is re-484

placed, especially in the multi-label classification485

tasks (BOOK, ECtHR, and Essays), indicating that486

hierarchical document modeling is important for487

maintaining the structural integrity and contextual488

coherence of the long documents.489

Effectiveness of the Graph Structure. As490

shown in Table 3, removing the GAT module re-491

sults in performance declines across all datasets,492

with a more pronounced impact on tasks requiring493

relational information, such as multi-label classi-494

fication. This suggests that the GAT module is495

essential for capturing relationships between dif-496

ferent elements within a document, which allows497

the model to leverage dependencies and interac-498

tions that are important for accurate classification.499

The attention mechanisms provided by the GAT500

module help focus on important features and con-501

nections, which are particularly important for the502

tasks involving complex relational data.503

Effectiveness of the Bidirectional Informa-504

tion Propagation. The bidirectional information505

propagation approach further enhances our model’s506

effectiveness by fine-tuning feature representations,507

as reported in Table 3. Removing this module re-508

sults in significant performance reductions across509

all datasets, with the most marked impact observed510

on the BOOK and AMZ datasets. This decline in-511

dicates that the bidirectional propagation plays a512

critical role in polishing the feature representations513
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Figure 3: Visualization of the percentage of sentences
selected from different chunks across all datasets.

obtained from previous layers, ensuring accurate 514

capture of subtle and important details. By refining 515

these features, the module helps the model better 516

distinguish between different classes, particularly 517

in datasets with high variability and complexity. 518

5.3 Key Section Identification for Long 519

Document 520

In long document classification, not all sections are 521

equally important. It is crucial to identify which 522

parts of the documents contribute the most signifi- 523

cant features for classification tasks. We conduct 524

experiments by splitting each document into three 525

chunks and calculating the number of sentences 526

selected from each chunk. The results, shown in 527

Figure 3, indicate that the first and third chunks 528

consistently contain more important information 529
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compared to the middle chunk across all datasets.530

Specifically, across all datasets except for Essays,531

approximately 76.6% of sentences are selected532

from the first chunk, 83% from the third chunk,533

and only about 62.6% from the middle chunk. In534

contrast, the Essays dataset, being a questionnaire-535

style document, distributes important information536

more evenly, as each question provides different537

levels of information with equal importance. These538

observations highlight the importance of effectively539

capturing content at both the start and end of doc-540

uments to enhance classification performance in541

long document tasks.542

6 Related Work543

Long documents present unique challenges. As544

the document length increases, maintaining con-545

text becomes increasingly difficult, which makes546

the task substantially more complex compared to547

short text classification (Liu et al., 2023). Early548

methods relied on feature extraction techniques,549

where document length was not a significant is-550

sue. However, this changed with deep learning551

approaches using CNNs and RNNs that were im-552

plemented at different semantic levels, including553

character, word, and sentence levels (Tang et al.,554

2015; Yang et al., 2016). CNNs often focus on555

local dependencies (Gao et al., 2018; Liu et al.,556

2018), while RNNs (He et al., 2019; Khandve557

et al., 2022) are built for long-range dependencies.558

Transformer-based models, such as BERT (Devlin559

et al., 2019) and XLNet (Yang et al., 2019), have560

since come to dominate, but are limited by the561

number of tokens they can process, which poses562

a challenge for handling long documents. Meth-563

ods for modifying transformer architectures to han-564

dle long documents include recurrent Transform-565

ers and sparse attention Transformers (Dai et al.,566

2022). Transformer-XL (Dai et al., 2019), a re-567

current approach, introduced a segment-level re-568

currence mechanism and a positional encoding569

scheme, which enabled the model to capture long-570

term dependencies more effectively. Another ap-571

proach, ERNIE-Doc (Ding et al., 2021), incorpo-572

rated a continuous multi-segment attention mecha-573

nism and entity-aware pre-training to capture com-574

prehensive contextual information across longer575

texts. Alternatively, Sparse Transformers (Child576

et al., 2019) reduced the computational complex-577

ity of self-attention by selectively focusing on a578

subset of relevant tokens rather than all tokens in579

a sequence. Reformer (Kitaev et al., 2020) then 580

improved the efficiency of Transformers by using 581

locality-sensitive hashing for sparse attention and 582

reversible layers to reduce memory usage. Besides 583

the aforementioned approaches, methods such as 584

Longformer (Beltagy et al., 2020) and Big Bird (Za- 585

heer et al., 2020) used a combination of local and 586

global attention mechanisms to reduce computa- 587

tional complexity of standard self-attention. Re- 588

cently, Lu et al. (2023) used SSM to address the 589

computational challenges (quadratic complexity in 590

self-attention) caused by processing long sequences 591

with traditional transformers. They introduced an 592

SSM-pooler model, which incorporates a max pool- 593

ing layer between each SSM block. This design 594

allows the model to automatically extract impor- 595

tant information from nearby inputs at each level 596

and reduce the input length to half of that in the 597

previous layer, which significantly accelerates the 598

speed of both training and inference. They com- 599

pared their model with self-attention-based models 600

and achieved comparable performance while being, 601

on average, 36% more efficient. 602

7 Conclusion 603

In this paper, we address challenges of long docu- 604

ment classification by leveraging a novel graph-tree 605

structure. By integrating syntax trees for sentence 606

encodings and document graphs for comprehensive 607

document encodings, our approach captures both 608

fine-grained syntactic relationships and broader 609

contextual dependencies. Using Tree Transform- 610

ers and GAT ensures accurate modeling of hier- 611

archical relationships within documents. Addi- 612

tionally, our bidirectional information propagation 613

technique enhances the contextual representation, 614

which enables a deeper understanding of content at 615

all hierarchical levels. Notably, our approach not 616

only overcomes the limitations of token constraints 617

but also improves the performance and accuracy 618

of long document classification, making it highly 619

suitable for long document understanding. Poten- 620

tial extensions of this work could involve incorpo- 621

rating external knowledge through the integration 622

of knowledge graphs. By linking document con- 623

tent with relevant external information, the model 624

can further enhance its understanding and context- 625

awareness and it would open new avenues for appli- 626

cations and improve the model’s versatility across 627

various domains. 628
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Limitations629

Requiring two forward passes and parsing for the630

tree-structured transformers increases the time re-631

quired compared to the other models. This com-632

putational overhead should be taken into account633

when considering the deployment and scalability634

of the proposed models in practical applications.635

However, with label-wise attention cutoff values,636

some sentence and word nodes are pruned, which637

reduces the computational times significantly and638

the model takes similar time compared to the BERT-639

based model for document classification task. Still,640

with some parallelization in the model implemen-641

tation, the computational time can be reduced.642

Ethics Statement643

We are using the publicly-available datasets, and644

we do not see any ethics issues in this paper.645
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