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Abstract

Recently, with the advent of GPT-4 and GPT Store, various
educational LLLMs have been utilized. However, from an ed-
ucational and social perspective, we felt the need to carefully
examine this phenomenon. One of the most basic factors in
education is to identify the level of learners, and for this pur-
pose, teachers should be able to determine the hierarchy and
level of knowledge. Our research team used the ARC-E and
ARC-C data to define a science question and answer level
classification problem, and through experiments, we found
that the current LLM still has limitations in clearly distin-
guishing the hierarchy and level of knowledge. From an ed-
ucational perspective, this result strongly suggests that using
LLM for educational purposes may make it difficult to pro-
vide appropriate education at the learner’s level, which may
undermine the credibility of education.

Introduction

With the rapid development of generative Al in society, it
is rapidly being adopted in various fields. Education is one
of the most prominent areas of adoption. Students are now
utilizing Al in a variety of ways, including assignments and
learning. However, our research team raises a question. In
the real world, teachers are able to identify students’ inclina-
tions and levels, and the data underlying these judgments are
made and refined through student utterances, such as ques-
tions. We designed a binary classification problem using the
ARC data set and evaluated its performance through zero-
shot learning on GPT-4 to verify whether the current gener-
ative Al can perform this process. As a result, depending on
the amount of various data sets, GPT-4 did not perform as
expected, which means that even GPT-4, which is a repre-
sentative of generative Al, is good at solving problems but
has difficulty classifying the level of the problem. This sug-
gests that it may be difficult for students to learn by level
based on their utterances, which further suggests that ped-
agogically, the use of generative Al may be less effective
than human teachers, which raises questions about the edu-
cational adoption of generative Al in society.

Method
Designing Experiments

This study aims to evaluate the zero-shot classification abil-
ity of large language models (LLMs) in the context of classi-

fying educational questions, specifically using GPT-3.5 and
GPT-4. Two datasets, ARC-Easy and ARC-Challenge, rep-
resenting different levels of question complexity, were used
in this experiment. We hypothesized that GPT-3.5 and GPT-
4 would be able to effectively distinguish between these two
categories without explicit prior training on these specific
datasets.

Prepare Data

Two datasets were used in this experiment: ARC-Easy and
ARC-Challenge. Each dataset consists of questions from
each category. The ARC-Easy dataset contains relatively
simple questions (labeled 1), while the ARC-Challenge
dataset contains more complex and challenging questions
(labeled ’2”). For each dataset, we extracted the first 1000
questions.

Each question in the ARC-Easy dataset was assigned a label
of ’I’ and each question in the ARC-Challenge dataset was
assigned a label of ’2’. These labels represent the level of
complexity of the question and serve as a basis for evaluat-
ing the classification accuracy of the model.

Measure Execution and Performance

For this experiment, we used a GPT-3.5, GPT-4 model
via the OpenAl API. The model was tasked with classi-
fying each question into a 1’ (ARC-Easy) or ’2’ (ARC-
Challenge) category based on its content. Custom prompts
for each question were designed to guide the model in its
classification.

The experiment was performed with a randomized combina-
tion of questions from both datasets. For each question, the
model’s output was compared to the assigned label to deter-
mine accuracy. The experiment was performed repeatedly
for each question, with accuracy recorded every 100 ques-
tions to observe trends in the model’s performance.

The performance of the model was evaluated based on its
accuracy in correctly classifying questions into each cate-
gory. Accuracy was calculated as the number of correct an-
swer predictions divided by the total number of questions
processed in each bin.
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Figure 1: The figure illustrates the classification accuracy of two generative language models, GPT-4 and GPT-3.5, across
nineteen batches, each comprising 100 samples from a mixed set of educational questions. GPT-4 maintains a higher accuracy
throughout, peaking at the initial batch, while GPT-3.5 shows a decline in performance, with a slight increase in the latter

batches.

Experimental Results
Overview

This experiment aimed to evaluate the zero-shot classifica-
tion ability of GPT-4 and GPT-3.5 on a set of training prob-
lems categorized into two difficulty levels. The performance
of each model was evaluated based on its accuracy in cor-
rectly classifying these problems.

Analyze Data

The study was performed on 2,000 questions, divided
equally between the ARC-Easy and ARC-Challenge
datasets. The accuracy of the GPT-4 and GPT-3.5 models
was calculated at 100-question intervals, yielding 19 data
points for each model.

Results

The analysis showed a distinct performance pattern for each
model, with the following results

GPT-4 performance: GPT-4 had consistently high accuracy
across all batches, peaking at 58.4 in the first batch and then
dropping slightly before stabilizing. The accuracy of this
model fluctuated gently throughout the experiment, with an
average accuracy of around 53.2.

GPT-3.5 performance: GPT-3.5 had lower accuracy com-
pared to GPT-4, starting with 51.5 in the first batch and
generally declining in later batches. The performance of this
model improved slightly in later batches, but the average ac-
curacy was still lower than GPT-4 at around 47.6.

Conclusions

Although ours was a relatively simple experiment, we be-
lieve that the results can suggest a number of things. First of
all, we can see that current generative Al has difficulty iden-
tifying the level of the problem. Of course, the data used in
our study was about 2000 items, and it is characterized by
a relatively small amount of data, which is different from
the typical supervised learning process. We agree that this
can lead to significant differences in the learning and perfor-
mance of the model. In such a realistic situation, each stu-
dent’s utterances or questions are different, and such data is
relatively difficult to obtain and label. Therefore, I think our
experiment is a good representation of this situation in light
of the realistic situation. And based on the results, we can
see that generative Al will inevitably have difficulty iden-
tifying the level of the student’s utterances. If these limita-
tions of A.L are not overcome and A.IL is incorporated into
education, students will experience education that is not ap-
propriate for their level, which may cause a gap between
the real (offline) learning process and the learning process
through A.IL., which may cause cognitive confusion for stu-
dents. Such indiscriminate use of A.IL in education is likely
to result in social costs due to the decline in the quality of
education.

We propose to build on this research and conduct further re-
search to ensure that student utterances, questions, and gen-
eral hierarchies of textbook knowledge are well learned by
generative Al and utilized in student conversations and in-
struction.
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