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Abstract
In this paper, we explore a new generative ap-
proach for learning visual representations. Our
method, DARL, employs a decoder-only Trans-
former to predict image patches autoregressively.
We find that training with Mean Squared Error
(MSE) alone leads to strong representations. To
enhance the image generation ability, we replace
the MSE loss with the diffusion objective by us-
ing a denoising patch decoder. We show that the
learned representation can be improved by us-
ing tailored noise schedules and longer training
in larger models. Notably, the optimal schedule
differs significantly from the typical ones used
in standard image diffusion models. Overall,
despite its simple architecture, DARL delivers
performance remarkably close to state-of-the-art
masked prediction models under the fine-tuning
protocol. This marks an important step towards
a unified model capable of both visual percep-
tion and generation, effectively combining the
strengths of autoregressive and denoising diffu-
sion models.

1. Introduction
With the rise of Large Language Models (LLMs), generative
pre-training has become increasingly popular. Representa-
tions learned via next token prediction improves the perfor-
mance when transferred to a diverse set of downstream tasks
(Radford et al., 2018; 2021; Brown et al., 2020; Raffel et al.,
2023). Beyond learning representations, the model directly
generates language, acting as a user interface and allowing
for interactive adjustments (Liu et al., 2021). The likelihood-
based pre-training objective enables us to investigate scaling
laws (Kaplan et al., 2020; Hoffmann et al., 2022). These
scaling laws predict how a model’s pre-training loss relates
to its capacity and the amount of training data. Generally,
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we anticipate that achieving a lower pre-training loss leads
to superior performance on downstream tasks.

In vision, however, representation learning and image gen-
eration often use separate techniques. For learning repre-
sentations, methods such as contrastive learning (van den
Oord et al., 2019; Chen et al., 2020b; He et al., 2019),
distillation-based self-supervised learning (Grill et al., 2020;
Caron et al., 2021) and masked image modelling (MIM)
(He et al., 2021; Bao et al., 2022) are widely used. Despite
their strengths in learning robust visual and cross-modal
(Radford et al., 2021) representations, as well as their effi-
cient use of model capacity, these methods lack generation
capabilities. Furthermore, the pre-training loss, influenced
by the difficulty of the pre-training task, does not serve as a
reliable indicator of performance on downstream tasks.

In this paper, we investigate the potential of a unified model
capable of both visual perception and generation by com-
bining autoregressive and denoising diffusion models. We
use a straightforward architecture - a decoder-only Trans-
former - which predicts the next image patch based on a
sequence of previously observed patches. Instead of abso-
lute or learnable positional encoding, we implement relative
positional encodings through the utilization of decomposed
rotary position embedding (2D RoPE). We show that 2D
RoPE improves the performance, in particular for causal
Transformers. When trained with MSE loss, the fine-tuning
performance of the model is not far away from the state-
of-the-art representation methods. To enhance the image
generation ability, we introduce a denosing patch decoder
and substitute the MSE loss with the diffusion objective.
Our results demonstrate that model performance depends
on the noise schedule employed during training. When the
noise schedule is more focused on high noise levels, training
with diffusion objective leads to an improvement which be-
comes more pronounced with extended pre-training epochs.
Due to the concentration on high noise level, the optimal
noise schedule differs significantly from those suitable for
generation purpose (Chen et al., 2020a; Nichol & Dhariwal,
2021; Rombach et al., 2022; Chen, 2023; Hoogeboom et al.,
2023). This deviation from image generation models can be
interpreted as the competition for model capacity between
higher-level abstraction and lower-level details. Overall, our
method significantly advances representation learning with
generative pre-training. Under fair comparison conditions,
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our best model achieves performance remarkably close to
state-of-the-art masked prediction models like Masked Au-
toencoders (MAE), with a minor performance gap of 1%.
This demonstrates the potential of generative pre-training
for vision data.

Our contributions and findings:

• Denoising autoregressive representation learning:
We propose DARL, a generative approach for learning
visual representations that demonstrates performance
comparable to leading masked prediction models.

• Decomposed RoPE: We show that causal Transform-
ers significantly benefit from employing 2D RoPE, an
implementation of relative positional encodings.

• MSE and diffusion objectives: We observe that train-
ing on MSE loss alone yields strong performance. In-
corporating a denoising patch decoder further enhances
representation quality and generative ability, especially
in larger models with extended training and optimized
noise schedules. Denoising is also beneficial when using
large patch sizes.

• Patch ordering: Extensive analysis reveals that raster
scan order is near-optimal for fixed patch ordering. Ran-
dom ordering does not offer any performance advan-
tages.

2. Related Works
Self-supervised Representation Learning learns through
solving pretext tasks which are constructed without exter-
nal labels. Meticulously designed pretext tasks, such as
relative location prediction (Doersch et al., 2015), coloriza-
tion (Zhang et al., 2016), jigsaw puzzle solving (Noroozi &
Favaro, 2017) and rotation prediction (Gidaris et al., 2018),
are empirically demonstrated to learn meaningful visual rep-
resentations. Contrastive learning (Bachman et al., 2019;
Chen et al., 2020b) involves constructing distinct views of
the same image through data augmentation. Given one view,
the model is trained to distinguish data originating from the
same source image from others. InfoNCE loss (Belghazi
et al., 2018; van den Oord et al., 2019) is often used and
could be seen as minimizing the distance between positive
pairs while maximizing those between negative pairs. Alter-
native metrics for measuring distances between positive and
negative pairs, such as L2 (Grill et al., 2020) or kernel dis-
tance (Li et al., 2021), can also be employed. Performance
of contrastive learning can be improved by using a momen-
tum encoder (He et al., 2019), which can also be leveraged
to remove the necessity of negative examples (Grill et al.,
2020; Caron et al., 2021). This can be seen as an instance of
self-distillation. Masked prediction task predicts the miss-
ing content from a partial input. It has demonstrated strong
performance and gained popularity through methods like

BERT (Devlin et al., 2019) in Natural Language Processing
(NLP), Masked Autoencoders (MAE) (He et al., 2021) and
BeiT (Bao et al., 2022) in vision.

Generative Pre-Training. In the vision domain, earlier
attempts of using generative models for representation learn-
ing includes Variational Autoencoders (VAE) (Kingma &
Welling, 2022; Rezende et al., 2014; Higgins et al., 2017;
van den Oord et al., 2018) and GANs (Donahue & Si-
monyan, 2019). With the success of GPT (Radford et al.,
2018; 2021; Brown et al., 2020) in NLP, generative pre-
training attracts renewed attention. Image-GPT (Chen et al.,
2020a) adapts the GPT model for pre-training on images.

Diffusion Models are a class of latent variable models in-
spired by statistical physics and non-equilibrium thermody-
namics (Sohl-Dickstein et al., 2015). It has been demon-
strated that diffusion models excel at generating high-quality
images (Ho et al., 2020; Dhariwal & Nichol, 2021; Rombach
et al., 2022). In addition, they offer flexibility to generate
images guided by labels (Dhariwal & Nichol, 2021; Ho &
Salimans, 2022) or textual descriptions (Nichol et al., 2022;
Saharia et al., 2022). There is also a growing interest in uti-
lizing diffusion models for representation learning (Hudson
et al., 2023; Wei et al., 2023).

Autoregressive Models (AR) models have a rich history
in language and speech. Developments of innovative ar-
chitectures, such as recurrent neural networks (Rumelhart
et al., 1986), long short-term memory (LSTM) (Hochreiter
& Schmidhuber, 1997) and Transformers (Vaswani et al.,
2023), keep improving their capabilities. In the image do-
main, AR models are adopted in NADE (Uria et al., 2016),
MADE (Germain et al., 2015), PixelRNN (van den Oord
et al., 2016a), PixelCNN (van den Oord et al., 2016b), Image
Transformer (Parmar et al., 2018) and Image-GPT (Chen
et al., 2020a). AR models are tightly related to generative
models as they are often trained with a likelihood-based ob-
jective functions. Concurrent work (El-Nouby et al., 2024)
shows that patch-based image Transformer trained with
L2 loss possesses similar scaling property as their NLP
counterpart. However, their model cannot be regarded as
a full-fledged generative model. It’s perhaps worth noting
that diffusion models can also be seen as AR model, but in
the frequency space (Dieleman, 2023).

3. Denoising Autoregressive Representation
Learning (DARL)

3.1. Architecture

The architecture used for our study is straighforward (see
Figure 1): a Vision Transformer (ViT) (Dosovitskiy et al.,
2021) backbone with causal attention masking. Adopting
this backbone allows us to make a direct comparison with
prior representation learning methods.
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Figure 1. DARL architecture. Images are segmented into non-overlapping patches to form an input sequence. Causal attention masking
is applied to the Vision Transformer. Random noises, parameterized by a noise schedule, are independently sampled to corrupt the patches.
The output of the Transformer, along with the corrupted patch, are taken as input to the patch decoder to reconstruct the clean patch.

Following the ViT approach, images are segmented into
non-overlapping patches and linearly projected into an em-
bedding space. The resulting embeddings are arranged in
raster scan order, and a start-of-sequence token is prepended.
This forms the inputs to the Transformer. The combination
of causal attention masking and the one-position offset by
start-of-sequence token ensures that the patch generated at
current position only receives information from the previous
patches.

We use relative positional encodings in the form of decom-
posed RoPE (detailed in Section 3.4). We find that rela-
tive positional encodings outperform absolute and learnable
ones, in particular for AR models. Extending RoPE from
1D to 2D allows better generalization for image data (see
Section 4.1).

A patch decoder is responsible for mapping the Transformer
output into pixel space. In case of training with MSE loss,
we simply use a linear layer. In the case of diffusion objec-
tive, we use a denoising patch decoder consisting of a single
layer of Transformer block which processes the output of
the backbone and the embedding of the corrupted patch
(treating each as an input token).

3.2. Training Objective

The training uses the standard AR objective function:

L(θ;D) = −
∑
D

T∑
t=1

log pθ(xt|x<t) (1)

Mean Squared Error (MSE) is the simplest loss we can
adopt for patch prediction. With MSE, Equation (1) be-
comes

LMSE(θ;D) ∝
∑
D

T∑
t=1

‖f(x<t)− xt‖2

f(x<t) is output of the Transformer. This can be interpreted
as modelling xt with a Gaussian distribution centered at
f(x<t) with a constant variance. Despite the probabilistic
interpretation of MSE loss, it is rarely used in state-of-the-
art generative models, because the unimodal assumption of
the Gaussian distribution leads to blurry images.

Diffusion Objective allows the model to express a multi-
modal believe over the patch content, yielding better quality
of the generation. The training is performed by optimizing
the Variational Lower Bound (ELBO) of the image patch
distribution:

LDIFF(θ;D) = −
∑
D

T∑
t=1

LELBO(xt;x<t, θ)

LELBO(x; θ) = Eq(x1:S |x0)

[
log pθ(x

0|x1)
]

−
S∑
s=2

Eq(xs|x0)

[
KL

[
q(xs−1|xs, x0)||pθ(xs−1|xs)

]]
+H[q(xS |x0)]−H[p(xS)]

We use subscript t for the token at the t-th step of the se-
quence, and reserve the superscript s for the timestep of the
diffusion process.

Since the denoising patch decoder takes the corrupted tar-
get patches as input and predicts the clean ones, it can be
regarded as performing a denoising task, which was a pop-
ular early representation learning technique (Bengio et al.,
2006). In addition, the decoder is conditioned on previous
uncorrupted patches through the autoregression process and
can thus be considered a conditional diffusion model.

In practical terms, changing the loss function from MSE
to the diffusion objective doesn’t require any changes to
the backbone network - only the replacement of the patch
decoder with a denoising patch decoder.
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Figure 2. Noise schedule. γ is sampled directly from a Beta dis-
tribution parameterized by a and b. Left: Beta distributions with
varying values for a and b. Right: the corresponding transfor-
mation function if γ is computed from a transformation from s
sampled from a uniform distribution.

3.3. Patch Diffusion

In this section, we describe in details how the diffusion is
implemented in our study. We mainly follow the DDPM
formulation (Ho et al., 2020). Instead of applying the same
corruption to the whole image, the image patches are cor-
rupted independently.

Forward Process For each patch x (we drop the patch
index t for clarity), the forward process q(xs|xs−1) =
N (
√
α(s)xs−1, (1 − α(s))I) gradually adds noise to the

image patches. With γ(s) =
∏
s′≤s α(s

′
), we can analyti-

cally write the result of the forward process given an original
image patch x0:

q(xs|x0) ∼ N (
√
γ(s)x0, (1− γ(s))I)

i.e. xs =
√
γ(s)x0 +

√
1− γ(s)ε, ε ∼ N (0, I)

γ(s) is the noise schedule employed for the forward process.
In DDPM, s is randomly sampled from a uniform distribu-
tion U [0, 1] and a function γ(.) maps s to γ ∈ [0, 1]. This
is equivalent to sampling γ directly from a distribution P
of which the cumulative probability Pr(X ≤ x) = T−1(x)
and T−1(x) is the inverse function of T (s) = 1− γ(s).

In the experiments, we sample γ directly from a Beta dis-
tribution B(γ; a, b) which is parameterized by two hyper-
parameters - a and b. By setting different values to a and
b, we recover a rich set of transformations that are close
to the commonly used cosine and sigmoid transformations
(see Figure 2). For example, when a = 1 and b = 1, γ is
sampled uniformly between [0, 1]; when a, b > 1, the mode
is concentrated on (a− 1)/(a+ b− 2) and the bigger the
total counts a+ b the smaller the variance; when a < 1 or
b < 1, it’s a bi-modal distribution that concentrates on 0
and 1. This formulation offers dual benefits: it reduces the
number of hyperparameters and offers more interpretability
to the model’s preference on noise schedules.

Reverse Process The reverse process relies on a denois-
ing model pθ(xs−1|xs) to remove the noise added in the

forward process. pθ(xs−1|xs) is parameterized as a Gaus-
sian distribution centered at µθ with a fixed variance. With
the simplified objective proposed in Ho et al. (2020), the
variance only affects the likelihood computation and can be
ignored for training. The mean µθ can be formulated by
either using the noise ε or the target x0:

µθ =
1
√
αs
xs − 1− αs√

αs(1− γs)
ε (2)

=

√
αs(1− γs−1)

1− γs
xs +

√
γs−1(1− αs)

1− γt
x0 (3)

In Equation (2), the model learns to predict the noise ε̂;
while in Equation (3), the model learns to predict the orig-
inal image patch x̂0. We use the latter formulation and
empirically show that predicting target works better.

Denote g(xst , zt) the denoising patch decoder, where the
conditioning zt = f(x<t) is the output of the backbone
Transformer and xst is the corrupted version of patch xt, the
simplified diffusion objective is:

LSIMP(xt;x<t, f, g) = Eγ∼B,ε
[
‖x0t − g(x

s(γ)
t , f(x<t))‖2

]
3.4. Rotary Positional Embedding for Images

While rotary positional embedding (RoPE) (Su et al., 2023)
is widely used in NLP, its application in vision has been
limited due to perceived accuracy/compute trade-offs and
slower training compared to absolute or learnable positional
encoding (Dosovitskiy et al., 2021). We extend RoPE to
higher-dimensional positions by applying it separately to
each dimension, addressing these limitations.

Let m = (mx,my) and n = (nx, ny) represent the co-
ordinates of two patches. In the self-attention layer, let
zkm = Wkxm and zqn = Wqxn be the key and query pro-
jections for patches at locations m and n, respectively. The
rotation matrix R is a block diagonal matrix with different
frequencies for each coordinate (x or y). For a simplified
case with 4 channels in zk and zq, the rotation matrix with
one frequency per coordinate is:

Rθ(m) =

[
cos 2πmxθx − sin 2πmxθx 0 0
sin 2πmxθx cos 2πmxθx 0 0

0 0 cos 2πmyθy − sin 2πmyθy
0 0 sin 2πmyθy cos 2πmyθy

]
km = Rθ(m)zkm, qn = Rθ(n)zqn

〈km, qn〉 = (zkm)TRθ(m)TRθ(n)zqn

where θx and θy are fixed frequency components for x- and
y-axis respectively. With the same principle, rotation matrix
can be constructed for larger channel dimension.

The decomposed RoPE is easy to implement, requires min-
imal changes relative to 1D RoPE, and readily extends to
higher-dimensional coordinates. However, splitting features
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by coordinate dimensions reduces the frequency coverage
per dimension. We did not encounter this issue with 2D
data, but if it arises, consider projecting activations into
a higher-dimensional space before applying the rotation
matrix. The extension of RoPE described here has been
independently proposed and implemented by the pytorch
library rotary-embedding-torch.

4. Experiments
We evaluate the proposed approach (DARL) using both
MSE and diffusion objectives. Our experiments explore the
basic properties of the model and present ablations on train-
ing schedule and model scaling. We compare our results
with other representation learning methods and show that
DARL achieves performance close to state-of-the-art. Fi-
nally, we present results on transfer learning using the Visual
Task Adaption Benchmark (VTAB, Zhai et al. (2020)).

Implementation Details We employ ViT backbone ar-
chitecture with varying sizes and apply causal attention
masking to preserve temporal dependencies. The ablations
use ViT-L with patch size 16 pre-trained on the ImageNet
dataset (Deng et al., 2009). The scaling experiment, in
addition, uses ViT-B16 and ViT-H14. Relative positional
encodings are applied through the decomposed 2D RoPE as
described in Section 3.4. Unless otherwise stated, the patch
decoder used for MSE loss is a linear layer; the denoisinng
patch decoder is a single Transformer block with the output
of the backbone and the embedding of corrupted patch as
the inputs.

The input image has a resolution of 224 × 224. Spatial
augmentation (random cropping, resizing and horizontal
flipping) is applied during pre-training. The initialization
scheme and optimization follow the MAE recipe (He et al.,
2021). Pre-training uses AdamW (Loshchilov & Hutter,
2019) for optimization with learning rate using cosine decay
and 40 epochs warm-up. The full list of hyper-parameters
can be found in Table 8 in the Appendix.

Evaluation Protocol We use fine-tuning for evaluation
and performance comparison. Instead of using special to-
kens or global mean pooling, we directly utilize the last
patch’s output as the global descriptor for downstream tasks.
Unless stated otherwise, we fine-tune the model without
causal attention masking. An ablation study of fine-tuning
with or without causal attention masking is provided in
Section 4.1.

For fine-tuning, we keep the image resolution of 224 ×
224 pixels. For ImageNet, we apply random augmentation
(Cubuk et al., 2019) which is also applied for supervised
training baselines. For most ablation studies, we fine-tune
the network for 50 epochs. To achieve a better performance

in the training schedule and model scaling studies, we use
an extended fine-tuning schedule of 90 epochs.

Due to the lack of bottleneck, the network learns a repre-
sentation that is more distributed across the network. As
a result, fine-tuning is a better evaluation protocol. How-
ever, in Appendix B.1, we provide a more in-depth study of
linear evaluation results. We find that, although no explicit
bottleneck is imposed, the best performing layer is situated
roughly in the middle of the Transformer stacks.

4.1. Main Properties

Relative Positional Embedding We compare the decom-
posed RoPE (2D RoPE) with NoPE (Kazemnejad et al.,
2023), absolute positional encodings and learnable posi-
tional embedding. NoPE doesn’t apply any positional en-
codings. Absolute positional encodings uses the sine and
cosine functions of various frequencies to encode the 2D
position (Vaswani et al., 2023; He et al., 2021). Learnable
positional embedding is randomly initialized and adapted
with the training. In addition, we compare 2D RoPE which
uses the inductive bias of spatial coordinates with the vanilla
RoPE (1D RoPE). To evaluate or fine-tune models on a
higher resolution, we interpolate the positions when using
RoPE.

Table 1. ImageNet top-1 accuracy of models with various posi-
tional encodings

Posistion Supervised Supervised Unsupervised
Encodings + Causal + Causal

NoPE 80.3 80.2 81.9
Absolute 82.5 81.0 83.1
Learnable 81.9 80.7 83.2
1D RoPE 82.8 81.7 83.5
2D RoPE 82.7 81.8 84.5

Evaluate with resolution 384
1D RoPE 52.0 36.4 84.2
2D RoPE 81.7 80.4 85.1

Comparison between no positional encoding (NoPE), 2D absolute
positional encoding (Absolute), learnable positional embedding
(Learnable), RoPE without the inductive bias for 2D coordinates
(1D RoPE) and decomposed RoPE (2D RoPE) with supervised
and unsupervised training. Models with supervised data is trained
for 200 epochs and evaluated without exponential moving averages
(EMA). Models with generative pre-training are trained with MSE
loss for 400 epochs and fine-tuned for 50 epochs.

For supervised learning, the first two columns of Table 1
shows that RoPE, both 1D and 2D versions, outperforms
other types of positional encodings with or without causal
attention masking. This suggests that relative positional
encodings are more effective for image data. Implementa-
tion details of the supervised baselines are in Appendix A.2.
The improvement of performance is more prominent for
models with causal attention masking than those without:
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+0.8% (supervised) and +0.9% (unsupervised) for causal
v.s. +0.2% for non-causal. This suggests that the positional
encodings play a more important role in AR models.

2D RoPE has a much better inductive bias for spatial co-
ordinates compared with the 1D counterpart. This reflects
in the evaluation results when the resolution of the image
changes from 224 to 384 (last two rows in Table 1). There
is a significant drop in performance when scaling up the
resolution for 1D RoPE in the supervised case, while the
decrease in performance is much less for 2D RoPE. In ad-
dition, 2D RoPE performs much better (+1% compared to
1D RoPE) in the case of fine-tuning after unsupervised pre-
training. This gap doesn’t diminish when fine-tuned on a
larger resolution.

Patch Decoder We compare between a linear patch de-
coder, a residual MLP and a Transformer patch decoder
with varying depth. The Transformer patch decoder only
applies for the denoising patch decoder: the patch decoding
sequence consists of two tokens - the output of the backbone
and the embedding of the noise corrupted patch, both at the
same autoregressive step t. No causal attention masking is
applied for the Transformer patch decoder. In addition to
the architectural choices, we experiment with whether or
not to condition on the diffusion step γ. When conditioned
on γ, it’s added as a channel to the noise corrupted image
patch and linearly projected to the embedding space.

Table 2. Top-1 accuracy of models pre-trained with different
patch decoders and fine-tuned on ImageNet.

γ Number of Layers

Objective Decoder Cond 0 1 2 4 8

MSE MLP - 82.7 82.6 82.8 82.6 82.3

Diffusion
MLP Yes - 82.7 82.7 82.7 82.3

No - 82.6 82.8 82.7 82.4

Transformer Yes 82.9 82.8 83.0 82.8 83.1
No 82.7 83.0 83.1 82.9 83.0

Models are pre-trained for 100 epochs and fine-tuned for 50 epochs.
When number of layers is 0, the patch decoder is a single linear
layers.

Table 2 suggests that, for MSE loss, a deeper patch de-
coder doesn’t improve much of the fine-tuning performance.
Therefore, we use the simple linear patch decoder when
pre-training with MSE.

For the denoising patch decoder, deeper MLPs with or with-
out conditioning on γ do not improve the performance. The
Transformer decoder generally leads to better fine-tuning
performance. When conditioning on γ, more transformer
layers are beneficial; when not conditioning on γ, 1 or 2
Transformer blocks are sufficient to achieve the best perfor-
mance. For rest of the experiments, we use the single-block
Transformer as the denoising patch decoder.

(a) Patch Size 16 (b) Patch Size 56

Figure 3. ImageNet top-1 accuracy of models pre-trained with
different noise schedules. Figure 3a and Figure 3b are trained
with patch size 16 and 56 respectively. Models are pre-trained
for 100 epochs and fine-tuned for 50 epochs. The colormap corre-
sponds to threshold values of every 10 percentile, i.e. 10th, 20th,
..., 90th percentile. The x-axis and y-axis are hyperparameters
a and b of the Beta distribution from which γ is sampled. The
optimal noise schedule of ViT-L16 is biased toward extremely high
noise levels, while ViT-L56 prefers a more balanced one.

Read-out Mechanism DARL learns a more distributed
representation due to generative pre-training, and one ques-
tion is, how these can be best used for downstream classi-
fication tasks? We investigate fine-tuning with or without
the causal attention mask, as well as using mean pooling
or last token output as the global image descriptor. When
using the last token output as the descriptor, the input token
is the last image patch which the model doesn’t need during
pre-training.
Table 3. ImageNet top-1 accuracy with various read-outs.

Masking Mean Pool Last Token

Causal 81.5 81.7
Non Causal 82.7 82.7

The base model is a ViT-L16 pre-trained with MSE loss for 100
epochs. Then the base model is fine-tuned for 50 epochs with
different options for attention masking and global descriptor.

Table 3 suggests that model fine-tuned without the causal
attention masking has a better classification performance.
When causal attention masking is applied, it’s preferable to
use the last token as the global descriptor compared to mean
pooling.

The 1% performance gap between causal and non-causal
Transformers occurs both for supervised training from
scratch (see Table 1) and fine-tuning from pre-trained mod-
els. We hypothesis that Transformer without causal attention
masking has a better inductive bias for image data which,
unlike text data, doesn’t have an inherent ordering. There-
fore, non-causal Transformer is able to make more efficient
use of the model capacity. However, architectural improve-
ments, such as relative position encodings, can mitigate this
disadvantage to a certain degree.

Noise Schedule In diffusion models, the noise schedule
determines which spatial frequencies are corrupted by noise.
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Figure 4. ImageNet top-1 accuracy with varying training
length. Model trained with diffusion objective outperforms
MSE with longer training schedules. Diffusion noise schedule
is a = 0.03 and b = 1.

This means the noise schedule has a significant influence on
the representation encoded in the model when pre-trained
with the diffusion objective.

As described in Section 3.3, in our implementation, γ values
are directly sampled from a Beta distribution. We study the
effect of the noise schedule by varying the parameters a
and b on a logarithmically spaced grid between 0.1 and 10.
Figure 3a shows how the ImageNet top-1 accuracy varies
with a and b. To achieve a better performance on ImageNet,
the noise schedule would have to sample γ close to 0, i.e.
heavily corrupted image patches. This explains why the
MSE loss works well and diffusion yields only a marginal
improvement. When more samples are drawn from the less
noise-added region, the fine-tuning performance degrades
rapidly. However, there is a set of parameters that work
equally well with different Beta distribution profiles. For
example, a = 0.1, b = 10 samples heavily from extremely
noisy patches; a = 3, b = 10 peaks around γ ≈ 0.23 with a
relatively large variance.

Concurrent work (Chen et al., 2024) prefers a different noise
schedule than ours, likely due to their focus on denoising as
the pre-text task. Our framework combines autoregressive
prediction with denoising, suggesting that autoregressive
prediction is the primary driver of representation learning,
with denoising providing additional benefits under specific
conditions. Appendix B.5 provides more details.

Training Objective As shown in Equation (2) and Equa-
tion (3), diffusion models can be trained to predict either
the additive noise ε or the original image x0. We find that
predicting the original image is better than predicting noise:
for models pre-trained for 100 epochs and fine-tuned for 50
epochs, the ImageNet top-1 accuracy is 83.6% if the denois-
ing patch decoder predicts the original image and 82.9% if
it predicts the noise.

Table 5 suggests that the diffusion objective benefits from
larger model capacity, likely because it learns features across
all spatial frequencies. Figure 4 demonstrates that while
models pre-trained for 100 epochs with MSE and diffusion
objective perform similarly, extending the pre-training to
800 epochs reveals the diffusion objective’s superiority.

16 28 32 56
Patch Size

60

70

80

To
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1 
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c 83.6

77.9
75.9

59.8

83.5
79.1 77.3

64.2

MSE
Diffusion

Figure 5. ImageNet top-1 accuracy of model pre-trained with
varying patch sizes. Model trained with diffusion objective de-
grades more gracefully compared to MSE loss.

Patch size We further investigate the influence of patch
size for both objective functions by varying the patch size
between 16, 28, 32 and 56. For each patch size, we sweep
the noise schedule as described in Section 4.1 when training
on diffusion objective.

While accuracy decreases for both objectives as patch size
increases, Figure 5 reveals a gentler performance decline for
the diffusion-based model compared to the MSE objective.
Unlike the model pre-trained with patch size 16 (Figure 3a),
when training with patch size 56, a more balanced noise
schedule is preferred (see Figure 3b). In this schedule, the γ
values are less concentrated on higher noise levels. Since the
denoising patch decoder currently uses a single Transformer
block, we speculate that adding more layers might further
enhance the diffusion objective’s performance. This is an
area to explore for future works.

4.2. Comparison to Previous Results

We compare DARL to prior representation learning methods
trained on ImageNet and using standard ViT architecture.
We categorize these methods as: contrastive learning (with
self-distillation), masked prediction, and generative pre-
training. Due to limited results in generative pre-training,
we include Image-GPT, despite its differing architecture.

Table 5. ImageNet top-1 Accuracy Comparison

Backbone

Category Method ViT-B ViT-L ViT-H Others

Contrastive DINO 1 82.8 - - -
MoCo v3 2 83.2 84.1 - -

Masked Pred. BeiT 3† 83.2 85.2 - -
MAE 4 83.6 85.9 86.9 -

Generative
Image-GPT 5 - - - 72.6

DARL (MSE) 82.7 84.7 85.5 -
DARL (DIFF) 81.9 84.9 85.9 -

1 Caron et al. (2021) 2 He et al. (2019) 3 Bao et al. (2022)
† Tokenizer is trained on a much larger custom dataset (Ramesh
et al., 2021). 4 He et al. (2021) 5 Chen et al. (2020a)
Our method is pre-trained for 800 epochs and fine-tuned for 90
epochs. Noise schedule used for diffusion objective is a = 0.03
and b = 1.
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Table 4. Top-1 Accuracy on VTAB Benchmark
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DARL (MSE) 87.6 85.2 79.1 97.8 92.4 97.5 79.2 88.4 89.9 98.8 97.3 73.6 89.9 93.7 90.2 76.3 45.5 37.2 48.7 30.3 95.7 64.7
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1 Steiner et al. (2022). ViT-L16 backbone is used for all experiments. Models are pre-trained on ImageNet dataset.

As shown in Table 5, DARL achieves significantly better
results in generative pre-training than previous approaches,
surpassing i-GPT which uses a much larger model by a
large margin. We also perform better than contrastive meth-
ods when it comes to fine-tuning performance. Despite a
small performance gap compared to BeiT and MAE, DARL
achieve results that are highly comparable to the current
state-of-the-art masked prediction models. Based on pre-
vious comparison between causal and non-causal Trans-
formers, we hypothesis that this gap could also due to the
different inductive bias resulting from applying causal atten-
tion masking rather than the prediction task itself.

4.3. Transfer Experiments

Classification. To investigate the transfer performance,
we fine-tune our models on diverse downstream tasks. We
use the VTAB benchmark (Zhai et al., 2020) which consists
19 classification tasks. The tasks are divided into 3 groups -
Natural, Spcialized and Structured - representing different
distribution shifts from the pre-training dataset.

Table 4 repports the top-1 accuracy by dataset and category.
Details of the hyperparameter selection and evaluation pro-
cedure are described in Appendix A.4. In the Natural and
Specialized categories, DARL demonstrates decent perfor-
mance gains over supervised pre-training, improving results
on 10 out of 11 datasets. While the Structured category
presents challenges, particularly with Kitti-Distance and
dSprites, this highlights areas for future research and devel-
opment.

Object detection and segmentation. To assess the trans-
fer capability of DARL in tasks other than classification,

Table 6. COCO Object Detection and Segmentation

SUP MAE † DARL (DIFF)

AP 54.1 57.2 56.4
mAP 45.8 48.6 48.0

ViT-L16 backbone fine-tuned with ViTDet architecture and Cas-
cade Mask R-CNN detectors. †MAE results are reproduced from
our own codebase.

we fine-tune ViTDet (Li et al., 2022) with Cascade Mask
R-CNN (Cai & Vasconcelos, 2017) as detector heads. Other
implementations details are in Appendix A.3.

Table 6 confirms that, similar to ImageNet classification,
DARL outperforms the supervised pre-training baseline and
performs closely to the strong MAE baseline. ViTDet archi-
tecture uses a simple feature pyramid design which takes
only the last layer activation of the Transformer. This de-
sign was developed with supervisely trained models and
encoder-only representations (bottleneck at the last layer
of the Transformer stack). It could be sub-optimal for gen-
erative pre-trained models such as ours. We leave this for
future research endeavors.

4.4. Studies on Patch Ordering

While autoregressive modelling works seamlessly for se-
quences like language or audio, the optimal token ordering
for images remains unclear. It’s also tempting to assume that
random ordering leads to better model performance. Our re-
search explores two key questions: 1. Does one fixed image
token ordering outperform others? 2. Can models trained
on randomly ordered patches achieve superior results?

Fixed Ordering We develop two fixed ordering strategies
and compare their performance to standard raster order. For
both strategies, first, we divide the image into fixed-size and
non-overlapping blocks. Next,

1. Nested Raster Order: Order the blocks in raster order;
Divide the blocks into patches and, again, order the
patches within each block in raster order.

2. Round-Robin Order: Divide the blocks into raster or-
dered patches; Starting from the first block, one patch is
selected from each block. The process cycles through
the blocks repeatedly.

For both strategies, we experiment with 2 × 2, 4 × 4 and
8 × 8 patches per block. Visualization of orderings are in
Appendix C.
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Table 7. Comparison of different fixed order strategies

Raster Nested Raster Round-Robin

2 × 2 4× 4 8× 8 2 × 2 4× 4 8× 8

83.3 83.3 83.4 83.3 83.0 82.7 82.6

All models are trained with MSE loss for 100 epochs and fine-
tuned for 50 epochs. Image resolution is 256× 256. Block sizes
are 2 × 2, 4× 4 and 8× 8 patches per block.

Table 7 suggests that raster ordering is close to optimal.
This observation is consistent with concurrent work from El-
Nouby et al. (2024). The round-robin pattern yields lower
performance compared to raster order, whereas nested raster
order achieves similar or even better results. We provide
more visualization of the results in Appendix C.

Random Ordering Ablating random ordering requires
architectural changes, as the model relies on query tokens to
guide its patch prediction. We use the XLNet architecture
proposed in Yang et al. (2020). Two-stream architecture
which consists of a query stream and a content stream. The
query stream can integrate information from previous query
and content tokens, as well as the current query. However,
it cannot see the current content token. This is achieved
by a special attention masking scheme (see details in Ap-
pendix A.5 and Yang et al. (2020)). The content stream
uses the causal attention masking and operates exactly the
same way as a decoder-only Transformer. In the experiment,
we use learnable query tokens and 2D RoPE for positional
encodings.

We experiment raster scan order and randomly permuted
patch order on the two-stream architecture. Figure 6 reveals
two insights: 1. Random ordering requires longer training
to match the performance of fixed ordering; 2. Contrary to
common belief, random ordering does not ultimately offer
any performance advantage.
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82.5

83.0

To
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1 
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81.5
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80.3

81.3
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Fixed
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Figure 6. ImageNet top-1 accuracy of raster order and ran-
dom order. XLNet style two-stream Transformer with ViT-L16
backbone is used for both fixed and random ordering. MSE loss
is used for pre-training. Models are fine-tuned for 50 epochs with
fixed ordering.

5. Discussion and Limitations
We development, DARL, a model unifying visual represen-
tation learning and image generation, leveraging the power
of autoregressive and denoising diffusion models. Our ap-
proach demonstrates that generative pre-training in the vi-

sion domain achieves similar performance to state-of-the-art
masked prediction models, with a minor 1% difference.
This observation is consistent with studies from the lan-
guage domain, where encoder-decoder models achieve a
slightly better result than decoder-only models (Tay et al.,
2023; Fu et al., 2023).

DARL offers two advantages: generative capability and a
likelihood-based training objective. We equip our model
with a denoising patch decoder to generate multi-modal
patch distributions, enhancing its generative potential (see
Figure 7 for samples from DARL) and aligning it with
likelihood-based training. However, our study also suggests
that image generation and learning higher-level abstractions
may be conflicting. Competition for the model capacity
forces prioritization of different aspects. The distinct pref-
erence for noise schedules is a manifestation of this com-
petition. Future works could investigate whether scaling to
larger models helps alleviate the capacity constraints and
improve performance on both tasks. Overall, we believe
there is significant room for improvements to fully realize
the benefits of this generative pre-training approach.

Figure 7. Samples from DARL conditioned on the top half of
the image. Resolution is 64 × 64. The first column (in the red
rectangle) is the original image in ImageNet validation set. The
rest of the columns are samples generated conditioned on the top
half of the image. Details of the model architecture and training
are described in Appendix F. Samples presented here are cherry-
picked. For more samples, please see Figure 15 in the Appendix.
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A. Implementation Details
A.1. Hyperparameters

Table 8. ImageNet Pre-training Hyperparams.

Name Value

Initialization Xavier Uniform
Drop path 0.0
Positional encoding 2D RoPE
Augmentation Spatial
Optimizer AdamW
Optimizer momentum β1=0.9, β2=0.95
Base learning rate 1.5e-4
Learning rate scaling † True
Weight decay 0.05
Batch size 4096
Learning rate schedule Cosine
Warm-up epochs 40
† total lr = base lr× batch size/256

Table 9. ImageNet Fine-tuning Hyperparameters

Name Value

Positional encoding 2D RoPE
Augmentation RandAug (9, 0.5)
Mixup 0.8
Cutmix 1.0
Label smoothing 0.1
Optimizer AdamW
Optimizer momentum β1=0.9, β2=0.95
Layer-wise lr decay 0.75
Weight decay 0.05
Batch size 4096
Learning rate schedule Cosine
Warm-up epochs 5

B L H

Training epochs 90 50 90 90
Learning rate 1e-3 1e-3 1e-3 3e-3
Drop path 0.0 0.0 0.1 0.2

A.2. Supervised Baseline

The supervised baseline is similar to the ViT (Dosovitskiy et al., 2021) implementation with the following differences:

1. Initialization and optimization scheme: the initialization and optimization scheme porposed in He et al. (2021) are
used.

2. Positional encodings: positional encodings varied by the ablations.

3. Attention masking: causal and non-causal attention masking applied as required by the ablations.
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4. Classfication head: global mean pooling is as global image descriptor and classification head is a single linear layer.

Table 10. ImageNet Supervised Training Hyperparameters

Name Value

Initialization Xavier Uniform
Drop path 0.2
Augmentation RandAug (9, 0.5)
Mixup 0.8
Cutmix 1.0
Label smoothing 0.1
Optimizer AdamW
Optimizer momentum β1=0.9, β2=0.95
Base learning rate 1e-4
Learning rate scaling True
Weight decay 0.3
Batch size 4096
Learning rate schedule Cosine
Warm-up epochs 20
Training epochs 200

A.3. COCO Object Detection and Segmentation

We simply initialize the weight of the ViT-L16 backbone with weight after supervised, MAE and DARL pre-training.
Our implementation follows that of ViTDet in Li et al. (2022) and Cascade Mask R-CNN in Cai & Vasconcelos (2017).
Hyperparameters used for DARL pre-trained with diffusion loss are listed in Table 11.

Table 11. Hyperparameters for COCO Experiments

Name Value

Resolution 1024 x 1024
Drop path 0.4
Augmentation panoptic deeplab policy †
Random scaling [0.1, 2.5]
Learning rate schedule Cosine
Warm-up steps 256
Training steps 73920
Batch size 64
Optimizer AdamW
Optimizer momentum β1=0.9, β2=0.999
Learning rate 7.5e-4 (DARL); 5e-5 (MAE/SUP)
Weight decay 0.1
Layer-wise lr decay 0.85 (DARL); 0.8 (MAE/SUP)
Exponential moving average decay 0.9998

†See details at https://github.com/tensorflow/models/blob/master/official/vision/ops/augment.
py#L2301.

A.4. VTAB

Following the procedure in Zhai et al. (2020), we first conduct a hyperparameter sweep (see Table 12) using train and
validation sets. We then select the best-performing hyperparameters based on validation results, retrain the model on the
combined train+validation set, and report the final test set performance.
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Table 12. Hyperparameters for VTAB Experiments

Name Value

Label smoothing 0.1
Optimizer AdamW
Optimizer momentum β1=0.9, β2=0.95
Batch size 256
Learning rate schedule Cosine
Warm-up epochs 3000
Training steps 20000
Attention Masking Causal

Hyperparameter Sweep
Drop path {0.0, 0.1, 0.2}
Augmentation { Spatial, RandAug (9, 0.5) + Mixup 0.8 + Cutmix 1.0 }
Weight decay { 0.1, 0.3 }
Learning rate { 1e-3, 1e-2, 1e-1 }
Layer-wise lr decay { 0.7, 0.8, 0.9 }

A.5. Two-Stream Architecture

The architecture is similar to the two-stream architecture in XLNet. We provide a brief description here, for more details see
Yang et al. (2020). The network has two sets of inputs: one sequence for the query stream and the other for the content
stream. The content stream operates exactly the same as a regular AR Transformer. The query stream inputs can be
considered as the query associated to a particular token. For example, in our case, we use the location of the next patch in
the sequence as the input of the query stream. When the patch ordering is randomly permuted during training, this gives
indication to the model of which patch should be predicted. The attention layers compute an additional query head which
use the input of the query stream. They also carry out another attention operation by using the additional query and the
content stream keys and values. This attention operation employs a different attention masking, where the diagonals in mask
matrix are zeroed out. This ensures that the query stream doesn’t attend to the current patch content.

In XLNet, random permutation of the token ordering is achieved by sampling attention masking. In this case, the ordering
of the input tokens are kept the same. Our implementation directly feeds the permuted token sequence as input and keeps
the attention masking the same for all the permutation. We share the weights of the feed-forward layers for the two streams.
2D RoPE is applied for the positional encodings.

B. Further Results and Discussions
B.1. Linear Evaluation

(a) Training Epochs (b) Network Depth

Figure 8. ImageNet top-1 accuracy with linear evaluation protocol. a) Linear performance increases with longer training schedule. Models
are ViT-L16 pre-trained with diffusion objective. b) Linear performance varies with the layer depth. Layer depth is normalized to [0, 1].
Models are pre-trained with diffusion objective.
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Hyperparameters for linear evaluation are listed in Table 13. Causal attention masking is applied for linear evaluation.
Global mean pooling is used to get the global image descriptor. We apply batch norm on the features extracted from the
backbone, similar to He et al. (2021).

Due to the lack of bottleneck, linear evaluation performance in decoder-only Transformer is, in general, lower than
contrastive. Longer training schedule and larger models can both improve the linear performance.Figure 8b suggests that the
linear interpretability of the features increases with layer depth, peaking roughly in the middle of the network. For model
with limited capacity (e.g. ViT-B16), the network prioritizes encoding, pushing the best performing feature deeper into the
stack.

Table 13. ImageNet Linear Evaluation Hyperparameters.

Name Value

Drop path 0.0
Positional encoding 2D RoPE
Augmentation Spatial
Label smoothing 0.1
Optimizer LARS
Optimizer momentum 0.9
Learning rate 0.1
Weight decay 0.0
Batch size 16384
Learning rate schedule Cosine
Warm-up epochs 10
Training epochs 90

B.2. Normalized Pixels

He et al. (2021) introduced normalized pixels as target of the reconstruction. More precisely, instead of using the raw
or standardized pixels, they use pixel values normalized by the mean and standard deviation of the patch statistics as the
target. He et al. (2021) and Wei et al. (2023) find that using the patch normalized pixel value improves the quality of the
representation. We experiment normalized pixels with DARL + MSE loss. However, Table 14 suggests using normalized
pixels doesn’t improve the performance in our case.

Table 14. ImageNet Top-1 Accuracy using Normalized Pixels as Target

Architecture

Target ViT-B16 ViT-L16 ViT-H14

Pixels 82.7 84.7 85.5
Norm. Pixels 82.4 84.5 85.5

All the models are pre-trained for 800 epochs and fine-tuned for 90 epochs.

B.3. Scaling Behavior

While we don’t have a systematic study of models with different sizes beyond the standard ViT family, for the standard
model sizes we trained, we observe a correlation between validation loss during pre-training and downstream performance
for both MSE and diffusion loss of the same noise schedule (see Table 15).

While there is not enough datapoints to make a statistically significant analysis for the moment, we believe this is a viable
direction for future research enabled by our framework.
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Table 15. Validation Loss v.s. ImageNet Accuracy

MSE DIFF †
Loss Top-1 Acc (%) Loss Top-1 Acc (%)

0.194 83.6 0.179 83.5
0.189 84.2 0.174 84.3
0.185 84.5 0.171 84.8
0.182 84.7 0.168 84.9
0.158 85.5 0.146 85.9

†Diffusion loss with beta distribution noise schedule of a=0.03, b=1.

B.4. Tokenization

One area to further explore is the use of a tokenizer. We provide some preliminary results using a discrete VAE encoder
(same tokenizer as in Dall-E and BeiT). The tokenizer serves two functions: encoding the image patch to form the inputs of
the Transformer; serving as a target for the outputs of the Transformer.

Table 16. ImageNet Top-1 Accuracy with dVAE Tokenzier

Supervised Unsupervised

Default dVAE inputs MSE Denoising dVAE input+MSE dVAE target

82.7 75.9 83.6 83.5 62.9 82.9
Supervised uses non-causal Transformer. The default model uses linear patch embedding.

Unsupervised uses DARL pre-trained for 100 epochs. The default model uses linear patch embedding and denosing patch decoder.

Table 16 shows the top-1 accuracy on ImageNet. Supervised model is ViT-L16 without causal attention masking and
uses 2D RoPE. Unsupervised model is DARL with ViT-L16 backbone pre-trained 100 epochs. Both MSE and denoising
objectives perform similarly. We can see that using dVAE to encode the image patches has a significant negative impact on
model performance, both in supervised and unsupervised. However, dVAE as the target is only slightly worse than MSE or
denoising. It worth further investigating for longer training schedule and evaluate on other downstream tasks.

B.5. Discussion on Noise Schedule

Figure 9 compares our schedule with both the original DDPM schedule and the linear decay schedule proposed by Chen
et al. (2024). We could see that DDPM schedule samples 80% from values [0.1, 0.6] and with a slight peak around 0.3.
Linear decay schedule samples mostly from very small noise regions. Optimal schedule for DARL samples mainly from
high noise regions. As we discussed in the main text, the difference in the preferred noise schedule between l-DAE and our
work can be understood as due to the different tasks imposed by the framework. The representation learning task of l-DAE

0.0 0.2 0.4 0.6 0.8 1.0
0

2

4

6

8

10

p(
)

0.0 0.2 0.4 0.6 0.8 1.0
s

0.0

0.2

0.4

0.6

0.8

1.0

(s
)

DDPM
l-DAE
DARL(a=0.03;b=1)
DARL(a=1;b=10)

Figure 9. Comparison of noise schedules between DDPM, l-DAE and DARL.
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is denoising. Therefore, totally destroying the image is problematic. In our case, we combine the autoregressive prediction
with denoising.

C. Visualizations for Patch Ordering
Figure 10 compares the patch reconstruction error at each postion in the sequence between different fixed order strategies.
Figure 11 and Figure 12 show the visualization and the average per-patch reconstruction errors for nested raster order.
Figure 13 and Figure 14 show the visualization and the average per-patch reconstruction errors for round-robin order. See
Section 4.4 for details.
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Figure 10. Reconstruction error by patch number

(a) Block Size 2 (b) Block Size 4

Figure 11. Visualization of nested raster order

D. Rotary Position Embedding
For a 1D sequence, denote the previous layer activation xm and xn at position m and n respectively. X = [x1, x2, . . . , xT ]
is a matrix of T × d. Let Zk = XW k and Zq = XW q be the projections to key and query. For each location m, we can
use two channel dimensions of Zk,qm to represent a complex number zk,qm,θi = [Zk,qm,2i,Z

k,q
m,2i+1] = Zk,qm,2i + iZk,qm,2i+1 and

associate it with a frequency component θi. Denote the rotary matrix Rθ(m) =

[
cosmθ − sinmθ
sinmθ cosmθ

]
. For each frequency
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Figure 12. Reconstruction error for nested raster order

(a) Block Size 2 (b) Block Size 4

Figure 13. Visualization of round-robin order

Figure 14. Reconstruction error for round-robin order

component θi, rotary position embedding is formulated as follows:

km,θi = zkm,θie
imθi = Rθi(m)zkm,θi

qn,θi = zqn,θie
inθi = Rθi(n)zqn,θi

anm,θi = 〈km,θi , qn,θi〉 = Re[zkm,θi(z
q
n,θi

)∗ei(n−m)θi ]

= (zkm,θi)
TRθi(m)TRθi(n)zqn,θi
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anm =
∑
θi
anm,θi is the pre-attention before applying the softmax function. The number of frequency components θi is

half of the number of channels of the attention head, ranging between [1,max wavelength] i.e. θi = max wavelength2i/d.

D.1. ND Rotary Position Embedding

A straightforward way to extend the 1D RoPE to ND is to randomly sample frequencies for the N dimensions. Denote
m = [mx,my] a 2D vector with the location of x-axis and y-axis on each dimension. The rotary matrix Rθ(m) =[
cosmT θ − sinmT θ
sinmT θ cosmT θ

]
, with θ = [θx, θy] frequency components for x-axis and y-axis respectively. The rotary position

embedding can be formulated in a similar manner to the 1D case just with m = [mx,my], n = [nx, ny], θ = [θx, θy] being
2D vectors.

The problem with this formulation is that the frequency components is combinatorial to the number of dimensions of m.
Because the number of frequencies is associated to the number of channels of the attention head, this significantly reduces
the range of frequencies for each dimension. By decomposing along the axes as in Section 3.4, we can use less frequency
components to cover the N dimensions.

E. Diffusion
We use the mathematical framework established by DDPM (Ho et al., 2020). Many of the analysis can be found in DDPM
paper. We present here for the completeness of our analysis. To simplify notation, we use x as the image or individual patch
and subscript t for the diffusion process.

First, the variational bound can be expressed as follows:

log p(x) = log

∫
p(x0:T )dx1:T

= logEq(x1:T |x0) [p(x0:T )/q(x1:T |x0)]

≥ Eq(x1:T |x0)

[
log

p(x0:T )

q(x1:T |x0)

]
= Eq(x1:T |x0)

[
T∑
t=1

log
pθ(xt−1|xt)
q(xt|xt−1)

+ log p(xT )

]

Notice that the forward process is Markov, that means q(xt|xt−1) = q(xt|xt−1, x0). Using the Bayes rule, we have

q(xt|xt−1, x0) =
q(xt, xt−1|x0)

q(xt−1|x0)
=
q(xt−1|xt, x0)q(xt|x0)

q(xt−1|x0)

This is also a Gaussian distribution:

q(xt−1|xt, x0) ∼ N (µq,Σq), µq =

√
αt(1− γt−1)

1− γt
xt +

√
γt−1(1− αt)

1− γt
x0, Σq =

(1− αt)(1− γt−1)

1− γt
I (4)
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The variational objective can, then, be written as

L =Eq(x1:T |x0)

[
log

pθ(x0|x1)

q(x1|x0)

]
+

T∑
t=2

Eq(x1:T |x0)

[
log

pθ(xt−1|xt)
q(xt|xt−1, x0)

]
−H [p(xT )]

=Eq(x1:T |x0)

[
log

pθ(x0|x1)

q(x1|x0)

]
+

T∑
t=2

Eq(x1:T |x0)

[
log

pθ(xt−1|xt)
q(xt−1|xt, x0)

]

+

T∑
t=2

Eq(xt−1|x0) [log q(xt−1|x0)]−
T∑
t=2

Eq(xt|x0) [log q(xt|x0)]−H[p(xT )]

=Eq(x1:T |x0)

[
log

pθ(x0|x1)

q(x1|x0)

]
+

T∑
t=2

∫
q(xt|x0)q(xt−1|xt, x0) log

pθ(xt−1|xt)
q(xt−1|xt, x0)

dxtdxt−1

−H[q(x1|x0)] +H[q(xT |x0)]−H[p(xT )]

=Eq(x1:T |x0) [log pθ(x0|x1)]−
T∑
t=2

Eq(xt|x0) [KL[q(xt−1|xt, x0)||pθ(xt−1|xt)] +H[q(xT |x0)]−H[p(xT )]

We can reparameterize pθ(xt−1|xt) by modelling different parts. Note that from the forward process, we have xt =√
γtx0 +

√
1− γtε, x0 = 1√

γt
(xt −

√
1− γtε). From Equation (4), we want to model muq and it can be written as:

µq =

√
αt(1− γt−1)

1− γt
xt +

√
γt−1(1− αt)

1− γt
xθ (5)

=

√
αt(1− γt−1)

1− γt
xt +

√
γt−1(1− αt)

1− γt
1
√
γt

(xt −
√

1− γtεθ)

=
1
√
αt
xt −

1− αt√
αt(1− ᾱt)

εθ (6)

Equation (6) is the DDPM formulation for predicting noise. Our model uses the formulation Equation (5) to build a predictor
for the original image.

F. Samples from DARL
To generate samples from DARL, we train it on ImageNet for 800 epochs. We use a resolution 64 and patch size 8, so
our backbone is a ViT-L8. The denoising patch decoder is a 8-layer Transformer with conditioning on gamma. During
training, we employ noise schedule γ ∼ Beta(1, 1), that is uniformly sampled between [0, 1]. The prediction target is still
the original image patches. During sampling, we use step size 0.001, that is T = 1000. Figure 15 shows samples from the
model conditioned on the top half of the original images.
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Figure 15. Samples from DARL. The first image in each row (in the red rectangle) is the original image in ImageNet validation set. The
rest of the images are samples generated conditioned on the top half of the image.
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