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Abstract

The success of adversarial attacks and the performance tradeoffs made by adver-
sarial defense methods have both traditionally been evaluated on image test sets
constructed from a randomly sampled held out portion of a training set. Mayo
2022 et al. [1] measured the difficulty of the ImageNet and ObjectNet test sets
by measuring the minimum viewing time required for an object to be recognized
on average by a human, finding that these test sets are heavily skewed towards
containing mostly easy, quickly recognized images. While difficult images that
require longer viewing times to be recognized are uncommon in test sets, they
are both common and critically important to the real world performance of vi-
sion models. In this work, we investigated the relationship between adversarial
robustness and viewing time difficulty. Measuring the AUC of accuracy vs attack
strength (epsilon), we find that easy, quickly recognized, images are more robust to
adversarial attacks than difficult images, which require several seconds of viewing
time to recognize. Additionally, adversarial defense methods improve models
robustness to adversarial attacks on easy images significantly more than on hard
images. We propose that the distribution of image difficulties should be carefully
considered and controlled for when measuring both the effectiveness of adversarial
attacks and when analyzing the clean accuracy vs robustness tradeoff made by
adversarial defense methods.

1 Introduction

The adversarial robustness of models today is typically evaluated by performing an adversarial
attack across a distribution of images and then computing the effectiveness of the attack on average.
Unfortunately, current image test sets are highly skewed towards containing more easy easy examples
than hard ones [1]. This biases current robustness measurements to reflect model robustness to easy
examples rather than long-tailed difficult examples. An example of this in terms of accuracy of a
defense trained model compared to a standard model can be found in fig. 2.

Misalignment between the difficulty distributions of current benchmarks and real world environments
poses significant safety concerns for the deployment of defense trained models in the real world.
Practitioners may be making accuracy/robustness tradeoffs for the deployment of models based on
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benchmarks that underestimate the long-tailed, difficult image accuracy sacrifice made by robustness
trained models, while also overestimating the robustness benefits.

In this work we use the difficulty metric introduced in [1], the minimum viewing time required for a
human to correctly recognize and image on average. This metric is an objective measure that serves
as a proxy for how difficult it is for a particular image to be recognized. Minimum viewing time
was measured by performing a psychophysics experiment in which ImageNet and ObjectNet images
were show to participants for one of 17ms, 50ms, 150ms, and 10 seconds followed by a 1 of 50
classification forced choice response task. For each presentation time each image was seen by 7
participants for a total of 133,588 judgments across 5,000 images. In this study we focus on only
ImageNet images. As in [1] we consider images whose objects can be recognized in 17ms as "easy"
and images which require seconds of viewing time to be "hard".

We perform two sets of experiments exploring the relationship between minimum viewing time
difficulty and 1) adversarial attack method and strength, and 2) adversarial defense strength.

Main contributions

1. We demonstrate that on average larger epsilon values are needed to fool quickly recognized
easy images compared to hard images (see fig. 1).

2. We find that the drop in clean (unattacked) accuracy between defense trained models and
standard models is disproportionately caused by a decrease in accuracy on hard images (see
fig. 2).

3. For both standard models and adversarially robust models, easy images have a larger area
under the attack failure rate vs. epsilon curve than hard images (see fig. 3).

4. Compared to standard models, robustness defense models improve their robustness to attacks
on easy images significantly more than their robustness to attacks on hard images (see fig. 4).

Figure 1: The average L∞ epsilon (attack strength) required to perturb an ImageNet validation set
image to be classified incorrectly decreases with increasing human recognition difficulty as measured
by the minimum viewing time metric from [1]. All attacks were performed against a standard
ImageNet trained ResNet-50 on ImageNet validation set images that were classified correctly when
not attacked. Three attack methods, PGD, FGSM, and jitter, are shown. Many additional attack
methods were tested and found to follow the same trend, a full table can be found in the appendix.

2 Experiments

2.1 Experiment 1: Evaluating the robustness of a vanilla ResNet-50 to several adversarial
attack methods across image viewing time difficulty levels

We started with the 5,000 images from [1], which are images with objected-centered crops evenly
split between the ImageNet [2] validation set and ObjectNet [3], spanning 50 object classes. For
the experiments in this paper we used only the 2,500 ImageNet images. These images were then
filtered down to 1,214 images that were classified correctly by a vanilla ResNet-50 model trained
on ImageNet from the torchvision repository. Using the torchattacks framework [4] we performed
14 different attack methods, sweeping 140 epsilon values per attack method (from 0 to 0.005 at
increments of 0.0001 and from 0.005 to 0.05 at increments of 0.0005). From the results of these
attack strength sweeps we determined the minimum attack strength required to fool the ResNet-50

2



Figure 2: Comparison of the clean (unattacked) accuracy of a standard ResNet-50 and an adversarial
defense trained ResNet-50 on 3 sets of images: the full ImageNet validation set, human easy images
(ImageNet validation set images classified correctly with less than 17ms of viewing time on average),
and human hard images (ImageNet validation set images classified correctly on average only after 10
seconds of viewing time).

for each individual image per attack. We then averaged these minimum epsilon values grouped by
difficulty subset to measure the relationship between attack strength and viewing time difficulty. The
results of this experiment for PGD, FGSM, and jitter attacks can be found in fig. 1. Results for all
attack methods can be found in the appendix.

a) Standard ResNet-50 b) Adversarially trained ResNet-50, Linf = 4.0/255

Figure 3: We compare the PGD attack strength vs PGD attack failure rate (how frequently the
attack fails to fool the model) for both easy and hard images. For both standard and defense trained
models, easy images have a higher attack failure rate at any given attack strength. Defense trained
models increase adversarial robustness overall, but they increase robustness to attacks on easy images
significantly more than hard images.

2.2 Experiment 2: Evaluating the robustness of a defense trained model with increasing
defense strength on easy and hard images

Using the PGD adversarial attack method and the same attack-strength sweep from experiment 1,
we attack ResNet-50 models that were adversarially trained with several different levels of defense
strength using the Salman et al. 2020 method [5] . We then investigate how attack failure rate—that
is, how frequently the attack fails to fool the model—varies as the strength of the attack increases.
We analyze this by plotting attack failure rate vs epsilon curves (fig. 3) and computing the area under
the curve (fig. 4) similarly to [6]. Models that maintain performance over increasing epsilon will have
higher AUC than the standard ResNet-50 model.

3 Results

The results of experiment 1 are summarized in fig. 1. Across all attack types, images that could be
recognized by humans given less than 17ms of viewing time required a stronger perturbation to fool
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Figure 4: We find that with increasing levels of adversarial defense, robustness to PGD attacks—as
measured by area under the curve AUC of line plots like fig. 3 (with a max attack strength cutoff of
0.5)—increases more when models are evaluated on hard images compared to easy images.

the ResNet-50 than images requiring longer viewing times to be recognized such as 10 seconds. This
shows a clear relationship between what images humans find difficult and how vulnerable an image
is to adversarial attack.

The results of experiment 2 are summarized in fig. 3 and fig. 4. In fig. 3, both standard ResNet-50
and the adversarially trained ResNet-50 achieve a higher accuracy under PGD attack on easy images
compared to hard images for every epsilon value greater than zero. fig. 3 also shows that a defense
trained ResNet-50 trained with L∞ = 4.0/255 in the adversarial defense presented in [5] exhibits the
same trend, but the easy image accuracy curve is shifted significantly further to the right, towards
higher epsilon values, than the hard image curve. This means that while robustness training is
improving adversarial robustness on both subsets of images, it is significantly more effective at
improving robustness on easy images compared to hard images.

We summarize these findings by computing the area under the attack failure rate vs epsilon curve
(AUC). fig. 4 compares this metric between model accuracy on easy and hard image subsets for an
adversarial defense trained model [5] with increasing defense strengths.

4 Related Work

Ever since the publication of some of the earliest work on adversarial examples [7], much research
has been conducted in improving both adversarial attacks [8, 9, 10, 11, 12, 13, 14, 9, 15, 16], and
defenses against them [5, 13, 17]—although, at times with great difficulty [18]. The discovery of
adversarial examples has naturally spawned investigation into the learning dynamics and the stimuli
that give rise to the phenomenon with some researchers positing that adversarial examples are, indeed,
features rather than bugs [19]. Along with understanding adversarial robustness in models, some
researchers have investigated how the phenomenon relates to humans. Guo et al. report that biological
neurons are susceptible to adversarial perturbations [20]. Modeling human-like foveated vision in
models is shown to improve adversarial robustness [21] suggesting humans’ robustness may lie in
perceptual mechanisms. Tsipras et al. show that robust classifiers learn features that are qualitatively
better aligned with human perception [22]. With particular relevance to our work, humans have
been shown both to be able to decipher adversarial examples [23] and be fooled by them [24], thus
suggesting that there may exist a link between human psychophysics and stimuli that fool models.

5 Conclusion

Evaluation methods are a critical component for both guiding future model development and making
tradeoffs to mitigate risks during real world model deployments. We propose that the distribution
of image difficulties should be carefully considered and controlled for when measuring both the
effectiveness of adversarial attacks and when analyzing the clean accuracy vs robustness tradeoff
made by adversarial defense methods.
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A Appendix

Attack name ≤ 17 ms ≤ 50 ms ≤ 150 ms ≤ 10 s

PGD [10] 0.002586 0.002338 0.001863 0.001376
UPGD [4] 0.002165 0.001941 0.001520 0.001109
APGD [8] 0.002070 0.001860 0.001461 0.001069
TPGD [25] 0.004444 0.003494 0.002862 0.001907
EOTPGD [13] 0.003989 0.003438 0.002453 0.001729
FGSM [7] 0.005647 0.004593 0.003191 0.002073
BIM [9] 0.005016 0.004627 0.004055 0.003680
RFGSM [26] 0.011581 0.010714 0.007998 0.005990
FFGSM [11] 0.005266 0.004498 0.003102 0.002032
MIFGSM [27] 0.002450 0.002152 0.001663 0.001202
DIFGSM [12] 0.003377 0.002991 0.002307 0.001715
TIFGSM [28] 0.007059 0.006373 0.004973 0.003610
Square [14] 0.015541 0.013974 0.010610 0.007937
Jitter [15] 0.003101 0.002799 0.002170 0.001558

Figure 5: Full table of 14 adversarial attack methods average epsilon required to fool a standard
ResNet-50 per human viewing time difficulty subset.
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