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Glissando-Net: Deep sinGLe vIew category level
poSe eStimation ANd 3D recOnstruction
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Fellow, IEEE

Abstract—We present a deep learning model, dubbed Glissando-Net, to simultaneously estimate the pose and reconstruct the 3D
shape of objects at the category level from a single RGB image. Previous works predominantly focused on either estimating poses
(often at the instance level), or reconstructing shapes, but not both. Glissando-Net is composed of two auto-encoders that are jointly
trained, one for RGB images and the other for point clouds. We embrace two key design choices in Glissando-Net to achieve a more
accurate prediction of the 3D shape and pose of the object given a single RGB image as input. First, we augment the feature maps of
the point cloud encoder and decoder with transformed feature maps from the image decoder, enabling effective 2D-3D interaction in
both training and prediction. Second, we predict both the 3D shape and pose of the object in the decoder stage. This way, we better
utilize the information in the 3D point clouds presented only in the training stage to train the network for more accurate prediction. We
jointly train the two encoder-decoders for RGB and point cloud data to learn how to pass latent features to the point cloud decoder
during inference. In testing, the encoder of the 3D point cloud is discarded. The design of Glissando-Net is inspired by codeSLAM.
Unlike codeSLAM, which targets 3D reconstruction of scenes, we focus on pose estimation and shape reconstruction of objects, and
directly predict the object pose and a pose invariant 3D reconstruction without the need of the code optimization step. Extensive
experiments, involving both ablation studies and comparison with competing methods, demonstrate the efficacy of our proposed
method, and compare favorably with the state-of-the-art.

Index Terms—3D Shape Reconstruction, 3D Pose Estimation, Single View 3D Shape Estimation, Variational Autoencoder.
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1 INTRODUCTION

R ECONSTRUCTION of 3D geometry from images is one of the
classical challenging problems in computer vision. Recently,

researchers were able to recover the depth of the scene [1], 3D
shape [2], or object pose [3] from a single RGB image. The
monocular setting provides only partial observations and makes
3D understanding especially challenging. An effective method
must rely on proper prior information, most likely learned from
data.

Fig. 1. Category-level 3D reconstruction: on the top are input images
from NOCS dataset [4] and on the bottom are predicted 3D shapes;
on the left are examples of training instances and on the right are
testing instances. Our model predicts complete 3D shapes of instances
unknown during training based on their RGB appearance and category
shape prior learned from data.

• B. Sun is with Adobe Inc, San Jose, California, 95110.
E-mail: bosu@adobe.com
The work was done when Bo Sun was at Stevens Institute of Technology
and Wormpex.

• P. Mordohai is with Stevens Institute of Technology, Hoboken, New Jersey,
07030.

• H. Kang, L. Guan, H. Li and G. Hua are with Wormpex AI Research,
Bellevue, Washington, 98004.

Manuscript received April 19, 2005; revised August 26, 2015.

In this paper, from a single RGB image, we jointly estimate
the 3D shape and 6D pose of an object. (Pose in this paper always
refers to 6D pose.) Unlike existing works that require data from
the exact instance when training the model [5], [6], our method
works at the category level, observing only objects in the same
category, but never the test object in training. It can predict the
3D shape of a novel object and simultaneously estimate its pose.
This setting is under-explored on real data, due to its difficulty,
and has broader practical applications. It also poses unique and
interesting technical challenges since the model needs to capture
both high-level semantic differences across categories and low-
level geometric details between instances of the same category.
We propose a deep CNN framework to overcome the challenge
and name it Glissando-Net, short for deep sinGLe vIew category
level poSe eStimation ANd 3D recOnstruction.

In training, our network takes RGB images and paired canon-
ical point clouds to learn the point clouds (3D object shapes) and
object poses. The RGB image is processed by a U-Net style RGB
encoder-decoder network and the point cloud is processed by a
PointNet++ encoder and multiple layers of fully-connected layers
as the decoder. We carefully design a feature transform module to
facilitate interactions between the RGB features and point cloud
features. Our model predicts the canonical 3D point cloud and
estimates the pose based on the output features of the point cloud
decoder, leveraging the fused 2D and 3D information.

In testing, we take a single RGB image as input. The point
cloud decoder leverages the RGB features concatenated through
the feature transform module to generate object shapes and predict
their poses. Our model consumes an RGB image with a single
centered object. Given an image with multiple objects, we assume
the availability of an object detector to localize and crop the
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objects. As shown in Figure 1, without seeing the same instances
in training, our model predicts distinguishable 3D shapes and well-
aligned object poses. We experimentally compare our method
with recent works on two real datasets and observe consistent
improvements in both shape reconstruction and pose estimation.

Our contributions are three-fold: 1) a novel framework for
category-level pose estimation and 3D reconstruction from a single
RGB image that learns from 3D data during training but does
not require them during testing; 2) a feature transform module
that enhances 2D-3D interaction during learning; 3) better perfor-
mance than the state-of-the-art in both pose estimation and 3D
reconstruction on recent benchmarks.

2 RELATED WORK

Object shape and pose recovery are crucial for many applications,
such as 3D reconstruction, robotics, autonomous driving, aug-
mented reality etc. Although this line of work originated from
purely geometric methods, learning based approaches recently
have shown superior capability to model shape priors. Given the
scope of our work, we focus on only discussing the learning-based
approaches in this section. What makes the problem challenging,
is that the two sub-problems (i.e. the shape recovery problem and
object pose recovery problem) are both ill-conditioned. Here, we
only discuss learning-based approaches starting with those that are
most closely related to ours.

To our knowledge, the only approach that shares all challenges
we address, specifically (i) joint shape and pose estimation, (ii)
from a single real RGB image, (iii) at the category level, is CPS
[7]. CPS minimizes a loss comprising (i) the symmetric Chamfer
distance between the ground truth point cloud and the estimated
point cloud transformed according to the estimated pose, and (ii) a
regularization term that penalized deviations from the learned class
distributions in latent space. This loss measures shape alignment
directly without separating shape and pose estimation. Recently,
the same authors presented CPS++ [8], which undergoes fully
supervised training on synthetic data, and is then finetuned on real
RGB-D data using differentiable rendering techniques for self-
supervision. Unlike our approach, CPS does not extract informa-
tion from the 3D shapes during training and makes all predictions
using the encoder. Moreover, CPS relies on a separate latent space
per class, while objects from all classes are encoded in the same
latent space by Glissando-Net.

A milestone in this line of research was presented by Tulsiani
et al. [9] who use multiple views of the object to minimize a
geometric loss during training. A single image is sufficient to
infer pose and a low-resolution 32 × 32 × 32 occupancy grid.
Insafutdinov and Dosovitskiy [10] also train a network on multiple
images, but they employ a point cloud representation and an
ensemble of pose predictors to mitigate pose ambiguity. Both
[9], [10] have been tested only on synthetic data. In addition to
the Pix3D dataset, which we use in our experiments, Sun et al.
[11] present a method for estimating voxelized shape and pose,
adopting the 2.5-D sketch as an intermediate representation. Nie
et al. [12] estimate room layout, camera pose, bounding boxes
and meshes for the 3D objects from a single image benefiting
from the synergies among all tasks. CoReNet [13] addresses the
same problem by jointly estimating the class, pose and shape of
all objects, instead of each object separately. Zhang et al. [14] also
address joint inference of scene layout, object poses and meshes
via an implicit representation that avoids intersecting surfaces and

a graph convolutional network that refines the predictions based
on context.

GSNet [15] estimates the 3D pose and detailed shape of cars
from a single image leveraging context, but is limited to a single
class of objects. All of these methods train a separate model for
each category, making them susceptible to classification errors by
the detector. Glissando-Net relies on a shared latent space across
all categories.

Wang et al. [4] introduce the Normalized Object Coordinate
Space (NOCS), which is a shared canonical representation for
all instances in a category. The network infers the mapping from
pixels in the RGB-D input to NOCS to estimate object pose and
size. The representation was extended to yield X-NOCS [16], a
system capable of reconstructing the visible and occluded surfaces
of an object from one or more RGB images. While it can predict
camera pose in the canonical NOCS space, it requires depth
to estimate metric pose. Recently, Chen et al. [17] presented
the Canonical Shape Space (CASS) that enables category-level
object shape, pose and size estimation from an RGB-D image by
predicting a pose-independent shape and using it to estimate pose
and size. Both CASS and NOCS are unified object description
spaces for shapes in a category. NOCS is explicitly defined by
aligning the instances within a category in a normalized 3D space
and estimates pose via geometric reasoning. CASS, on the other
hand, is implicitly learned via a generative model and enables pose
estimation by the network.

Our design is partially inspired by CodeSLAM and its follow-
ups [1], [18], [19], which use a variational auto-encoder (VAE) to
encode the inter-categorical and intra-categorical shape differences
in the network. A key difference is that they treat the scene as
generic, while we treat it as a collection of specific shapes learned
from CAD models (in the form of point clouds).

We now turn our attention to category-level separate shape and
pose estimation from RGB inputs. The predecessors to our work
include approaches that detect 3D objects in RGB images [20],
[21], [22] given CAD models from the same class for training.
These methods, however, estimate approximate bounding boxes
and are limited to objects on the ground plane, with three degrees
of freedom. The IM2CAD system [23] creates a CAD model of
a scene by aligning database CAD models with corresponding
objects in the input image. Georgakis et al. [3] estimate 6D pose by
learning RGB-to-CAD correspondences without requiring photo-
realistic texture for the CAD models or explicit 3D pose annota-
tions in the images. This is accomplished by learning how to select
keypoints and enforcing viewpoint and modality invariance across
RGB images and CAD model renderings. Several authors [24],
[25] have trained networks on multiple images of known objects
to regress the pose of unseen ones. A similar approach requiring
only cluttered images for training has also been presented by Park
et al. [26].

Assuming the object pose is known or to recover view-
dependent shape, probabilistic and generative techniques have
been used to impose constraints on 3D shape space. A variety
of methods are capable of reconstructing 3D shape from a single
image given the object pose, or at least an approximation in
the form of a bounding box, by implicitly or explicitly learn-
ing class-specific generative models. Categorized by their shape
representations, some use 3D point clouds [2], [27], like we
do, while others use volumetric representations [28], [29], [30],
[31], [32], [33], implicit functions [34], [35], meshes [36], [37],
[38], [39], [40], [41], [42], or collections of parametric elements
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Fig. 2. Overview of Glissando-Net: the RGB image is processed by an encoder-decoder; the feature maps from the RGB decoder are then
transformed and concatenated with features in the point cloud decoder, which takes in a latent code z; the outputs from the point-cloud decoder
are processed by a fully-connect layer to regress the 3D shape in canonical pose and two independent multilayer perceptrons (MLP) to estimate
its pose; in training, the ground-truth canonical shape is an additional input to a point cloud encoder to learn the distribution of z and feature maps
from the RGB decoder are transformed to augment point cloud features.

[43]. Other reconstruction approaches from RGB images use
the 2.5-D sketch [44], silhouettes [29], [45], or a combination
of depth maps, silhouettes, 3D voxels, and spherical maps as
intermediate representation [46]. AtlasNet [43] can reconstruct
a 3D shape, represented as a collection of parametric surface
elements, from a single image. High-resolution reconstruction is
possible since processing occurs in batches. Mesh R-CNN [36],
which we compare with, begins by recognizing objects in a 2D
image and infers a coarse 3D occupancy grid, which is converted
to a finer-resolution mesh representing the 3D object. Mesh R-
CNN, however, approximates the pose from the predicted 3D
bounding boxes and does not output precise pose estimates that
can be evaluated against ours. Ye et al. [47] present an approach
along the same lines, where supervision is provided in the form
of foreground masks returned by off-the-shelf object detectors.
Shape reconstruction is carried out in two phases: category-level
volumetric prediction and instance-level mesh specialization. Pose
supervision is not required, and the accuracy of pose estimation is
not assessed.

Our work is also relevant to object pose estimation. We refer
readers to [48] for a survey and to [49] for a benchmark and
a comprehensive evaluation of several methods. Several authors
have developed methods relying on RGB-D inputs [50], [51],
[52], [53], [54], [55], [56], [57], [58] to overcome clutter and
occlusion. Clearly, pose estimation is harder based solely on RGB
information, even when exact CAD models are used for training.
Methods in this category can be further distinguished into those
that learn to estimate 2D-3D correspondences and feed them to
a perspective-n-point (PnP) solver [59], [60], [61], [62], [63],
regress pose from image features [6], [51], perform retrieval and/or
refinement [64], [65], or estimate the projections of the corners of
the bounding box in the image [5], [66]. Li et al. [67] estimate
pose at the category level by iterative rendering and refinement.

3 METHOD: GLISSANDO-NET

Figure 2 shows an overview of the structure of our proposed
Glissando-Net.
Training Stage (delineated by the solid lines in Fig. 2 (a)).
The model learns to predict the pose and canonical shape in a
supervised manner. The inputs to the network are (1) the object’s
RGB image, (2) 3D shape, in the form of a 3D point cloud, and (3)
its ground truth pose with respect to the RGB view. The canonical
shape (e.g. the bottom-left point cloud of a camera in Fig. 2 (a))
is defined as in [4]: by aligning all objects in the same category
to the same pose according to some convention (e.g. axis-aligned
and frontal) and normalized to the same scale. For 2D appearance
learning, we use a U-Net-based encoder-decoder network [68] (top
branch in Fig. 2 (a)). For 3D shape learning, we use a Variational
Auto Encoder (VAE) network (bottom branch in Fig. 2 (a)) to
encode the shape information from the canonical point cloud. We
define the latent code as z. The ground truth pose is used to regress
the predicted pose, as well as to project the 3D points to the 2D
image space, such that the geometrically correct features learned
from the 2D appearance branch can be passed to the 3D shape
inference branch.
Inference Stage (delineated by the dashed lines in Fig. 2 (a)). We
predict an object’s canonical 3D point cloud and its pose, given
only one RGB image as input. Since no 3D shape or pose is given,
we simply use all-zero-code for the z vector in the VAE, combined
with the RGB information passed to the shape decoder part of the
VAE to predict the final shape and pose. Such an ill-posed task
is made possible because shape reconstruction is primarily guided
by the RGB appearance passed from the top U-Net, while the
bottom point cloud VAE “refines” the shape based on the learned
shape-appearance priors in the training stage.

3.1 Image Feature Extraction
The RGB sub-network of Glissando-Net (top in Fig. 2 (a)) is a
U-Net [68] comprising an encoder and a decoder. The encoder
follows a typical convolutional architecture with a stack of five
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groups of layers. Each group performs two 3×3 convolutions,
each followed by a group normalization layer [69] and a ReLU.
The first 3×3 convolution is used for downsampling with a
stride of 2 and doubling the number of feature channels. We use
group normalization instead of batch normalization, because the
computation of group normalization is independent of batch sizes,
and its accuracy is stable in a wide range of batch sizes. We also
stack five group of layers in the decoder. Each group consists of a
2×2 deconvolution and two 3×3 convolutions, each followed by a
group normalization layer and a ReLU. 2×2 deconvolution is used
for upsampling, while the number of channels is halved. Layers in
the decoder are skip-connected to the corresponding layers in the
encoder.

3.2 Geometric Feature Extraction
The geometric sub-network of Glissando-Net (bottom network in
Fig. 2 (a)) is a Variational Auto Encoder (VAE), which takes as
input a point cloud sampled from a CAD model. All objects are
aligned to the same canonical pose. An example is shown in the
bottom-left of Fig. 2 (a): the frontal point cloud of a camera.

The backbone of the encoder is a PointNet++ [70] with five
set abstraction layers. PointNet++ is a hierarchical neural network
that applies PointNet recursively on a nested partitioning of the
input 3D point set. It partitions the set of points into overlapping
local regions according to L1 distance in the underlying space
and it learns local features in increasing contextual scales. This
PointNet++ based encoder transforms the geometric features from
the canonical point cloud into a latent vector z following a normal
distribution. After reparameterization, we have two fully con-
nected layers to estimate its mean µ and variance σ2. The latent
code z is then sampled from a Gaussian distribution N(µ, σ2).
KL-divergence is used to constrain the code distribution close to a
centered isotropic Gaussian distribution. The decoder part consists
of five fully-connected layers (with 256, 512, 1024, 2048, and
4096 nodes respectively), which generate an abstract representa-
tion for the point cloud in different scales. Group normalization
and ReLU are applied between layers.

3.3 Feature Transform Module
The top network (image encoder-decoder) extracts RGB features
from the 2D image and the bottom network (point cloud VAE)
extracts geometric features from the 3D point cloud. In order
to fully utilize the information from both, we transform and
concatenate the image decoder features with the point cloud
encoder and the point cloud decoder.

As shown in Fig. 2 (b), to concatenate the image decoder
features with those of the point cloud encoder, we project the 3D
points to the 2D image according to the relative pose between the
camera and the canonical 3D shape. We denote the sampled 3D
points in the ith scale (abstraction layer) in the point cloud encoder
by Mi. Both our point cloud encoder and the image decoder have
five scales allowing us to project Mi to the corresponding feature
map of the image decoder. Fi denotes the feature map in the
ith scale of the image decoder. We use the ROI-align layer from
mask-RCNN [71] to obtain the local features around the projected
points. Then, we concatenate the features from the ROI-align layer
with the corresponding 3D point features from the point cloud
encoder FP (Mi) :

F3Di = Conc(RoIalign(F5−i(K · (R ·Mi + T ))), FP (Mi)) (1)

where the ground truth rotation and translation are denoted by
R and T and the intrinsic matrix by K . This technique creates
strong connections between each 3D point and the corresponding
2D pixel.

The point cloud encoder is only used during training, since
there is no 3D shape input during inference. To concatenate image
decoder features with those from the point cloud decoder, we
transform the features from the entire image map at scale i (Fi)
into a feature vector using a convolutional layer and a fully-
connected layer. We denote the feature vector from the ith scale
of the point cloud decoder by FDi

. Then, we concatenate Fi with
the feature vector of the corresponding layer from the point cloud
decoder (FD5−i

).
With these two feature transformations, we facilitate interac-

tion between 2D and 3D features. In training, the prediction from
the point cloud decoder is partially conditioned on the 2D features,
so that we can estimate pose and reconstruct 3D shape in testing
without point cloud inputs.

3.4 Details of Network Structure
Figure 3 shows the details of the RGB and point cloud encoder-
decoders, zooming in on parts of Fig. 2. Conv2d(nin, nout)
denotes a 3 × 3 2D convolution layer with nin input channels
and nout output channels. DeConv2d(nin, nout) denotes a 3×3
2D deconvolution layer with nin input channels and nout output
channels. The red arrows denote the skip connections between the
encoder layer and the decoder layer. Feature 1 - Feature 4 are
the outputs from the RGB decoder layers. We feed these features
to the corresponding layers of point cloud encoder-decoder. In
the point cloud encoder, SA Layer n points denotes a set
abstraction layer with n sampled points from PointNet++ [70].
We project the sampled points in the SA layers back to the
corresponding feature map of the RGB encoder. Then, we use RoI
align to take the output features from the RGB encoder-decoder
Feature 1 - Feature 4 and concatenate them with the output from
the corresponding SA layers. To concatenate Feature 1 - Feature 4
with the output of the point cloud decoder layers, we use one 2D
convolution layer and one fully connected layer to convert each of
Feature 1 - Feature 4 to a one-dimensional feature.

3.5 3D Shape and Pose Regression
We use one fully-connected layer after the point cloud decoder to
regress the 3D shape. We use the Earth Mover’s Distance (EMD)
or the Chamfer Distance as the shape reconstruction loss [2]. EMD
is computationally more expensive since it solves an assignment
problem, while Chamfer distance is faster to compute but leads to
a slight loss of accuracy as shown in Section 4.

We design two small networks, each with five fully connected
layers for pose estimation. These two networks are of the same
structure up to the last layer: one outputs a 4D quaternion for the
rotation, and the other outputs a 3D translation. We design a loss
function named Per-Point L2 loss for pose regression. We, first,
apply the estimated rotation R̂ and translation T̂ to input point
cloud pcgt to obtain pc1, and the ground truth rotation R and
translation T to input point cloud pcgt to obtain pc2. Then, we
define the Per-Point L2 loss between these point clouds, pc1 and
pc2, as:

Lossper-point =
1

N

∑
x∈pcgt

∥∥∥(R̂x+ T̂ )− (Rx+ T )
∥∥∥
2

(2)
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Fig. 3. Details of RGB and point cloud encoder-decoder from Glissando-Net.

where N is the number of points in pc1 and pc2.
Our total loss is the sum of three terms: shape reconstruction

loss Lossshape, KL Divergence loss Losskld and pose loss
Lossper-point. We use weightswshape,wkld andwpose to balance
the terms.

Lossall = wshapeLossshape + wkldLosskld + wposeLossper-point

(3)

4 EXPERIMENTAL RESULTS

In this section, we present the datasets and metrics used in our
experiments, experimental results, as well as several ablation
studies.

4.1 Datasets, Experimental Setup and Evaluation Met-
rics.

We evaluate Glissando-Net on two recent datasets for category-
level pose estimation and shape reconstruction. (1) The NOCS
dataset [4] consists of six object categories: bottle, bowl, camera,
can, laptop and mug, picked from ShapeNetCore [72]. NOCS
includes both synthetic and real data with camera intrinsics and
ground truth pose. The synthetic dataset consists of 275K training
and 25K validation images rendered from 1085 individual object
instances in ShapeNetCore. The real scene data consists of 5250
training images and 2750 testing images from 18 different real
scenes. We crop the objects in each image using the ground truth
mask and resize to 128 × 128. For synthetic scenes, we generate
about 625K training crops and about 46K validation crops. For
real scenes, we have about 26K training and 9K testing images.
We sample point clouds with 2048 points from the CAD models

for both data types. (2) The Pix3D dataset [11] has 395 3D models
of furniture from 9 categories, with 10,069 precisely aligned RGB
images, camera intrinsics and ground truth pose. We crop the
object in each image using the ground truth mask and resize it
to 256 × 192. To be consistent with [12], [36] which we compare
with in the experiments, we sample point clouds with 10K points
from the CAD models. We evaluate the 3D shape reconstruction
on the Pix3D dataset following the train/test splits from Gkioxari
et al. [36].

We implemented our method in PyTorch. We train our net-
work, which has 67 million parameters, on all images and point
clouds generated both from the synthetic and real training data of
NOCS with a batch size of 128 for 180 epochs using the ADAM
optimizer. We use an initial learning rate of 0.0001 and decay it by
0.1 after 100, 130, and 160 epochs. Training on 4 NVIDIA GTX
2080Ti GPU takes approximately 10 days. We test our model on
the synthetic and real data from NOCS separately with inference
taking 0.314 seconds per frame. For the Pix3D dataset, we train
our network with a batch size of 32 for 160 epochs using the
ADAM optimizer. We also use an initial learning rate of 0.0001,
decayed after 110 and 150 epochs by 0.5 and 0.2. We set the
weights wshape, wkld and wpose in Eq. (3) to 1, 100 and 100,
respectively.
3D Shape Evaluation We use Chamfer distance to evaluate 3D
shape reconstruction.
Pose Estimation We use two metrics to evaluate pose estimation:
the Average Distance of Predicted Point Sets (APP) [7] and the
10◦& 10 cm metric [4]. APP is extended from two metrics
for 6D pose comparison known as the Average Distance of
Distinguishable Model Points (ADD) and Average Distance of
Indistinguishable Model Points (ADI) [73], [74]. ADD measures
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TABLE 1
Shape Reconstruction Result on Synthetic and Real Data from NOCS. CASS requires RGB-D inputs. Glissando-Net (EMD)∗ represents

Glissando-Net (EMD) without the 3D encoder.

Methods
Mean Chamfer Distance in mm ↓

Real Data Synthetic Data
bottle bowl camera can laptop cup overall cup bottle camera

CPS [7] - - - - - - - 3.4 3.7 11.2
CASS [17] 0.75 0.38 0.77 0.42 3.73 0.32 1.06 - - -

Glissando-Net (Chamfer) 0.42 0.47 1.21 0.35 2.62 0.36 0.91 0.41 1.22 0.75
Glissando-Net (EMD)∗ 2.72 1.88 2.69 2.91 4.07 1.43 2.62 2.15 2.78 5.33
Glissando-Net (EMD) 0.49 0.34 1.09 0.34 2.54 0.31 0.85 0.39 0.81 0.69

TABLE 2
Pose Estimation Result on Synthetic and Real Data from NOCS. Glissando-Net (EMD)∗ represents Glissando-Net (EMD) without the 3D encoder.

Methods APP (α = 0.2/0.5) ↑ 10◦& 10 cm ↑
cup bottle camera cup bottle camera

Synthetic Data
CPS [7] 21.6%/52.9% 18.8%/56.5% 14.8%/43.7% 28.8% 25.6% 12.5%

Glissando-Net (Chamfer) 46.12%/63.86% 34.02%/59.12% 15.95%/34.23% 34.55% 23.09% 8.85%
Glissando-Net (EMD)∗ 34.17%/53.23% 30.84%/51.15% 13.41%/28.47% 21.12% 19.25% 5.57%
Glissando-Net (EMD) 56.73%/73.57% 50.70%/71.08% 16.05%/32.94% 44.65% 25.99% 12.62%

Real Data
CPS [7] 36.8%/64.6% 1.6%/14.1% 19.6%/56.7% 1.3% 9.5% 1.9%

Glissando-Net (Chamfer) 31.09%/74.39% 5.73%/19.19% 20.45%/44.79% 3.87% 8.62% 5.78%
Glissando-Net (EMD)∗ 18.78%/58.43% 3.67%/18.32% 6.67%/18.32% 1.08% 2.33% 1.33%
Glissando-Net (EMD) 34.48%/78.99% 9.28%/22.80% 24.91%/42.80% 4.44% 10.16% 11.36%

TABLE 3
Overall Pose Estimation Result on Synthetic and Real Data from NOCS. Glissando-Net (EMD)∗ represents Glissando-Net (EMD) without the 3D

encoder.

Methods Synthetic Data Real Data
10◦& 10 cm ↑ APP (α = 0.2/0.5) ↑ 10◦& 10 cm ↑ APP (α = 0.2/0.5) ↑

CPS [7] 31.7% 19.1%/49.6% 14.7% 30.8%/64.0%
CPS ++ [8] 27.4% 17.8%/45.2% 22.3% 41.0%/73.6%

Glissando-Net (Chamfer) 31.22% 34.25%/54.02% 16.27% 30.99%/61.98%
Glissando-Net (EMD)∗ 21.21% 30.55%/49.47% 2.97% 23.78%/37.82%
Glissando-Net (EMD) 31.86% 47.11%/66.65% 19.08% 34.06%/63.90%

whether the average point distance between the point cloud in the
estimated and the ground truth pose is less than 10% of the object’s
diameter. ADI extends ADD for symmetries, measuring error as
the mean distance to the closest model point. To circumvent the
need for direct correspondences, Manhardt et al. [7] introduce APP
which simply extends ADI to be computed bidirectionally:

APP =

{
1, if m1 ≤ α · d(pc) ∧m2 ≤ α · d(p̂c)
0, otherwise

(4)

pc is the point cloud with ground truth pose, p̂c is the point cloud
with estimated pose. d(·) measures the diameter of pc. m1 and
m2 are defined as:

m1 =
1

N

∑
x1∈pc

min
x2∈p̂c

∥∥∥(Rx1 + T )− (R̂x2 + T̂ )
∥∥∥
2
,

m2 =
1

N

∑
x2∈p̂c

min
x1∈pc

∥∥∥(Rx1 + T )− (R̂x2 + T̂ )
∥∥∥
2

(5)

N is the number of points in pc. R and T are the ground truth
rotation and translation, and R̂ and T̂ are the estimated rotation
and translation. We use 20% and 50% as threshold values for α.
We also use the 10◦& 10 cm metric, which counts the number of

samples for which rotation error is less than 10◦and translation
error is less than 10 cm.

4.2 NOCS Dataset Results
We compare the performance of Glissando-Net with CPS [7] and
CASS [17]. To the best of our knowledge, CPS is the only method
for 3D shape reconstruction and category level pose estimation on
real data using an RGB image as input. We evaluate our method
on the three categories which CPS reports, even though our model
was trained on all categories, using both real and synthetic data.
CASS requires RGB-D inputs.

Glissando-Net without Point Cloud Encoder (Glissando-
Net∗): We remove the point cloud input and 3D encoder to create
an additional baseline. We compare the performance of Glissando-
Net with this baseline to evaluate the importance of the point cloud
encoder.
Shape Reconstruction: Table 1 shows that Glissando-Net with
EMD significantly outperforms CPS in terms of mean Chamfer
distance across all three categories. (CPS does not report shape
reconstruction results on real data.) Even without the benefit of
depth information, Glissando-Net outperforms CASS on three
categories of the real data and achieves better overall performance.
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TABLE 4
Shape Reconstruction Results on Pix3D. The values are in units of 10−3. (AtlasNet and TMN results are repeated from Total3D.)

Methods bed bookcase chair desk sofa table tool wardrobe misc mean
Instance-level Shape Reconstruction

AtlasNet [43] (S1) 9.03 6.91 8.37 8.59 6.24 19.46 6.95 4.78 40.05 12.26
TMN [39] (S1) 7.78 5.93 6.86 7.08 4.25 17.42 4.13 4.09 23.68 9.03

Total3D [12] (S1) 5.99 6.56 5.32 5.93 3.36 14.19 3.12 3.83 26.93 8.36
Glissando-Net (S1) 2.61 4.85 2.21 4.00 1.28 3.75 13.39 1.82 11.68 5.06

Category-level Shape Reconstruction
Mesh R-CNN [36] (S2) 15.48 14.14 9.90 20.70 5.30 26.54 - - 31.08 17.59

Glissando-Net (S2) 5.98 14.22 6.65 15.51 1.69 13.99 40.96 5.78 24.78 11.83

Fig. 4. Qualitative results on NOCS dataset. Top: input image. Middle: ground-truth 3D shape with ground-truth rotation. Bottom: predicted 3D shape
with predicted rotation.

Glissando-Net with Chamfer distance is not as good as with
EMD, but still outperforms the baselines. The poor performance of
Glissando-Net∗ without the 3D encoder shows that the 3D encoder
contributes substantially to shape reconstruction.

Pose Estimation: The authors of CPS [7] implemented the NOCS
network without the depth branch. We do not repeat these results
here since they are not competitive. Table 2 shows pose estimation
results. On the synthetic subset, Glissando-Net with EMD per-
forms better than CPS on all metrics in all categories, except for
APP with α = 0.5 on the camera category. On the real subset,
Glissando-Net with EMD performs better than CPS according
to the 10◦& 10 cm metric in all categories and also better in
most shape estimation metrics. Table 3 shows the overall pose
estimation results across all of 6 categories. Glissando-Net ranks
first on synthetic data and performs better than CPS but worse than
CPS++ on real data. (CPS++ has been trained on large amounts of
additional data, but in a self-supervised manner.) Glissando-Net∗

without the 3D encoder performs worse than all other methods on
both synthetic and real data. Figure 4 shows qualitative results of

predicted 3D shapes and poses. Figures 7 and 8 contain additional
results on the synthetic and real subsets of the NOCS dataset [4].

4.3 Pix3D Dataset Results

We also evaluate our method on the Pix3D Dataset using the two
train/test splits from [36]: S1 and S2 which are instance-level
and category-level, respectively. We compare with [12] and two
baselines from [12] for instance-level shape reconstruction, and
with Mesh R-CNN [36] for category-level shape reconstruction.
Since Mesh R-CNN does not report Chamfer distance results, we
ran the authors’ code and computed Chamfer distances on the
generated meshes. (We exclude the tool and wardrobe categories
due to our inability to reproduce reasonable results.) Table 4
summarizes the results. For instance-level shape reconstruction,
Glissando-Net achieves the best results on all categories, except
for tool for which there are insufficient samples. For category-level
shape reconstruction, Glissando-Net performs better than Mesh R-
CNN. Compared with instance-level methods, Glissando-Net on
S2 performs a little worse than Total3D [12], but still better than



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 8

[43] and [39], on S1. The mean error of Glissando-Net on S2 is
computed over 7 categories. The mean error over 9 categories is
14.39 which is still lower than the mean error of Mesh R-CNN
on S2 over 7 categories. Figures 6 and 10 show several qualitative
shape reconstruction results from the Pix3D dataset [11].

4.4 Ablation Studies

We perform three ablation studies on a subset of the NOCS
synthetic dataset. Specifically, for the first two ablation studies,
we randomly sample 10K images and their point clouds from the
synthetic training dataset for training, and 200 images from each
of three categories from the testing dataset for validation. For the
last ablation study, we train and test the model on synthetic data
from the NOCS dataset.
Length of the latent code z in the VAE: We evaluate the effect
of the latent code z with different vector lengths: 32, 64, 128,
256, 512, 1024. Table 5 shows the results of shape reconstruction
and pose estimation with different sizes of the latent code. As
expected, larger codes yield better results. When the code size
is larger than 256, the performance does not change a lot. For
computational efficiency, we set the code size to 256 for all other
experiments in the paper.

TABLE 5
Ablation study on code size

Code
Size

Shape
Chamfer mm ↓

APP
(α = 0.5) ↑

APP
(α = 0.2) ↑

10◦
10 cm ↑

32 0.98 52.50% 28.50% 6.67%
64 0.90 57.67% 30.83% 14.50%
128 0.87 57.33% 31.17% 16.83%
256 0.81 58.50% 35.50% 18.50%
512 0.81 58.83% 34.50% 17.91%
1024 0.80 58.67% 35.70% 18.84%

Effects of the Pose Sub-network: We experimented with different
positions of the pose regression network: after the shape decoder
or after the image encoder. We also try to train our network
without the pose network. Table 6 shows the results. From the
top two rows, we can see that shape reconstruction can help pose
estimation. The results in the second and third columns indicate
that jointly estimating pose can help shape reconstruction.

TABLE 6
Ablation study: with/without pose estimation

Shape
Chamfer mm ↓

APP
(α = 0.5) ↑

APP
(α = 0.2) ↑

10◦
10 cm ↑

Pose after
shape decoder 0.81 58.50% 35.50% 18.50%

Pose after
image encoder 0.81 53.50% 30.60% 15.67%

Without pose 0.83 - - -

Effects of the Transform Modules: We performed an additional
ablation study on our feature transforms. We made Glissando-
NetDisEn by disconnecting the feature transform module between
RGB decoder and point cloud encoder, and Glissando-NetDisDe

by disconnecting the feature transform module between RGB
decoder and point cloud decoder (see Fig. 2). We trained all
variants on the NOCS dataset using the EMD distance in the
loss. Glisando-Net∗ is the baseline without the 3D encoder as

Fig. 5. Reconstructed 3D shape with occluded RGB input. Column 1
and 3, top to bottom: original RGB image and the ones occluded from
bottom, center, left, right, and top. Column 2 and 4: Corresponding
reconstructed shapes, shown in the same pose for visualization.

in Tables 1-3. As shown in Table 7, the second feature transform
module is more critical than the first one and the 3D encoder. This
table is an extension of Tables1 & 3 and contains shape and pose
estimation results. (The averages are over all samples in the six
NOCS categories, covering more synthetic data than Table 1.)

TABLE 7
Ablation study for feature transform module.

Methods Synthetic Data Real Data
Chamfer 10o & 10 cm Chamfer 10o & 10 cm

Glissando-Net∗ 3.14 21.21% 2.85 2.97%
Glissando-Net 0.62 31.86% 0.71 19.08%

Glissando-Net DisEn 0.94 24.98% 1.24 4.16%
Glissando-Net DisDe 3.44 2.06% 6.16 1.60%

4.5 Results on Partially Occluded Objects

Glissando-Net can handle partially occluded objects thanks to the
latent shape space in addition to the RGB appearance network.
We randomly pick 2K images from the NOCS synthetic testing
data and render five kinds of occlusion (top, bottom, left, right and
center) on each image, using a black block with 1/3 width or height
of the original image. We tested these 10K partially occluded
images as well as the corresponding 2K occlusion-free original
images using the network trained on the synthetic training data of
NOCS without occlusion. Some of the 3D shape reconstruction
results are shown in Fig. 5. Although the occluded shapes are
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Fig. 6. Qualitative results on Pix3D: input (top row). ground-truth 3D shape (second row) and our predicted 3D shape (third row). The dataset does
not provide pose estimation evaluation. Point clouds are shown in a pose chosen for visualization.

not as precise as their occlusion-free counterparts, the network
still completes the shape for the unseen regions exceptionally. We
believe that this is because our VAE successfully learns categorical
shape space as a strong prior to compensate for the incomplete
appearance information. We speculate that occluding the top part
of a cup is more challenging since the top is harder to predict from
the visible parts of the shape. The average Chamfer distance from
ground truth is 0.56 mm on images without occlusion and 1.17
mm on images with occlusion.

We also present quantitative results on shape reconstruction
from occluded RGB images. We report shape reconstruction
results separately for the five directions of occlusion in Table 8.
The quantitative results are consistent with the visualization results
in Figure 5. When the top of the object is occluded, Glissando-Net
cannot reconstruct its 3D shape correctly.

TABLE 8
Shape reconstruction results on occluded RGB inputs from the NOCS
synthetic dataset. The table shows the mean Chamfer distance in mm

for each occlusion direction and the average over all direction in the last
column. As a reminder, the mean Chamfer distance without occlusion

is 0.56 mm.

bottom center left right top overall
Chamfer Distance(mm) ↓ 0.85 0.74 1.13 0.89 2.23 1.17

4.6 Limitations
Figure 9 shows examples on which our method fails. As mentioned
in the conclusions, while Glissando-Net has proven to be robust
to occlusion in general, it is less robust when the top of the
object is occluded. We hypothesize that this is because the network
cannot benefit from symmetry or closure in these cases. It seems
easier to compensate for occlusion on the left, right or bottom.
Occluding the middle of the object is not catastrophic since the
network is able to complete the shape. The two leftmost examples
in Figure 9 demonstrate that input images depicting very unusual
shapes cause difficulties since Glissando-Net has not observed any
similar examples in training.

5 CONCLUSIONS

We have presented a new deep learning model, Glissando-Net, for
simultaneously estimating 6D pose and reconstructing 3D shape
at the category level from a single RGB image. This is a research
topic largely unexplored in the literature. The only work that
attempts to achieve both goals from real RGB inputs, to the best
of our knowledge, is CPS [7], [8]. Two key design differences
enabled Glissando-Net to obtain more accurate prediction of both
pose and shape.

First, CPS directly regresses object pose from the image. As
a result the predicted pose cannot leverage any prior information
conveyed by the point clouds that are only available during train-
ing. In contrast, Glissando-Net predicts both pose and shape in the
decoder stage of the point cloud VAE, enabling pose prediction
to better exploit priors learned from point clouds. Second, to
more effectively utilize features from the RGB image, instead
of just concatenating the codes, the feature maps extracted from
the image encoder are also concatenated to the feature maps
in the decoder of the point cloud VAE. This way, the image
features are more thoroughly leveraged to achieve more accurate
estimation. As validated by our experiments, these contributed to
higher prediction accuracy of both object poses and 3D shapes
by Glissando-Net, when compared with CPS. Our experiments
also demonstrate that the proposed method is relatively robust to
occlusion.
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