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Abstract001

Understanding cause and effect relationships002
remains a formidable challenge for Large Lan-003
guage Models (LLMs), particularly in spe-004
cialized domains where reasoning requires005
more than surface-level correlations. Retrieval-006
Augmented Generation (RAG) improves fac-007
tual accuracy, but standard RAG pipelines treat008
evidence as flat context, lacking the structure009
required to model true causal dependencies.010

We introduce Causal-Chain RAG (CC-RAG),011
a novel approach that integrates zero-shot triple012
extraction and theme-aware graph chaining into013
the RAG pipeline, enabling structured multi-014
hop inference. Given a domain specific corpus,015
CC-RAG constructs a Directed Acyclic Graph016
(DAG) of ⟨cause, relation, effect⟩ triples and017
uses forward/backward chaining to guide struc-018
tured answer generation.019

Experiments on two real-world domains: Bit-020
coin price fluctuations and Gaucher disease,021
show that CC-RAG outperforms standard RAG022
and zero-shot LLMs in chain similarity, in-023
formation density, and lexical diversity. Both024
LLM-as-a-Judge and human evaluations con-025
sistently favor CC-RAG.026

Our results demonstrate that explicitly model-027
ing causal structure enables LLMs to generate028
more accurate and interpretable responses, es-029
pecially in specialized domains where flat re-030
trieval fails.031

1 Introduction032

Understanding and interpreting causal relationships033

embedded within specialized domains, such as034

healthcare and finance, is crucial to gain action-035

able insights. Although Large Language Mod-036

els (LLMs) such as GPT (Achiam et al., 2023),037

LLaMA (Touvron et al., 2023), and Gemini (Team038

et al., 2023) excel in tasks like question answering039

*All code, datasets, prompts, and evaluation scripts will
be released publicly to support full reproducibility.

(Pichappan et al., 2023; Bahak et al., 2023), sum- 040

marization (Ravaut et al., 2024), and localized in- 041

formation extraction (Yuan et al., 2024; Ding et al., 042

2024), they often fall short when tasked with chain- 043

ing together information into coherent explanations 044

(Zečević et al., 2023). 045

Retrieval-Augmented Generation (RAG) (Lewis 046

et al., 2020; Mansurova et al., 2024) improves LLM 047

factuality by retrieving relevant context from exter- 048

nal knowledge sources. However, standard RAG 049

systems treat retrieved text as flat inputs, lacking 050

the structure necessary to model true multi-hop de- 051

pendencies. As a result, they often fail to explain 052

nuanced insights behind connections, particularly 053

in niche domains. 054

Classical causal inference methods focus on sta- 055

tistical associations and are not well equipped to 056

extract narratives from unstructured text, especially 057

when dependencies are implicit or span across doc- 058

uments (Weinberg et al., 2024; Cox and Wermuth, 059

2004; Hassani et al., 2017). 060

To bridge this gap, we introduce CC-RAG, a 061

framework that explicitly integrates causal structur- 062

ing into the RAG pipeline to support interpretable 063

multi-hop reasoning. Given a domain-specific cor- 064

pus, CC-RAG uses GPT-4o (Achiam et al., 2023) 065

to extract zero-shot ⟨cause, relation, effect⟩ triples, 066

which are then organized into a Directed Acyclic 067

Graph (DAG). At inference time, the system per- 068

forms both forward and backward chaining over 069

this DAG to retrieve causal chains aligned to a 070

given query, grounding the LLM’s generation pro- 071

cess with structured, traceable reasoning paths. 072

Our approach builds upon the ThemeKG frame- 073

work (Ding et al., 2024), which constructs narrow- 074

scope knowledge graphs focused on a specific do- 075

main. While ThemeKG improves entity salience 076

and granularity compared to broad KGs like Wiki- 077

data (Vrandečić and Krötzsch, 2014) and Concept- 078

Net (Speer et al., 2017), it does not model causal- 079

ity or support reasoning. CC-RAG fills this gap 080
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by adding causal semantics and traversal capabili-081

ties, enabling fine-grained explanations grounded082

in domain-specific evidence.083

We evaluate CC-RAG on two real-world084

datasets: Bitcoin price fluctuations (BP) (Wu085

et al., 2024), which requires modeling of volatile086

market dynamics, and Gaucher disease (GD)087

(Grabowski, 2008), which needs interpretation of088

biomedical causal pathways. Across both domains,089

CC-RAG consistently outperforms standard RAG090

and Zero-Shot LLMs in our automatic metrics,091

LLM-as-a-Judge studies, and human evaluations,092

demonstrating its ability to generate accurate and093

traceable multi-hop responses.094

2 Related Work095

Causal reasoning remains a central challenge in ar-096

tificial intelligence (Yamin et al., 2024; Joshi et al.,097

2024). While classical statistical methods such as098

Granger Causality (Granger, 1969) and Propen-099

sity Score Matching (Dehejia and Wahba, 2002)100

have been effective in structured data settings, they101

are not designed to extract or reason over causal102

relationships embedded in unstructured text.103

Causal Relation Extraction in NLP. Early causal104

relation extraction efforts relied on rule-based sys-105

tems to detect explicit causal markers (e.g., “be-106

cause”, “due to”) (Girju, 2003). More recent107

transformer-based methods such as CausalBERT108

(Li et al., 2021) and attention-enhanced relation109

extractors (Liu et al., 2019a; Li et al., 2019) im-110

prove performance by learning contextual repre-111

sentations. However, these models typically treat112

causality as pairwise classification and fail to cap-113

ture long-range dependencies or build structured114

causal pathways, limiting their interpretability and115

reasoning capabilities.116

ML-Based Causal Inference. Neural approaches117

to causal inference, such as DECI (Geffner et al.,118

2022), integrate causal discovery and effect estima-119

tion in end-to-end pipelines using GNNs and coun-120

terfactual reasoning (Pearl, 2009; Schölkopf et al.,121

2021). While effective on structured inputs, these122

models are computationally intensive and assume123

access to clean data, making them poorly suited for124

reasoning over raw text or document corpora.125

Causal Graph Construction and Reasoning. Sev-126

eral recent methods build causal graphs from text.127

ERGO (Chen et al., 2022) classifies event pairs as128

causal or not to infer sparse links. QA systems129

like Think-on-Graph (Sun et al., 2023) and TIARA130

(Shu et al., 2022) retrieve subgraphs over large- 131

scale KGs for factual questions. These approaches, 132

however, do not model directional causality or con- 133

struct explanatory chains, and therefore cannot sup- 134

port interpretable reasoning over cause-effect se- 135

quences. 136

Knowledge Graph Construction with LLMs. 137

Early KGs such as ConceptNet (Speer and Lowry- 138

Duda, 2017) and WordNet (Miller, 1995) encode 139

broad semantic or taxonomic relationships but lack 140

fine-grained semantics. More recent works (Chen 141

et al., 2023; Fang et al., 2024; Li et al., 2024; Tra- 142

janoska et al., 2023; Wei et al., 2024; Zhu et al., 143

2024; Kau et al., 2024; Jiang et al., 2024, 2025) 144

have explored LLMs for KG construction and com- 145

pletion. ThemeKG (Ding et al., 2024), in particular, 146

narrows the focus of a KG to a single domain (e.g., 147

finance, medicine), improving entity salience and 148

relevance. However, ThemeKG does not extract 149

causal relationships or support graph-based infer- 150

ence, limiting its use for tasks requiring explanation 151

and reasoning. 152

Retrieval-Augmented Generation (RAG). Stan- 153

dard RAG frameworks improve factuality by con- 154

ditioning LLM outputs on retrieved documents 155

(Lewis et al., 2020). However, most treat retrieved 156

evidence as unstructured context and lack any 157

mechanism to represent or reason over causal struc- 158

ture. While multi-hop retrieval models (Asai et al., 159

2019) enable long-form question answering, they 160

are not designed to trace cause-effect dependencies 161

or compose interpretable reasoning chains. 162

Our Contributions. While prior work has ex- 163

plored causal extraction, KG construction, and 164

retrieval-based generation in isolation, none inte- 165

grate all three to support structured causal reason- 166

ing over raw text corpora. We introduce CC-RAG, 167

a unified framework that combines zero-shot causal 168

triple extraction, domain-specific DAG construc- 169

tion, and multi-hop retrieval-guided generation. 170

Zero-Shot Extraction of Causal Triples. CC- 171

RAG uses GPT-4o to extract both explicit and im- 172

plicit ⟨cause, relation, effect⟩ triples from unstruc- 173

tured text, without requiring labeled training data. 174

Theme-Aligned Causal KGs. We extend The- 175

meKG by organizing causal triples into Directed 176

Acyclic Graphs that capture fine-grained depen- 177

dencies, enabling interpretable and domain-aligned 178

graph traversal. 179

Bidirectional Multi-Hop Reasoning. Unlike pre- 180
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vious systems that rely on single-hop evidence or181

unstructured retrieval, CC-RAG supports both for-182

ward and backward chaining over its causal graph,183

tracing from causes to effects or vice versa.184

Together, these innovations enable CC-RAG to185

serve as a scalable, interpretable reasoning layer186

over unstructured corpora, outperforming tradi-187

tional methods across our automated metrics, LLM-188

as-a-Judge evaluations, and human evaluations.189

3 CC-RAG190

The CC-RAG framework, as described in Figure 1,191

is introduced below.192

3.1 Entity Extraction and DAG Construction193

CC-RAG uses GPT-4o to extract ⟨cause, relation,194

effect⟩ triples from our text corpora. We use a zero-195

shot prompting strategy described below to identify196

both explicit (word-based) and implicit (an inferred197

connection that can be understood contextually)198

causal links, ensuring a more comprehensive repre-199

sentation of causal relationships. When applicable,200

the extracted entities and relations are aligned with201

domain-specific taxonomies (e.g., MeSH (National202

Library of Medicine, 1960) for biomedical datasets)203

to enhance consistency. Given a document, the204

model is prompted to extract causal triples, where:205

Cause refers to an entity, event, or action that trig-206

gers an outcome, even if the causal connection is207

not explicitly stated.208

Relation is a causal verb or phrase (e.g., caused,209

led to, resulted in, triggered, influenced), or an210

inferred connection that is understood contextually.211

Effect represents the resulting entity, event, or ac-212

tion, regardless of whether the causal relationship213

is directly stated in the text.214

These extracted triples form the basis of a Di-215

rected Acyclic Graph (DAG) that captures both216

direct and indirect causal dependencies, enabling217

structured reasoning over the text.218

3.2 User Query Processing219

Given a user query, we extract key entities and220

concepts using KeyBERT (Grootendorst, 2020), a221

transformer-based keyword extraction to identify222

the most relevant words and phrases from the query223

while filtering out stop words and irrelevant terms.224

These extracted keywords and phrases are matched225

against nodes in the KG using Sentence-BERT226

(Reimers, 2019) embeddings, allowing semantic227

similarity-based retrieval of relevant entities.228

The user query’s causal direction is classified as 229

forward (identifying effects) or backward (identi- 230

fying causes) using an LLM prompt. This classifi- 231

cation ensures that the retrieval process aligns with 232

the user’s intent. The extracted key entities are used 233

to retrieve the relevant causal pathways from the 234

KG via forward or backward chaining depending 235

on the identified causal direction. 236

3.3 Graph-Based Multi-Hop Reasoning 237

The LLM enhanced querying strategy on the DAG 238

supports: 239

Forward Chaining: Starting from an initial cause, 240

traverse downstream effects to construct a causal 241

sequence. 242

Backward Chaining: Given an observed effect, 243

trace upstream paths to uncover potential causes. 244

This bidirectional reasoning allows CC-RAG to 245

generate answers that not only respond to the query 246

but also provide structured, explainable causal path- 247

ways. 248

3.4 LLM-Guided Chain Ranking 249

Given a user query, we identify semantically rele- 250

vant nodes in the theme-KG and retrieve multiple 251

forward or backward causal chains from these en- 252

try points. To rank the candidate chains retrieved, 253

the LLM is prompted with all chains and asked to 254

select the one that best answers the query. This 255

enables adaptive chain selection based on semantic 256

alignment, logical coverage, and answer complete- 257

ness. Prior studies have shown that LLMs excel in 258

ranking tasks by leveraging vast contextual embed- 259

dings to assess semantic similarity and coherence 260

(Mann et al., 2020; Raffel et al., 2020; Zhuang 261

et al., 2023; Hou et al., 2024; Qin et al., 2023). Un- 262

like heuristic-based methods, our framework does 263

not use hard-coded thresholds. Instead, the LLM 264

dynamically selects the most contextually appro- 265

priate chain, enabling flexible adaptation across 266

domains. To promote diversity and avoid overfit- 267

ting to surface-level paths, chains are generated 268

from multiple matched nodes, ensuring coverage 269

of distinct subgraphs and allowing the model to sur- 270

face less obvious but semantically relevant causal 271

pathways. 272

3.5 Output Generation with Justification 273

The final step synthesizes the reasoning process 274

into a natural language response using LLM- 275

powered summarization and explanation. Given 276
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Figure 1: The CC-RAG framework. From a domain-specific corpus, GPT-4o extracts zero-shot causal triples, which
are structured into a DAG. Given a query, the system identifies semantic matches, performs forward or backward
traversal to extract causal chains, and generates a justification-based answer using an LLM. This architecture enables
interpretable multi-hop reasoning.

the selected causal pathway, the LLM generates a277

structured response that includes a direct answer to278

the user’s query, grounded in the retrieved causal279

chain and a justification explaining the reasoning280

process, explicitly tracing the multi-hop causal281

pathway identified in the knowledge graph. By282

leveraging an LLM for both structured response283

generation and justification, our approach improves284

trustworthiness and interpretability in AI-driven285

causal analysis.286

A qualitative case study illustrating this process and287

comparing CC-RAG’s zero-shot extraction capabil-288

ities vs. a human annotator is shown in Figure 2. In289

this figure, CC-RAG extracts and recovers a multi-290

hop causal pathway that cannot be reached by the291

human annotated triples.292

4 Experiments293

4.1 Dataset Collection294

We constructed two datasets, Bitcoin Price Fluc-295

tuations (BP) in the finance domain and Gaucher296

Disease (GD) in the medical domain. These297

datasets are sourced from a combination of news298

articles from reputable sources (e.g. Reuters, Fi-299

nancial Times, etc.) and scientific papers from300

PubMed and the National Institute of Health (NIH).301

The documents were selected based on their rele-302

vance, reliability, granularity, and diversity.303

We collected and processed 20 high-quality doc-304

uments in each dataset and extracted entities and305

causal triples from the text using GPT-4o as de-306

scribed in Section 3.1. The final dataset statistics307

are shown in Table 1.308

Dataset Documents Entities Triples

BP 20 317 172
GD 20 573 419

Table 1: Dataset statistics for each domain used in our
experiments.

4.2 Baselines 309

We compare CC-RAG against two baselines. 310

GPT-4o with RAG: A retrieval-augmented system 311

that grounds GPT-4o using locally retrieved docu- 312

ment chunks. We implemented this by leveraging 313

structured chunking (Lewis et al., 2020) for effi- 314

cient segmentation and a retrieval mechanism that 315

dynamically selects the most relevant context for 316

each query, ensuring accurate and context-aware 317

responses. 318

Zero-Shot GPT-4o: A baseline that employs GPT- 319

4o out of the box without any augmentation. 320

4.3 Evaluation 321

Automatic Evaluation. The performance of the 322

three systems was evaluated using three key metrics 323

that capture different aspects of response quality: 324

Chain Similarity (BERTScore): To evaluate how 325

closely the generated causal chain aligns with a 326

gold-standard reference, we compute the F1 vari- 327

ant of BERTScore (Zhang et al., 2019), which mea- 328

sures token-level semantic similarity using con- 329

textual embeddings from a pre-trained language 330

model (RoBERTa-large) (Liu et al., 2019b). Refer- 331

ence chains were manually curated from literature 332
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Question: How do susceptibility genes ultimately impact the timely treatment of diabetic ketoacidosis?

Full text

Fulminant type 1 diabetes (FT1D) is a novel type of type 1 diabetes that is caused by extremely rapid 
destruction of the pancreatic β-cells. Early diagnosis or prediction of FT1D is critical for the prevention or 
timely treatment of diabetic ketoacidosis, which can be life-threatening. Understanding its triggers or 
promoting factors plays an important role in the prevention and treatment of FT1D. In this review, we 
summarised the various triggering factors of FT1D, including susceptibility genes, immunological factors 
(cellular and humoural immunity), immune checkpoint inhibitor therapies, drug reactions with eosinophilia 
and systemic symptoms or drug-induced hypersensitivity syndrome, pregnancy, viral infections, and vaccine 
inoculation. This review provides the basis for future research into the pathogenetic mechanisms that 
regulate FT1D development and progression to further improve the prognosis and clinical management of 
patients with FT1D.

Human Annotated Chains
<immune checkpoint inhibitor therapies, FT1D>, <susceptibility genes, FT1D>, <susceptibility genes, 
diabetic ketoacidosis>, <FT1D, diabetic ketoacidosis>, <pancreatic β-cells, diabetic ketoacidosis>, <viral 
infections, pancreatic β-cells>, <immunological factors, FT1D>, <pregnancy, FT1D>, <drug reactions with 
eosinophilia and systemic symptoms, FT1D>

CC-RAG Extracted Chains
<extremely rapid destruction of the pancreatic β-cells, causes, FT1D>, <FT1D, leads to, diabetic 
ketoacidosis>, <early diagnosis or prediction of FT1D, is critical for, prevention of diabetic ketoacidosis>, 
<FT1D, necessitates, diagnosis or prediction>, <early diagnosis or prediction of FT1D, is critical for, 
timely treatment of diabetic ketoacidosis>, <understanding its triggers or promoting factors, plays an 
important role in, prevention of FT1D>, <understanding its triggers or promoting factors, plays an important 
role in, treatment of FT1D>, <susceptibility genes, triggers, FT1D>, <cellular and humoural immunity, 
triggers, FT1D>, <immune checkpoint inhibitor therapies, triggers, FT1D>, …, <pregnancy, triggers, FT1D>, 
<viral infections, triggers, FT1D>, <vaccine inoculation, triggers, FT1D>, …, <pathogenetic mechanisms that 
regulate FT1D development and progression, inform, future research into FT1D>, <pathogenetic 
mechanisms that regulate FT1D development and progression, underlie, improved prognosis and clinical 
management of patients with FT1D>

The causal context provides the following relevant 
causal paths:
1. Susceptibility genes directly cause FT1D.
2. FT1D then causes diabetic ketoacidosis.

Additionally:
- Susceptibility genes directly cause diabetic 
ketoacidosis.

However, the context does not provide any causal 
link between susceptibility genes or diabetic 
ketoacidosis and the timely treatment of diabetic 
ketoacidosis. Therefore, based on the provided 
causal context, "The causal context is insufficient 
to answer this question."

To determine the impact of susceptibility genes on 
the timely treatment of diabetic ketoacidosis, we 
can trace the causal chain as follows:

1. Susceptibility genes --triggers--> FT1D
2. FT1D --necessitates--> diagnosis or prediction
3. Early diagnosis or prediction of FT1D --is critical 
for--> timely treatment of diabetic ketoacidosis

From these relationships, we can deduce that 
susceptibility genes, by triggering FT1D, indirectly 
necessitate the need for diagnosis or prediction of 
FT1D. Early diagnosis or prediction of FT1D, in 
turn, is critical for the timely treatment of diabetic 
ketoacidosis. Thus, susceptibility genes ultimately 
impact the timely treatment of diabetic ketoacidosis 
by being an initial trigger within this causal chain.

Figure 2: Qualitative case study comparing CC-RAG with expert-annotated causal triples (Antonucci et al., 2023)
for answering a biomedical question. CC-RAG successfully reconstructs a multi-hop causal pathway, which the
human-annotated KG fails to recover. This illustrates CC-RAG’s ability to surface-latent causal connections via
chain-based reasoning.

to represent the most widely accepted explanations333

for each question. A higher BERTScore indicates334

stronger semantic alignment between the generated335

and reference chains, suggesting that the model has336

effectively captured the key causal relationships.337

Information Density (Conciseness): To measure338

how efficiently information is conveyed, we com-339

pute a normalized information density score as the340

ratio of content words to total words, scaled by the341

inverse log of response length. This metric serves342

as a proxy for conciseness, rewarding responses343

that are informative without excessive filler or re-344

dundancy.345

Lexical Diversity (TTR): To assess linguistic varia-346

tion in generated responses, we use the Type-Token347

Ratio (TTR) (Hess et al., 1984), defined as the348

number of unique words (types) divided by the349

total number of words (tokens). A higher TTR350

indicates greater lexical diversity, reflecting more351

varied word usage, while a lower TTR indicates352

repetition. In the context of text generation for QA,353

lexical diversity is necessary to produce concise354

yet accurate explanations without redundancy.355

Overall Interpretation: High values across these356

metrics indicate that the system generates re- 357

sponses which are clear, semantically aligned with 358

the intended reasoning, and succinct. Our goal is 359

to ensure that the system not only provides correct 360

and comprehensive information but does so in a 361

manner that is easily traceable and free of irrele- 362

vant information. 363

LLM-as-a-Judge. To complement our automated 364

metrics, we conducted a blinded LLM-as-a-Judge 365

evaluation (Zheng et al., 2024) using a panel of 366

four LLMs: GPT-4, GPT-4o, LLaMA 3.1-8B- 367

Instruct, and Mistral-7B-Instruct. Each judge 368

model was prompted with a fixed template and 369

shown anonymized answers from all system (CC- 370

RAG, LLM w/ RAG, and Zero-Shot LLM). Models 371

were asked to select the best response based on ac- 372

curacy, interpretability, and conciseness. We used 373

majority voting to determine the preferred answer. 374

Human Evaluation. To further assess the quality 375

of our generated responses, we conducted a human 376

evaluation study for our case studies and model sub- 377

stitution experiment. Each study presented outputs 378

from all systems for a given question, and asked 379

reviewers to select the response that best answered 380

the question, considering accuracy, interpretability, 381

and conciseness. We aggregated the preferences of 382
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Dataset Metric CC-RAG RAG Zero-Shot

GPT-4o

BP
BERTScore 0.90 0.73 0.00
Conciseness 16.44 13.94 0.00
TTR 0.81 0.73 0.00

GD
BERTScore 0.88 0.77 0.75
Conciseness 15.68 13.20 11.66
TTR 0.74 0.64 0.53

LLaMA-3.1-8B-Instruct

BP
BERTScore 0.83 0.71 0.00
Conciseness 12.04 9.40 0.00
TTR 0.56 0.40 0.00

GD
BERTScore 0.85 0.74 0.71
Conciseness 14.93 10.28 10.40
TTR 0.69 0.35 0.36

Table 2: Quantitative evaluation for GPT-4o and
LLaMA-3.1-8B-Instruct.

three independent reviewers for each form to assess383

performance.384

Infrastructure All of our experiments were con-385

ducted on Google Colab (Google, 2025), leverag-386

ing its GPU resources for our work. We estimate387

that we utilized approximately 75 GPU hours to388

execute all experiments.389

5 Results390

In this section, we assess performance by compar-391

ing key evaluation metrics across both datasets.392

5.1 Automatic Quantitative Evaluation393

Table 2 summarizes our evaluation metrics for two394

case studies. For both the BP and GD datasets,395

CC-RAG outperforms both GPT-4o with RAG and396

Zero-Shot GPT-4o across all metrics. These com-397

prehensive improvements indicate that CC-RAG is398

more effective in providing detailed, precise, and399

contextually relevant responses.400

5.2 LLM-as-a-Judge Evaluation Results401

Table 3 summarizes the LLM-as-a-Judge results.402

CC-RAG consistently outperformed both GPT-4o403

with RAG and Zero-Shot GPT-4o across both BP404

and GD datasets, getting the majority vote in both405

cases. The "Split" votes, although limited, reflect406

*All scores for Zero-Shot GPT-4o are 0 for the BP dataset
because all queries referenced events that occurred outside of
the LLM’s training scope.

some ambiguity from voting models, but CC-RAG 407

remained the clear preferred system overall. 408

Evaluator Dataset CC-RAG RAG Zero-Shot Split

LLM-as-a-Judge
LLM BP 14/18 0/18 0/18 4/18
LLM GD 15/25 3/25 2/25 5/25

Human Evaluation
Human BP 10/18 5/18 0/18 3/18
Human GD 13/25 6/25 2/25 4/25

Table 3: LLM-as-a-Judge and human evaluation re-
sults comparing CC-RAG, RAG, and Zero-Shot answers
across both datasets. “Split” indicates disagreement
among evaluators. CC-RAG was the most frequently
preferred system in both domains.

5.3 Human Evaluation Results 409

Table 3 also summarizes our human evaluation re- 410

sults for the main experiments in both datasets. 411

Across our datasets, CC-RAG was most frequently 412

preferred by human evaluators, receiving the ma- 413

jority vote for each dataset. These results fur- 414

ther validate CC-RAG’s ability to generate human- 415

interpretable and domain-relevant answers to com- 416

plex queries. 417

5.4 Qualitative Case Study: Matching 418

Expert-Annotated Chains 419

To better understand CC-RAG’s multi-hop rea- 420

soning capabilities, we conducted a focused case 421

study using a short biomedical paragraph from An- 422

tonucci et al. (2023), which includes a set of human- 423

annotated causal triples. The paragraph describes 424

the pathophysiology and progression of Fulminant 425

Type 1 Diabetes (FT1D). From this paragraph, we 426

constructed a complex causal query: 427

“How do susceptibility genes ultimately impact the 428

timely treatment of diabetic ketoacidosis?” 429

We compare two methods for answering this ques- 430

tion: 431

Human-Annotated KG + Zero-Shot Generation: 432

We use the expert-annotated causal triples from An- 433

tonucci et al. to construct a knowledge graph. We 434

then apply zero-shot prompting over this graph to 435

generate an answer, simulating a best-case baseline 436

with gold-standard edges but no structure-aware 437

traversal. 438

CC-RAG: We apply our full CC-RAG pipeline to 439

the same paragraph, performing zero-shot causal 440

triple extraction, building a ThemeKG, performing 441

6



backward chaining, and generating a justification-442

based answer.443

As shown in Figure 2, the human-annotated KG444

fails to capture the full reasoning chain required to445

link susceptibility genes to treatment. In contrast,446

CC-RAG reconstructs the full multi-hop pathway:447

susceptibility genes → FT1D → early448

diagnosis → timely treatment449

This chain includes both direct and inferred causal450

links and enables the model to justify the final an-451

swer with a complete, interpretable path. The case452

study highlights that CC-RAG extracted a broader453

and more informative set of causal relationships454

from the text, and effectively structured them into455

a coherent and accurate reasoning chain.456

5.5 Inference Efficiency457

We compared average inference times between CC-458

RAG and traditional RAG across both case stud-459

ies. Our results, as shown in Table 4 demonstrates460

that CC-RAG achieves faster response times across461

both domains. This improvement stems from CC-462

RAG’s use of targeted KG traversal, which focuses463

the LLM’s attention on concise and relevant paths.464

In contrast, traditional RAG retrieves broader doc-465

ument chunks that slow down inference.466

Dataset CC-RAG (s) RAG (s)

BP 1.04 1.42
GD 1.10 2.41

Table 4: Average inference time (seconds) per query
across datasets.

Overall, these results reinforce the capability of467

CC-RAG and suggest that integrating structured468

causal reasoning into RAG significantly improves469

answer interpretability and accuracy, particularly470

in specialized domains requiring multi-hop causal471

inference.472

6 Generalization under Model Shift473

We also conducted a model substitution experi-474

ment, in which we replaced the downstream analy-475

sis LLM (GPT-4o) with LLaMA-3.1-8B-Instruct.476

For this experiment, GPT-4o was still used for high477

quality entity extraction and causal graph construc-478

tion, but all subsequent processing, including can-479

didate chain analysis and selection, and summariza-480

tion was performed using LLaMA. The objective481

here was to assess whether the structure provided482

by CC-RAG remains effective for reasoning, even 483

with a less powerful model. 484

Evaluator Dataset CC-RAG RAG Zero-Shot Split

LLM-as-a-Judge
LLM BP 14/18 1/18 2/18 1/18
LLM GD 13/25 2/25 8/25 2/25

Human Evaluation
Human BP 15/18 3/18 0/18 0/18
Human GD 15/25 4/25 1/25 5/25

Table 5: LLM-as-a-Judge and human evaluation results
for the study using LLaMA. CC-RAG is compared
against RAG and Zero-Shot baselines with the same
underlying model. “Split” indicates evaluator disagree-
ment. CC-RAG remained the preferred system across
domains.

6.1 Quantitative Results 485

Table 5 summarizes the results of our model sub- 486

stitution experiment. Here, we compared three 487

configurations: LLaMA CC-RAG, LLaMA with 488

RAG, and Zero-Shot LLaMA, across both datasets. 489

Once again, CC-RAG outperformed both its 490

RAG and Zero-Shot counterparts across all metrics 491

in both datasets. This indicates that the responses 492

are more relevant and focused, while remaining 493

technically nuanced *. 494

6.2 LLM-as-a-Judge Evaluation 495

The LLM-as-a-Judge evaluations further support 496

CC-RAG’s superior performance even when a less 497

powerful model like LLaMA is used, as shown in 498

Table 5. 499

6.3 Human Evaluation 500

To underscore the impact of CC-RAG, we repeated 501

our human evaluation under the model substitu- 502

tion setting. The same protocol was followed, with 503

three annotators per question comparing CC-RAG, 504

LLaMA with RAG, and Zero-Shot LLaMA. Re- 505

sults are shown in Table 5. 506

In this setting, CC-RAG saw an even stronger 507

lead, receiving 83% of the votes in the BP study, 508

and 60% of the votes in the GD study. This sub- 509

stantial gain relative to the RAG and Zero-Shot 510

baselines highlights the importance of our structur- 511

ing pipeline in producing accurate and interpretable 512

causal answers. 513

The model substitution experiment highlights the 514

value of integrating structured knowledge into an 515
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LLM pipeline. It further demonstrates CC-RAG’s516

ability to maintain high performance in resource517

constrained settings, making CC-RAG a promising518

solution for scalable causal reasoning applications.519

7 Future Work520

While CC-RAG demonstrates strong performance521

in structured causal reasoning, the following areas522

merit future exploration:523

Multimodal Knowledge Integration Extending524

CC-RAG to incorporate images, graphs, and tabu-525

lar data would enhance its applicability.526

Adaptive Retrieval Mechanisms Developing dy-527

namic retrieval mechanisms that update causal rep-528

resentations in real-time would provide relevant529

and up-to-date answers in rapidly evolving do-530

mains.531

Scaling to Broader Domains We aim to extend532

CC-RAG to new domains including social sciences533

and legal reasoning.534

By addressing these, CC-RAG can evolve into a535

more versatile and scalable framework, bridging536

the gap between knowledge-driven AI and real-537

world decision-making.538

8 Limitations539

We recognize that the CC-RAG framework has the540

following limitations:541

LLM Dependency and Hallucinations CC-RAG542

relies on pre-trained LLMs for entity and relation543

extraction, which introduces potential hallucination544

and bias issues. LLMs may extract spurious causal545

links and reflect biases from training data. Future546

work could incorporate domain-specific fine-tuning547

to mitigate these effects.548

Scalability of Graph Traversal As KGs grow,549

causal graph traversal can become computation-550

ally expensive, particularly for multi-hop reasoning.551

Optimizations such as graph pruning or embedding-552

based traversal would need to be implemented to553

enable scaling to large-scale applications.554

Non-Determinism in LLM Inference LLM sys-555

tems are inherently non-deterministic. As a result,556

executing CC-RAG multiple times even with the557

same query can yield varying results, potentially558

producing different answers on each run.559

Summarization Drift Although prompting strate-560

gies are designed to guide LLM responses toward561

desired outcomes, the LLM may deviate from the562

intended chain, leading to hallucinations or inaccu-563

racies.564

Rapidly Evolving Space Recent advances in rea- 565

soning models such as OpenAI’s o1 (OpenAI, 566

2024) and o3 (OpenAI, 2025), and DeepSeek’s 567

R1 (DeepSeek-AI et al., 2024) show promise in 568

logical reasoning and causal inference. We plan 569

to explore their effectiveness in knowledge graph 570

integration and causal inference. 571

Despite these limitations, we believe that CC-RAG 572

represents a significant step forward in structured 573

causal reasoning. Addressing these limitations will 574

further enhance CC-RAG’s ability to provide ro- 575

bust, scalable, and interpretable causal insights. 576

9 Conclusion 577

In this paper, we introduced CC-RAG, a structured 578

causal reasoning framework that integrates knowl- 579

edge graphs with RAG to improve multi-hop causal 580

inference. Unlike conventional RAG approaches, 581

CC-RAG explicitly models causal pathways using 582

Directed Acyclic Graphs (DAGs), enabling more 583

coherent, interpretable, and structured causal rea- 584

soning. 585

Through evaluation on two datasets, Bitcoin 586

Price Fluctuations and Gaucher Disease, we 587

demonstrate that CC-RAG outperforms standard 588

RAG and zero-shot LLM baselines both in terms 589

of quantitative metrics and qualitative assessments 590

using LLM-as-a-Judge and human evaluation. Our 591

model substitution experiment further confirms that 592

even with less powerful LLM, the structured causal 593

reasoning in CC-RAG remains effective. 594

CC-RAG has significant implications for 595

decision-making in high-stakes domains. In 596

biomedicine, it can model disease pathways and 597

drug interactions. In finance, it can trace macroe- 598

conomic and geopolitical influences. In policy and 599

law, it enables causal tracing for regulatory analysis 600

and compliance. 601

These findings highlight the importance of ex- 602

plicit causal modeling in LLM-driven reasoning. 603

By integrating structured knowledge representa- 604

tions, CC-RAG moves beyond surface-level re- 605

trieval to produce explanations that are more in- 606

terpretable, reliable, and well-suited for real-world 607

decision making. As AI systems continue to evolve, 608

the fusion of causal reasoning and structured knowl- 609

edge retrieval will be essential to enable trans- 610

parent, explainable, and trustworthy AI-driven in- 611

sights. 612
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A Appendix901

In this section, we provide specific examples of902

responses from CC-RAG, the LLM with RAG, and903

the Zero-Shot LLM from our experiments and the904

model substitution study.905

A.1 Experiment Results and Analysis906

Tables 6 and 7 show the responses from the CC-907

RAG and the baseline approaches to two sample908

queries from the BP dataset.909

A qualitative analysis of BP Query 1 in Table 6910

shows the following:911

• Strengths of CC-RAG: Plausible Inference and912

Contextual Reasoning: CC-RAG generates a913

well-structured explanation that infers plausible914

causal links between Andrew Yang’s advocacy915

and increased legitimacy of Bitcoin. Unlike GPT-916

4o with RAG, which fails to respond due to lack917

of directly retrieved mentions, CC-RAG inte-918

grates thematic understanding to bridge implicit919

gaps in the source context. Compared to Zero-920

Shot GPT-4o, CC-RAG delivers a domain-aware,921

relevant response rather than abstaining.922

• Weaknesses of CC-RAG: Potential Overgener-923

alization: While CC-RAG fills contextual gaps924

effectively, it occasionally generalizes from weak925

evidence, which could lead to speculative claims926

if not properly validated against source content.927

Future iterations could integrate confidence cali-928

bration or provenance tracing to mitigate this.929

A qualitative analysis of BP Query 2, found in930

Table 7 shows the following:931

• Strengths of CC-RAG: Clarity and Directness:932

CC-RAG presents a straightforward explanation933

by directly linking global uncertainty to Bitcoin’s934

price rise.935

• Weaknesses of CC-RAG: Lack of Nuanced Evi-936

dence Integration: While the answer is topically937

accurate, it does not incorporate supporting de-938

tails such as regulatory optimism or institutional939

inflows.940

Tables 8 and 9 shows the responses from the CC- 941

RAG and the baseline approaches to two sample 942

queries from the GD dataset. 943

A qualitative analysis of GD Query 1, found in 944

Table 8 shows the following: 945

• Strengths of CC-RAG: Concise Causal Expla- 946

nation: CC-RAG provides a clear and direct an- 947

swer that accurately captures the enzymatic de- 948

ficiency and its consequence, glucocerebroside 949

accumulation, while linking it to the observed 950

symptoms of splenomegaly and hepatomegaly. 951

Compared to GPT-4o with RAG, which includes 952

detailed biological elaboration, CC-RAG prior- 953

itizes accessibility and interpretability. Unlike 954

Zero-Shot GPT-4o, which offers comprehensive 955

but sometimes diffuse explanations, CC-RAG de- 956

livers focused, cause-effect reasoning ideal for 957

quick comprehension. 958

• Weaknesses of CC-RAG: Lack of Cellular De- 959

tail: CC-RAG doesn’t include some biological 960

intermediaries. GPT-4o with RAG and Zero-Shot 961

GPT-4o both provide richer mechanistic insight, 962

which can be more informative for expert audi- 963

ences. 964

A qualitative analysis of GD Query 2, found in 965

Table 9 shows the following: 966

• Strengths of CC-RAG: Targeted Causal Reason- 967

ing: CC-RAG delivers a precise explanation that 968

links enzyme deficiency to macrophage-specific 969

accumulation, accurately highlighting the role of 970

phagocytic activity and impaired degradation. It 971

maintains clarity while correctly identifying the 972

cellular actors involved. Compared to GPT-4o 973

with RAG, which emphasizes cell lineage bias, 974

and Zero-Shot GPT-4o, which includes broader 975

narrative background, CC-RAG focuses on the 976

most relevant mechanistic cause. 977

• Weaknesses of CC-RAG: Surface-Level Lan- 978

guage: The explanation lacks the technical speci- 979

ficity an expert might need. It avoids terminol- 980

ogy like “glycosphingolipid metabolism,” which 981

could be useful for experts. 982

A.2 Model Substitution Study Results and 983

Analysis 984

Table 10 and 11 show the responses from the CC- 985

RAG and the baseline approaches for two sample 986

queries from the BP dataset for the model substitu- 987

tion study. 988
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Query How did Andrew Yang’s advocacy for blockchain technology influence Bitcoin’s adoption?

CC-RAG Andrew Yang’s advocacy for blockchain technology brought increased public and political aware-
ness to cryptocurrencies, such as Bitcoin. By discussing the potential benefits of blockchain, such
as transparency and efficiency, Yang helped legitimize the technology in the eyes of the public and
policymakers. This likely contributed to broader acceptance and interest in Bitcoin, although direct
causation to adoption rates is harder to measure.

GPT-4o with RAG The context provided does not mention Andrew Yang or his advocacy for blockchain technology.
Therefore, there’s no information on how Andrew Yang’s advocacy might have influenced Bitcoin’s
adoption.

Zero-Shot GPT-4o N/A

Table 6: Responses from different approaches for BP Query

Query How did global economic uncertainty contribute to Bitcoin’s price rise?

CC-RAG Global economic uncertainty can lead to increased demand for Bitcoin as investors look for
alternative assets that are perceived as safe havens. This heightened demand for Bitcoin drives up
its price.

GPT-4o with RAG Several contributing factors likely include:
1. **Speculative Investment**: The overall sentiment captured in the passage indicates that part
of Bitcoin’s price surge can be attributed to increased speculative investment, driven by optimism
about a favorable regulatory environment and inflows of new investors, as detailed by the remarks
from Chris Akhavan and Joel Kruger.
2. **Mainstream Adoption**: Another key influence is the increased mainstream adoption of
Bitcoin, highlighted by the SEC’s approval of new exchange-traded funds directly investing in
cryptocurrency. This move allowed major global asset managers like BlackRock Inc. to participate,
signaling institutional confidence and involvement in the market.
3. **Market Momentum**: Bitcoin’s historic performance and recognition, compared to assets
like gold and influenced by significant market movements and high-profile endorsements, have
contributed to its rising status as a major asset class.
Overall, while the context does not provide a direct explanation of how global economic uncertainty
played a role, the speculative nature of investments and the moves towards mainstream adoption in
a possibly volatile economic environment could be seen as indirect contributors to Bitcoin’s price
rise.

Zero-Shot GPT-4o N/A

Table 7: Responses from different approaches for BP Query 2

A qualitative analysis of Model Substitution BP989

Query 1, found in Table 10 shows the following:990

• Strengths of CC-RAG: Resilient Inference Un-991

der Model Substitution: Even with a weaker992

backbone model, CC-RAG still generates a plau-993

sible causal explanation linking Andrew Yang’s994

blockchain advocacy to increased awareness and995

adoption of Bitcoin. Unlike LLaMA with RAG,996

which fails to retrieve or generate relevant con-997

tent about Yang, CC-RAG remains on-topic and998

structurally coherent. It shows that thematic scaf-999

folding can preserve response quality even when1000

retrieval is imperfect.1001

• Weaknesses of CC-RAG: Redundant and Repet-1002

itive Reasoning: The response suffers from ver-1003

bosity and reiterates the same causal link multiple1004

times. Compared to the more concise output in1005

the full GPT-4o version, this ablated response1006

lacks linguistic refinement and introduces some1007

circular reasoning that may weaken its persuasive1008

impact. 1009

A qualitative analysis of BP Query 2, found in 1010

Table 11 shows the following: 1011

• Strengths of CC-RAG: Thematic Alignment 1012

and Self-Reinforcing Reasoning: Despite the 1013

ablated model, CC-RAG generates a logically 1014

consistent and thematically relevant explanation. 1015

It correctly identifies a self-reinforcing cycle 1016

where economic instability boosts Bitcoin de- 1017

mand, which in turn drives up its price and per- 1018

ceived value. In contrast, LLaMA with RAG fails 1019

to ground its answer in the query and provides 1020

unrelated political context; Zero-Shot LLaMA 1021

does not respond meaningfully at all. 1022

• Weaknesses of CC-RAG: Repetitive Expres- 1023

sions: The response reiterates the same causal 1024

loop multiple times, with slight rephrasings. 1025

Compared to the more concise and structured 1026

output from the full system, this version could 1027

benefit from tighter summarization. 1028
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Query How does the accumulation of undigested glucocerebroside lead to splenomegaly and hepatomegaly
in Gaucher disease?

CC-RAG In Gaucher disease, the body is unable to produce the enzyme glucocerebrosidase properly, resulting
in the accumulation of glucocerebroside fat. This buildup occurs in various organs, including the
spleen and liver, causing them to enlarge, leading to splenomegaly and hepatomegaly and a swollen
abdomen.

GPT-4o with RAG In Gaucher disease, the accumulation of undigested glucocerebroside in cells occurs due to the
hereditary deficiency of the enzyme glucocerebrosidase, which is responsible for breaking down
glucocerebroside. This deficiency impairs the enzyme’s activity, leading to the buildup of gluco-
cerebroside, particularly in white blood cells like macrophages. These macrophages, filled with
undigested glucocerebroside, are referred to as ""Gaucher cells.""
The accumulation of Gaucher cells occurs in various organs, including the spleen and liver. The
buildup of these lipid-laden cells leads to the enlargement of these organs—splenomegaly (enlarge-
ment of the spleen) and hepatomegaly (enlargement of the liver). The presence of these abnormal
cells in high quantities interferes with the normal functioning of these organs and causes them to
increase in size due to the storage of undigested material within the cells. This accumulation leads
to the characteristic symptoms and complications associated with Gaucher disease.

Zero-Shot GPT-4o In Gaucher disease, the accumulation of undigested glucocerebroside results from a deficiency in
the enzyme glucocerebrosidase, which is necessary for its breakdown. This genetic disorder leads
to the accumulation of glucocerebroside within lysosomes inside macrophages, which are called
Gaucher cells when they contain these lipid-laden inclusions.
The buildup of Gaucher cells primarily occurs in the spleen, liver, and bone marrow. In the spleen
and liver, the accumulation of Gaucher cells causes these organs to become enlarged, leading to
splenomegaly (enlarged spleen) and hepatomegaly (enlarged liver). The spleen and liver function
in filtering and breaking down old blood cells and other cellular debris, so the infiltration and
proliferation of Gaucher cells disrupt normal organ function, causing these organs to swell as they
try to cope with the excessive storage material. Additionally, the accumulation impairs normal tissue
architecture and may cause fibrosis and inflammation, further contributing to organ enlargement
and dysfunction.

Table 8: Responses from different approaches for GD Query 1

Tables 12 and 13 show the responses from the1029

CC-RAG and the baseline approaches to two sam-1030

ple queries from the BP dataset for the model sub-1031

stitution study.1032

A qualitative analysis of Model Substitution GD1033

Query 1, found in Table 12 shows the following:1034

• Strengths of CC-RAG: Causal Alignment with1035

the Query: CC-RAG correctly identifies the high-1036

level causal chain—enzyme deficiency leads to1037

substrate accumulation, which causes organ en-1038

largement. It provides a coherent, top-down ex-1039

planation aligned with the structure of the ques-1040

tion, avoiding the excessive and fragmented rep-1041

etition seen in LLaMA with RAG.1042

• Weaknesses of CC-RAG: Redundancy: The re-1043

sponse repeats the same causal claim (accumu-1044

lation leads to organ enlargement) using slightly1045

different wording without introducing any new1046

biological insight.1047

A qualitative analysis of Model Substitution GD1048

Query 2, found in Table 13 shows the following:1049

• Strengths of CC-RAG: Causal Alignment with1050

the Query: CC-RAG correctly identifies the high-1051

level causal chain, enzyme deficiency leads to1052

substrate accumulation, which causes organ en- 1053

largement. It provides a coherent, top-down ex- 1054

planation aligned with the structure of the ques- 1055

tion, avoiding the excessive and fragmented rep- 1056

etition seen in LLaMA with RAG. 1057

• Weaknesses of CC-RAG: Vague Terminol- 1058

ogy and Incorrect Wording: The response in- 1059

cludes phrases like “lipid-laden macrophags” and 1060

“Gauchen’s disease,” which, while suggestive, 1061

contain spelling errors. 1062
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Query Why does glucocerebroside primarily accumulate in macrophages in Gaucher disease?

CC-RAG In Gaucher disease, a mutation in the glucocerebrosidase (GCase) gene leads to reduced activity of
the GCase enzyme, resulting in the accumulation of glucocerebroside. Macrophages, which are
responsible for breaking down cellular debris, are particularly affected because they actively ingest
and process large amounts of glucocerebroside-rich materials. The low GCase enzyme activity in
these cells prevents proper degradation of glucocerebroside, leading to its accumulation primarily
in macrophages.

GPT-4o with RAG Glucocerebroside primarily accumulates in macrophages in Gaucher disease because the mono-
cyte/macrophage lineage is preferentially altered due to their role in eliminating erythroid and
leukocyte cells, which contain large amounts of glycosphingolipids. This cellular process leads to
an accumulation of glucocerebroside (GlcCer) in these cells, initiating the characteristic features
and complications of the disease.

Zero-Shot GPT-4o Gaucher disease is a genetic disorder caused by a deficiency in the enzyme glucocerebrosidase.
This enzyme is responsible for breaking down glucocerebroside, a type of glycolipid. In the absence
or reduced activity of glucocerebrosidase, glucocerebroside accumulates within cells.
Macrophages are part of the body’s immune system and their function is to engulf and degrade
various substances, including lipids, through a process called phagocytosis. In Gaucher disease,
macrophages ingest cells or cellular debris containing glucocerebroside but are unable to degrade it
due to the enzyme deficiency. As a result, the undegraded glucocerebroside accumulates within the
lysosomes of macrophages, which then transform into Gaucher cells. These engorged macrophages
are commonly found in the liver, spleen, bone marrow, and other organs.
Therefore, glucocerebroside primarily accumulates in macrophages because these cells are key
actors in clearing cellular debris and rely on glucocerebrosidase for the breakdown of ingested
glucocerebroside. The deficiency of this enzyme leads to the pathological buildup of the lipid
within macrophages.

Table 9: Responses from different approaches for GD Query 2
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Query How did Andrew Yang’s advocacy for blockchain technology influence Bitcoin’s adoption?

CC-RAG Andrew Yang, a 2020 US presidential candidate, advocated for the adoption of blockchain technol-
ogy. His advocacy was seen as a positive development for the cryptocurrency space. This increased
interest in blockchain technology likely led to increased awareness and adoption of Bitcoin, a
prominent cryptocurrency that utilizes blockchain. As a result, Bitcoin’s user base and market
capitalization grew. The increased adoption of cryptocurrencies, including Bitcoin, has led to
greater mainstream recognition and acceptance of digital currencies. This shift in perception has
contributed to the expansion of the cryptocurrency market as a whole. The growth of the market has
attracted new investors and users, further increasing Bitcoin’s popularity. Overall, Andrew Yang’s
advocacy for blockchains played a role in the increased adoption and recognition of Bitcoin.

LLaMA with RAG There is no mention of Andrew Yang in the provided text.
However, the text does mention that many of bitcoin’s early fans, including libertarians, saw
it (bitcoin) as a means to let ""individuals control their own financial destinities, free form the
oversight"" of banks and government. The text also mentions that Satoshi Nakamato, the creator
of Bitcoin, proposed the creation of Bitcoin as a ""way to make payment without relying"" on
traditional banking systems.
The text does not provide any information on how Trump’s views on the subject have changed over
time. It does mention Trump’s pledge to ""create a strategic nation reserve for government’s bitcoin
holdings"" and to ease regulatory burden for the crypto-industry. However, it does not discuss how
this has changed over the course of his presidency.
It is worth noting that the text mentions that many crypto-investors are ""cheering Trump’s promise""
to ease regulations and to create the national reserve. However it does mention the views of some
individuals, including Tim Swansom, Joel Krugger, and James Slussar, who express skepticism
about the potential of Bitcoin. They highlight its volatility and lack of widespread use as a payment
method or store of wealth. Overall, the views on bitcoin expressed in the text are mixed, with some
investors and analysts viewing it as having potential, while others express skepticism. There is
no clear indication of how Trump views Bitcoin or how his views may have changed. However,
the overall tone of the text suggests that many investors and some analysts are optimistic about
the future of Bitcoin and the crypto market. This optimism is driven in part by Trump’s pledges
to ease regulation and create a national reserve, as well as the approval by the SEC of a series of
exchange-tried funds that allow investors to buy Bitcoin directly. It is also driven by the growing
mainstream adoption of Bitcoin by major financial institutions and asset managers. As the text
notes, Bitcoin has seen a significant increase in mainstream adoption in recent months, with the
likes of BlackRock and other global asset manangers entering the market.
Overall, the view of the subject is that Trump’s advocacy has likely had a positive impact on the
adoption of blockchain technology and Bitcoin, at least in the short term. His pledges to create
regulatory clarity and to support the development of a national Bitcoin.

Zero-Shot LLaMA N/A ...

Table 10: Responses from different approaches for BP Query 1
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Query How did global economic uncertainty contribute to Bitcoin’s price rise?

CC-RAG Global economic uncertainty leads people seeking alternative assets, as they perceive Bitcoin as
such. This increased demand causes Bitcoin’s supply to be scarce, further driving up its price. As a
result, Bitcoin becomes an attractive investment option, as its value rises in tandem with economic
uncertainty, creating a self-reinforcing cycle. The increasing price of Bitcoin, in turn, reinforces
its status as a reliable store of wealth, making it an even more attractive safe-harbor asset during
times economic uncertainty and volatility. The resulting surge in demand for Bitcoin leads to a
further increase in its value, solidifying its position as a sought-after alternative asset. This cycle
of increasing demand and rising value has contributed to Bitcoin’s price rise during periods of
global economic turmoil. As economic uncertainty persists, the price of bitcoin continues to rise, as
more investors seek it as a secure and reliable investment option. The price of the cryptocurrency
continues to appreciate as more people view it as an attractive alternative to other assets.

LLaMA with RAG There is no information in the provided text about global economic uncertainties contributing to
Bitcoin’s price rise. The text mentions that the "prospect of a favorable regulatory" environment
and Donald Trump’s re-election contributed to Bitcoin hitting $100k. It also mentions that Bitcoin’s
market movements can be influenced by "speculation that the U.S. will build a BTC Reserve".
However, there is no mention of global economic instability or uncertainty. The text does mention
the "sudden spectacular downfall" of the FTX exchange, which led to a 20% drop in Bitcoin’s value.
However this is not presented as contributing to the price rise, but rather as a concern about the
sustainability of the price increase. Therefore, the answer to this question cannot be determined
from the provided information. However, one of the experts mentioned that there are concerns
that the current price rise is a bubble and that the value of crypto, including Bitcoin, is based on
speculation rather than inherent value, which is related to global economic stability. ...

Zero-Shot LLaMA N/A. I don’t have information on the 2024 US presidential elections, or the subsequent price of
Bitcoin.

Table 11: Responses from different approaches for BP Query 2
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Query How does the accumulation of undigested glucocerebroside lead to splenomegaly and hepatomegaly
in Gaucher disease?

CC-RAG Mutations in the GCase enzyme gene lead to low activity of the enzyme. This results in an
accumulation of the glucoceroide. The buildup leads to enlargement of the spleen (splenomegly)
and liver (hepatomaglgy).

LLaMA with RAG The macro The macrophage that clears these cells is unable eliminate the product, leading to the
cells turning into’Gaucher cell’ and accumulate in the spleen and liver. The accumulation of these
cells in the liver (hepatomegally) and spleens (splenomegly) causes them to become enlarged. This
is due to the inability of the macrophagues to eliminate these cells, leading them to accumulate in
these organs. Gaucher is characterized by enlargement of liver and the spleens. The accumulation
leads to the enlargement of these organs and causes them to become swollen. It is due the inability
to eliminate waste product from the body, which leads to accumulation in the organs. Gaucher
disease is characterized the accumulation of undigest glucocerbroside in the cells, which causes the
cells to turn into Gaucher. These cells accumulate in liver and spleen. They are unable to eliminate
this waste product which leads them to turn in to Gaucher and accumulate in liver and splee. The
cells that clear the cells are unable to do so, leading to the accumulation in the liver spleens and
other organs. The macro phages that clear these cells are ina ble to eliminate the waste product,
leading them turning into Gauchercells. Due to this, the cells accumulate the liver (heptomegely)
and the splees (splomegley). This is due to inability to elminate the waste prdoduct from the body.
In Gaucherdisease, cells are inaable to digest the glucoceresbrodie. As a result, they accumulate
and turn into Gauchers. Thesecells accumulate in the splees and liver and cause them to become
swollen. The inability to digest glucocorbrodie leads to accumulation and swelling of the splee and
liver due to the inability of the macro phages to clear the wate product. Glucorbrode accumulates
in cells and leads to Gauchaers. The inability leads ...

Zero-Shot LLaMA "The accumulation of glucocèrebroside is toxic to the macrophages of the spleen and liver, causing
them to swell and accumulate more glucocérébroside, leading to splenic and hepatic enlargement.
N/A. The question is asking for a summary of how the accumulation leads to splenohepatomegally,
not how it causes toxicity to macrophage cells. However, the information in the previous response is
relevant to the question. Here is a revised summary. The toxic effect of the accumulation causes the
macrophaege cells to swell, leading the splean and liver to enlarge. Splenomegly and hepatomagly
result from the accumulation.
The toxic effects of the accumulated glucocerbroside cause macrophagic cells to become engorged
and swell, causing the splein and liver cells to enlarge, resulting in splenomgly and heptomegla.
N/A. The question asks for a summery of how glucocorbroside leads to spleomeg and heptomgaly.
A summary of the process is: The toxic effects cause macrophaeg cells to be engorgd and swell.
The splein enlarges and the liver enlarges. Splenomgaly results from the spleins enlargement and
hepatmogly results from liver enlargement. The accumulation of the glucorbroide is the cause of the
toxic effects. This summary does not answer the question directly. It provides an indirect answer by
describing the process in more detail. An answer that is more direct is: The accumulation causes
macrophge cells in the sple and liver to become engorgded and swell and cause the sple to enlarge
and the lver to enlarge resulting in spleomegly an heptomogly. Another answer is: Glucorbrose
accumlation causes the sple and lver cells to engorgde and swell resulting in the enlargement of the
organs and the development of splenmeagly and hepomagly. The toxic effect on macrophag cells
in sple and lve causes the organs to enlarge in spleno and hepmagly, The accumulation leads the
sple an lver cells to swel and become engored resulting in enlargement of sple and hepet and the
deveolment of splenoagly an hepmogly, The accumulatoin of glucorbrise causes ...

Table 12: Responses from different approaches for Model Substitution GD Query 1
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Query Why does glucocerebroside primarily accumulate in macrophages in Gaucher disease?

CC-RAG The mutation in the GCase enzyme leads to a deficiency in its activity, resulting in the buildup
primarily in the body’s macrophagic cells. The hallmark of Gauchen’s disease is thus the accumula-
tion and presence of these lipid-laden macrophags. The presence of this lipid accumulation in these
cells leads to various manifestations of disease. Disease manifestations arise from the accumulation
primarily in these macrophag cells.

LLaMA with RAG "The accumulation of glycolipoprotein in macro phages is thought to result from the inability of
the enzyme glucoc erebrosidase to degrade glucos ylceramide, which is a glycolipo protein. Gluco
cerebroside is a type of glyco lipid that is primarily found in the lysosomes of macro phage cells.
The accumulation occurs because the enzyme that breaks down glucos e ceramide is deficient
or absent. This leads to the buildup of glucoc eremide in the macro ph age cells, resulting in
the characteristic symptoms of Gauch er disease. Leave the summary as is. The accumulation
of gluccerebroide primarily occurs in macrophas due to the inability to degrade glucceramide, a
glycoprotein, resulting from a deficiency of the glucocerobidase enzyme. Gluccerebroside is a
lipid primarily found within the lysosome of macrophas. The buildup of gluceceramide leads to
symptoms characteristic of Gauche disease.
The accumulation primarily occurs due to a lack of the GBA enzyme, leading the body to store
gluccceramide. Glucecerbrosides primarily accumulate within macrophas because of the inability
for the body break down gluce ceramide.
Glucocerebroides primarily accumulate due to an inability to break down glucocermide. The
enzyme responsible for this is deficient. Glucoresbrosdes primarily accumulate because the body
cannot break down the glycoliprotein gluccermide due to deficiency in the enzyme. The body stores
glucocerbosides primarily in macrophasis due to inability to metabolize glucec ceramide, leading
symptoms of GD.
Glucoresbroid primarily accumulates due to deficient GBA. The inability to breakdown gluce
cermide leads to accumulation. Glucosecerbroid is primarily stored in macrophase due to lack of
Gcase enzyme.
Due to deficiency of GCA enzyme, glucoceresbroid accumulates in macropha cells. Gluecerboides
primarily accumuate due to body’s inability to digest glucecremid. Glcceresbros is primarily
accumlated in macro phase due to GBA deficiency.
Answer the question with the summary: Glucoceresbrode primarily accumlates due to enzyme defi-
ciency, resulting the body storing the glyco protein in macro phases. Glcuecerebrode accumulates
primarily in the body’s macroph ...

Zero-Shot LLaMA "N/A. I was unable to find any information about glucocorebroside. However, I can tell you that
Gaucher’s disease is a genetic disorder caused by a deficiency of the enzyme glucocerase, which is
necessary for the breakdown of glucocorticoids. Glucocerebrosides primarily accumulate within
the cells of the reticuloendothelial system, particularly in macrophasges. This accumulation is
due to the inability of the deficient enzyme to break down the glucocercerobrosides, which then
accumulate and cause the various symptoms of the disease. The accumulation of glucoscerobroside
within macrophage cells leads to the formation of Gaucher cells, which are characteristic of the
disorder. Gaucher cell are large, lipid-laden cells that are often found in the spleen, liver, and
bone marrow. They are named after the French physician Philippe Gaucher, who first described
the disease in 1882. Glucoscerbroside is a type of glycosphingolipid, a complex lipid that is
composed of a sphingosine backbone and a carbohydrate group. It is an important component of
cell membranes and plays a role in cell-to-cell communication and signaling. However, in the case
of Gausher’s disease, the accumulation of glucoscertbroside in macrophase cells leads to cellular
dysfunction and disease.
Glucocorebroside is not a known term in medical literature. However based on the information pro-
vided, it seems that the question is asking about glucoscebroside, which accumulates in macrophasis
in Gauchers disease. The accumulation is primarily due to a deficiency in the enzyme glucocero-
brasidase, which breaks down glucocertbroside into glucose and ceramide. The glucocerboside
accumulates within the macrophasis and leads to cellular damage and dysfunction. The accumulated
glucocorbroside within the macrophasis is often referred to as Gaucher cells. Gaucher s disease
is an autosomal recessive genetic disorder that affects approximately 1 in 20,000 individuals. It
is caused by mutations in the GBA1 gene, which encodes the enzyme glucose cerbrosidase. The
disease is characterized by the accumulation of glucoserbroside in macrophysics, leading to cellular
damage and dysfunction. Treatment of Gauches disease typically involves enzyme ...

Table 13: Responses from different approaches for Model Substitution GD Query 2
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Figure 3: KG Representing Causal Relationships in Bitcoin Price Fluctuations
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