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Abstract
This study investigates intelligibility of non-compositional ex-
pressions in spoken context for five closely related Slavic lan-
guages (Belarusian, Bulgarian, Czech, Polish, and Ukrainian)
by native Russian speakers. Our investigation employs a web-
based experiment involving free-response and multiple-choice
translation tasks. Drawing on prior research, two factors
were examined: (1) linguistic similarities (orthographic and
phonological distances), and (2) surprisal scores obtained from
two multilingual speech representation (SR) models fine-tuned
for Russian (Wav2Vec2-Large-Ru-Golos-With-LM and Whis-
per Medium Russian). According to the results of Pearson cor-
relation and regression analyses, phonological distance appears
to be a better predictor of intelligibility scores than SR surprisal.
Index Terms: language intelligibility, non-compositional ex-
pressions, speech recognition

1. Introduction
Non-compositional expressions, which include idioms,
metaphors, and fixed phrases, diverge from the linguistic
principle of compositionality, which asserts that the meaning
of a whole expression comes from the meanings of its parts
[1]. Understanding non-compositional expressions extends
beyond compositional interpretation [2, 3] and often depends
on culture, context, or common understandings. Examples of
non-compositional expressions include idioms (e.g., English:
”to beat around the bush” meaning: to avoid answering a
question; to stall; to waste time), metaphors (Czech: ”Život
je jako jı́zda na horské dráze”, meaning ”Life is like a ride on
a roller coaster”), and certain fixed phrases (Bulgarian: "не
веднъж" transliterated as ”ne vednž”1, meaning ”not once”;
Russian: "в конце" transliterated as ”v konce”, meaning ”at
the end of”).

The intelligibility of non-compositional expressions in an
unfamiliar but closely related language is a challenging task,
which mainly depends on the mutual intelligibility of lan-
guages, i.e., the degree to which a speaker of one language
understands the speaker of another language [4]. The degree
of success in intelligibility also differs between spoken and
written modalities. In the spoken modality, the time avail-
able for auditory input processing is limited, whereas in the
written modality, one can jump back at will during visual in-
put processing [5]. Moreover, this difference depends on vari-
ous linguistic and non-linguistic factors varying between lan-
guages [6]. For example, a recent study by [7] investigated
the auditory intelligibility of idiomatic phrases, which is also
a type of non-compositional expression, in two closely related

1Here and further, we used ISO 9:1995 transliteration from Cyrillic.

Slavic languages, i.e., Polish and Russian. The study built on
measures of word adaptation surprisal, coupled with syntac-
tic distances (a measure of linguistic similarity) between non-
compositional expressions, to predict lay translators’ intelligi-
bility scores. However, the study did not include sentential con-
text, which could be an important factor in successful under-
standing of non-compositional language.

In this paper, we study the intelligibility of non-
compositional expressions in their spoken sentential context by
native Russian (RU) speakers across five unfamiliar but closely
related Slavic languages, i.e., Belarusian (BE), Ukrainian (UK),
Bulgarian (BG), Czech (CS), and Polish (PL). The languages
RU, BE, and UK belong to the sub-group of East Slavic lan-
guages, whereas CS and PL are West Slavic languages and BG
is a South Slavic language [8]. Notably, RU, BE, UK, and BG
use the Cyrillic script while CS and PL use the Latin script. We
conducted a web-based experiment with audio fragments con-
taining target non-compositional expressions in their sentential
context along with the written form of the non-compositional
expressions. While presenting written stimuli together with
their contextual sentences in audio may seem unconventional,
this scenario provides a controlled environment to isolate the
influence of spoken context. For instance, it enables us to com-
pare intelligibility between written and spoken contexts, offer-
ing insights into the dynamics of mutual intelligibility across
modalities. Studies with written modality and a combination of
the two modalities can be found in [9] and [4], respectively.

Our experiment includes two tasks: a free translation task
and a multiple-choice question task (MCQ) task. We analyze
the correspondences between the obtained intelligibility scores
(percentage of correct responses out of total responses) from the
two tasks and two predictive factors: 1) linguistic distances, and
2) surprisal scores from speech representation models. Surprisal
scores measure unpredictability by quantifying the negative log-
likelihood of encountering a unit given its preceding context
[10]. As the probability decreases, the surprisal increases, indi-
cating higher unexpectedness. Through these analyses, we aim
to explore which of the two factors affect and better predict in-
telligibility2.

2. Methodology
2.1. Experimental setup

2.1.1. Stimulus preparation

The materials for the audio fragments used in our experiments
were based on an existing dataset designed for analyzing non-

2The code and the data for this paper are available at the follow-
ing link: https://github.com/IuliiaZaitova/spoken-non-compositional-
expressions-slavic
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compositional expressions, encompassing 227 Russian expres-
sions with their translational correlates and two parallel bilin-
gual context sentences across the five target Slavic languages
[11]. For each Slavic language in the dataset, we selected a to-
tal of 60 expressions with their context sentences. The mean
number of tokens per sentence is as follows: BE: 15.3, BG:
14.9, CS: 11.3, PL: 13.6, and UK: 14.8.

In preparing the assumed incorrect translations, we relied
on word-by-word translations from the online bilingual Glosbe
Dictionary (https://glosbe.com). Additionally, for identifying
cognates, we consulted the etymological online dictionary of
the Russian language by Max Vasmer3. Including literal trans-
lations as incorrect options aims to offer insights into partici-
pants’ ability to move beyond surface-level comprehension and
engage with the deeper (non-compositional) meanings of the
expressions.

2.1.2. Audio preparation

The audio recordings of our non-compositional expressions
with their sentential context were obtained through self-paced
reading sessions with five speakers, each of whom was a na-
tive speaker of a target language. The three speakers for BG,
CS, and UK were female (Bulgarian, Czech, and Ukrainian),
and the other two for BE and PL were male. The speakers’ age
ranges between 21 and 29, with a mean age of 25. All audio
recordings were collected in an acoustically controlled environ-
ment, at a 44.1 kHz sampling rate in an uncompressed format.
The mean duration of each sentence recording across languages
is 6.88 sec for BE, 6.82 sec for BG, 4.59 sec for CS, 6.93 sec
for UK, and 6.10 sec for PL.

2.1.3. Participants

Overall, 118 subjects participated in our experiment, including
92 females, 41 males, and 1 person who identified as another
gender. The age of the participants ranged from 18 to 59, with a
mean age of 32. The participants were untrained in translation
and were recruited for participation in the experiment through
Prolific4, an online platform specializing in participant recruit-
ment for research purposes. We excluded the participants if they
had any knowledge of the target foreign language. Since the
Prolific platform is in English, we expected the participants to
be familiar with the Latin script used by CS and PL languages.

2.1.4. Experiment implementation

The experiment was conducted using a custom-built application
available online5. Participants were presented with instructions
in Russian about the tasks and procedures to follow. After fa-
miliarizing themselves with the task, participants registered on
the website hosting our web application and completed a ques-
tionnaire about their background and language skills. Only na-
tive Russian speakers without any knowledge of the five foreign
languages were included in the analysis.

We used 60 non-compositional expressions with sentential
context per language and split them into five subsets, each con-
taining 12 expressions. During the experiment, each participant
was exposed to five randomly selected sets, each of which be-
ing a subset for one of the five target languages (i.e., BE, UK,
BG, CS, and PL). This means each participant received 60 ex-

3https://lexicography.online/etymology/vasmer/
4https://prolific.com
5intercomprehension.coli.uni-saarland.de

pressions in total. Each subset was presented to each participant
only once to avoid repetition effects.

The selected 60 non-compositional expressions were pre-
sented in 60 separate trials. In each trial, participants were first
asked to listen to the audio containing a non-compositional ex-
pression and its sentential context by pressing the play button
and then to type a free translation for the target expression high-
lighted in the audio display bar as shown in Figure 1. The time
allocated for translating the highlighted non-compositional ex-
pression was based on a formula of 10 seconds per token plus an
additional 3 seconds per stimulus. Participants were allowed to
play each audio fragment of the sentence containing the target
non-compositional expression up to 3 times, which simulates a
real-life scenario of a listener asking to repeat what the speaker
said. After participants finished the free translation task for an
expression presented in its sentential context, they were imme-
diately asked to complete the multiple-choice question (MCQ)
task for the same expression, as shown in Figure 2. The task
contained two options for participants to choose from: (i) the
original non-compositional translation, and (ii) an alternative
word-by-word literal translation, which is an inaccurate transla-
tion of the expression in terms of semantics. Both options were
in Russian, and participants were asked to choose the most suit-
able one. The goal of the MCQ task was to test participants’
preferences for either the non-compositional (correct) option or
the literal (incorrect) option.

Figure 1: Experimental screenshot of the free translation task as
seen by Russian participants. The instruction on top is: ‘Trans-
late the highlighted words without using a dictionary’. Partic-
ipants’ translation is to be typed in the white box, which says
’Russian translation’. The Czech test expression is ’in spite of’.

2.2. Linguistic similarities

Previous research suggests that orthographic and phonological
distances are reliable predictors of cross-lingual intelligibility
[12, 5, 13]. It is expected that greater linguistic distances cor-
relate negatively with intelligibility scores since greater phono-
logical dissimilarity poses a challenge to mutual intelligibility.

Orthographic distance. Measuring the orthographic dis-
tance between modern Slavic languages could be challenging
due to the use of two writing scripts – Latin and Cyrillic. Nor-
malized Word Adaptation Surprisal (nWAS) quantifies the de-
gree of unexpectedness of a word form given a possibly related
word form and a set of transformation probabilities [14]. To
utilize the metric, we adapted the code and the orthographic
substitution costs computed for Slavic languages used in [15].

Phonological distance. Phonologically Weighted Leven-
shtein Distance (PWLD) quantifies the phonological similar-
ity between different phonemic sequences or word forms [16].
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Figure 2: Experimental screenshot of the MCQ task as seen by
Russian participants. The instruction on top says: ‘Translate
the highlighted words without using a dictionary’. Here, the
line below the sandclock says ’Choose the most suitable trans-
lation’. The Czech expressions translated to ’in spite of’. The
two Russian options are ’in spite of’ (non-compositional) and
’nonsense to that’ (literal).

This metric extends the string-based Levenshtein distance by
considering the cost of each phoneme substitution based on
their phonological features. We employ the same adaptation
of the original PWLD as the one proposed in [17]. The phone-
mic transcriptions for all non-compositional expressions in the
target languages and RU were obtained using CharsiuG2P, a
transformer-based tool for grapheme-to-phoneme conversion
[18].

2.3. Surprisal scores from speech representation models

We calculated sentence-level surprisal for all the audio frag-
ments (entire sentences containing non-compositional expres-
sions) presented in the experiment using two widely used
speech representation (SR) models, both accessible through
the HuggingFace Model Hub. The first one is Wav2Vec2-
Large-Ru-Golos-With-LM (Wav2vec) [19], a large-sized model
fine-tuned in Russian using Sberdevices Golos [20] with au-
dio augmentations. The second one is Whisper Medium Rus-
sian (Whisper), a medium-sized model fine-tuned using audio
data from the Open STT Russian Dataset [21]. Surprisal from
SR models serves as a proxy for the difficulty of processing
the audio fragment. The process of extracting surprisal us-
ing Python involved 1) preprocessing the audio, 2) generating
predictions, and 3) calculating surprisal by obtaining the nega-
tive log-likelihood of predicted probabilities for each unit in the
fragment.

3. Results and Discussion
3.1. Intelligibility scores

Figure 3 illustrates the intelligibility scores (percentage of cor-
rect responses out of total responses) for the free translation and
MCQ tasks, represented as the percentage of correct responses
out of total responses. Overall, participants performed worse
in the free translation task compared to the MCQ task. In both
tasks, the highest scores can be observed for BE and UK, which
aligns with previous studies on the intelligibility between Slavic
languages [22] and the fact that BE, UK, and RU belong to the
same sub-group of Slavic languages (see Section 1). When it
comes to the MCQ task, aside from BE and UK, BG also shows
a relatively high intelligibility score and outperforms CS and

Table 1: Pearson correlation coefficients between experiment
scores and four predictive variables

Intelligibility scores in free translation task
nWAS PWLD Wav2vec Whisper

All -0.178*** -0.403*** 0.404*** 0.223***
BE -0.210 (NS) -0.300* 0.054 (NS) 0.427***
UK -0.054 (NS) -0.558*** 0.355** 0.120 (NS)
BG -0.339** -0.445*** 0.243 (NS) 0.099 (NS)
PL -0.012 (NS) -0.284* 0.030 (NS) 0.039 (NS)
CS -0.006 (NS) -0.093 (NS) 0.009 (NS) 0.232 (NS)

Intelligibility scores in MCQ task
nWAS PWLD Wav2vec Whisper

All -0.259*** -0.415*** 0.399*** 0.193***
BE -0.200 (NS) -0.225 (NS) 0.167 (NS) 0.393**
UK -0.395** -0.623*** 0.465*** 0.142 (NS)
BG -0.323* -0.330* 0.318* 0.056 (NS)
PL 0.183 (NS) -0.354** -0.058 (NS) 0.194 (NS)
CS -0.219 (NS) -0.423*** -0.136 (NS) 0.064 (NS)

*=p< .05, **=p< .01, ***=p< .001, NS=Not Significant

PL. This could be attributed to the use of the Cyrillic script in
both BG and RU, which likely improves the scores in the MCQ
task, where participants have to map the target expression to two
written options. However, as BG and RU are not from the same
sub-group of Slavic languages, participants may not be able to
use the auditory information to achieve better performance in
the free translation task. Interestingly, the intelligibility scores
of free translation task in this study (in the spoken context) are
higher in comparison to the written experiment described in [9].
We hypothesize that the presence of both spoken and written
forms of the expression may aid in better comprehension.

BE UK BG PL CS
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Figure 3: Intelligibility scores of Free Translation and MCQ
Responses.

3.2. Correlation of intelligibility scores with linguistic fac-
tors and surprisal scores

For each experimental task, we correlated the intelligibility
scores with the two linguistic distance variables 1) Phonolog-
ically Weighted Levenshtein Distance (PWLD) and 2) Normal-
ized Word Adaptation Surprisal (nWAS). We also correlated the
scores with the audio surprisal from Wav2vec and Whisper, as
described in Section 2.3. The results are presented in Table 1.
The results were calculated on the basis of all target languages
jointly as well as for each language separately.

Regarding the results of linguistic similarities, the analy-
sis of all languages jointly shows that both PWLD and nWAS
have a significant Pearson correlation with intelligibility scores
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in both tasks. The highest correlation for intelligibility score in
the MCQ task is the correlation with PWLD. When taking lan-
guages individually, we can again observe a significant negative
correlation with PWLD in both tasks for most of the languages.
However, for BE, there is only a non-significant correlation with
PWLD, which potentially indicates that phonological distance
may not be a dominant factor influencing intelligibility in this
specific language. As for nWAS, a significant correlation is
only observed for BG in both free translation and MCQ tasks,
as well as for UK but only in the MCQ task. Notably, these
two languages and RU use the Cyrillic script, which makes or-
thographic mapping more straightforward. The negative corre-
lations of intelligibility scores with linguistic similarities align
with the expectation that greater phonological and orthographic
dissimilarity poses challenges for intelligibility, as mentioned in
Section 2.2.

Regarding the results of SR surprisal, when all languages
are combined, the highest absolute correlation of intelligibility
scores can be observed with Wav2vec surprisal in the free trans-
lation task. For BE and UK, languages that belong to the same
sub-group of Slavic languages as RU, we can observe a positive
correlation with SR model surprisal in both tasks. For BE, the
correlation with the Whisper model surprisal outperforms all
the other variables. The positive association between surprisal
and improved intelligibility seems counterintuitive at first. A
possible explanation is the transferability of linguistic features
in closely related languages. Languages like BE and UK share a
considerable amount of linguistic similarity with RU. The pos-
itive correlation with surprisal scores suggests that the models
are capturing linguistic structures common to these languages,
and surprisal scores only function when these linguistic struc-
tures are similar enough. When a language is rather different
from RU, the model might perceive the audio input of that lan-
guage as noise continuously and thus produce lower surprisal.

3.3. Stepwise regression for predicting intelligibility scores
using linguistic factors and surprisal scores

We further analyzed the intelligibility score by conducting step-
wise regression analyses with intelligibility scores as the depen-
dent variable for the two tasks separately. The analyses were
performed to identify the effect of joint predictors. The results
for the best performing models of the stepwise analyses are pre-
sented collectively for all languages and for each language in-
dividually for each task. We present only significant results of
these best-performing models in Table 2. As shown in Table
2, the amount of explained variance is generally low. When
it comes to the model for all languages, all predictors play a
significant role. However, the languages with the lowest intel-
ligibility scores (CS and PL) do not incorporate surprisal from
the models as predictors. Also, for CS, we did not observe any
significant predictors in the best-performing model in the free
translation task. These results potentially indicate that spoken
context is less helpful for more distant languages.

3.4. Limitations

While this study contributes valuable insights into cross-lingual
intelligibility of non-compositional expressions in spoken con-
text, certain limitations should be acknowledged. First of all,
the study relies on a specific group of participants, namely na-
tive Russian speakers, which might limit the generalizability of
the findings. Secondly, for our analyses, we use SR models
fine-tuned specifically for Russian. Generalizing the findings to
other languages should be done cautiously. Moreover, the stim-

Table 2: Stepwise regression analysis

Intelligibility scores in free translation task
Predictor R2coeff t-value p-value

All nWAS -5.157 0.000
+PWLD -9.583 0.000
+Wav2vec 11.828 0.000
+Whisper 0.3 5.606 0.000

BE Whisper 0.24 3.165 0.003
UK nWAS 2.083 0.042
BG nWAS -2.015 0.049

+PWLD 0.29 -2.888 0.006
PL PWLD 0.09 -2.227 0.030

Intelligibility scores in MCQ
Predictor R2coeff t-value p-value

All nWAS -3.991 0.000
+PWLD -9.126 0.000
+Wav2vec 11.68 0.000
+Whisper 0.31 4.376 0.000

BE Whisper 0.2 2.800 0.007
UK PWLD -4.367 0.000
BG nWAS -2.128 0.038

+Wav2vec 0.25 2.472 0.017
PL PWLD 0.21 -2.912 0.005
CS PWLD 0.19 -2.939 0.005

uli used in the experiment may introduce a gender bias. The
three speakers for Bulgarian, Czech, and Ukrainian were fe-
male, while the two for Belarusian and Polish were male. This
mixture of genders over speakers may potentially influence par-
ticipants’ perceptions. Acknowledging these limitations is cru-
cial for interpreting the study’s results.

4. Conclusion
In this study, we presented the results of a web-based exper-
iment on the intelligibility of non-compositional expressions
from Belarusian, Bulgarian, Czech, Polish, and Ukrainian in
spoken context by native Russian speakers. The experiment
consisted of two tasks, i.e., a free translation task and a multiple-
choice task.

We observed that the intelligibility scores in both tasks
are highest for Belarusian and Ukrainian, languages within the
same (East Slavic) sub-group as Russian, followed by Bulgarian
(South Slavic), and lowest for Czech and Polish (West Slavic).
The intelligibility scores can be better explained by the phono-
logical distance between the target non-compositional expres-
sions and the correct Russian non-compositional expressions.
Additionally, for Belarusian and Ukrainian, languages that are
closer to Russian compared to the other three languages, sur-
prisal extracted from speech representational models fine-tuned
on Russian was found to be a significant predicting factor. How-
ever, surprisal is not a significant predictor of intelligibility for
languages that are more distant from Russian (i.e., Czech and
Polish). Future work will include further exploration of intel-
ligibility for these non-compositional expressions in different
language groups and across various modalities.
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“Modeling the impact of syntactic distance and surprisal on cross-
Slavic text comprehension,” in Proceedings of the Thirteenth Lan-
guage Resources and Evaluation Conference. Marseille, France:
European Language Resources Association, Jun. 2022, pp. 7368–
7376.
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