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ABSTRACT

Offline Safe Reinforcement Learning (RL) seeks to address safety constraints
by learning from static datasets and restricting exploration. However, these ap-
proaches heavily rely on the dataset and struggle to generalize to unseen scenar-
ios safely. In this paper, we aim to improve safety during the deployment of
vision-based robotic tasks through online fine-tuning an offline pretrained pol-
icy. To facilitate effective fine-tuning, we introduce model-based RL, which is
known for its data efficiency. Specifically, our method employs in-sample op-
timization to improve offline training efficiency while incorporating reachability
guidance to ensure safety. After obtaining an offline safe policy, safe policy ex-
pansion approach is leveraged for online fine-tuning. The performance of our
method is validated on simulation benchmarks with five vision-only tasks and
through real-world robot deployment using limited data. It demonstrates that our
approach significantly improves the generalization of offline policies to unseen
safety-constrained scenarios. To the best of our knowledge, this is the first work
to explore offline-to-online RL for safe generalization tasks. The videos are avail-
able at https://sites.google.com/view/safefinetune/home.

1 INTRODUCTION

Offline Reinforcement Learning (RL) has been widely studied within the academic community (Wu
et al., 2019; Fujimoto et al., 2019; Kostrikov et al., 2021; Kumar et al., 2020), using pre-collected
datasets to learn policies without exploration (Levine et al., 2020). At the offline training stage,
safety constraints can be incorporated into policy learning, which focuses on learning to be safe
rather than learning safely. In this way, offline trained policy is promising to avoid constraint vi-
olations during online deployment. However, offline datasets cannot fully simulate complicated
real-world environments and will cause out-of-distribution (OOD) issues in the case of unseen data
(Kumar et al., 2020). Such generalization tasks are significant challenges for offline learning and
safe learning.

This paper aims to explore the design of a practical safe RL algorithm that can both leverage offline
data and quickly adapt to novel environments while maintaining safety properties. A straightforward
way is to train a safe RL policy on offline data. However, the offline trained policy is prone to dis-
tribution shift issues, making it hard to apply to unseen environments due to severe safety constraint
violations. Hence, a safe offline-to-online training mechanism is necessary to improve generaliza-
tion. We consider utilizing model-based methods to complete generalization as quickly as possible.
Model-based RL has proven to be a powerful tool to enhance sample efficiency by constructing a
world model of the environment (Hafner et al., 2019a; Cang et al., 2021; Hafner et al., 2019b; 2020;
2023). The world model reduces random explorations by predicting the outcomes of different ac-
tions, leading to a fast convergence speed during online fine-tuning after minimal interactions (Feng
et al., 2023). Moreover, it significantly improves action safety in high-dimensional tasks such as
vision-based operations due to its prediction ability (As et al., 2022; Huang et al., 2023). Thus, we
leverage its advantages to address the safe generalization problem in real-world deployment.

We consider a framework of pretraining an offline safe policy with a world model and then directly
fine-tuning it during online interactions. However, such a strategy usually causes degradation of pol-
icy performance and a lack of safety after fine-tuning (Nair et al., 2020). The main reason lies in too
many mixed constraints (both soft and hard), such as safety constraints and behavior regularization,

1

https://sites.google.com/view/safefinetune/home


054
055
056
057
058
059
060
061
062
063
064
065
066
067
068
069
070
071
072
073
074
075
076
077
078
079
080
081
082
083
084
085
086
087
088
089
090
091
092
093
094
095
096
097
098
099
100
101
102
103
104
105
106
107

Under review as a conference paper at ICLR 2025

World Model

𝜋(𝑎|𝑠)

𝑎𝑠, 𝑟, 𝑐

Generalization 
Tasks𝜋 = {𝜋𝑜𝑓𝑓𝑙𝑖𝑛𝑒 , 𝜋𝑜𝑛𝑙𝑖𝑛𝑒}

Offline pretrain

𝓓

Dataset

Online fine-tuning

𝑠0

𝑝𝜃 𝑠, 𝑎
𝜋(𝑎|𝑠)

ො𝑎1, Ƹ𝑠1, Ƹ𝑟1, Ƹ𝑐1

Ƹ𝑠1 …

𝑥0

𝑝𝜃 𝑠, 𝑎
𝜋(𝑎|𝑠)

ො𝑎2, Ƹ𝑠2…

𝐫𝐨𝐥𝐥𝐨𝐮𝐭

𝐨𝐟𝐟𝐥𝐢𝐧𝐞
𝐫𝐞𝐠𝐮𝐥𝐚𝐭𝐢𝐨𝐧

Real World

𝐩𝐨𝐥𝐢𝐜𝐲 𝐞𝐱𝐩𝐚𝐧𝐬𝐢𝐨𝐧

𝜋𝑜𝑛𝑙𝑖𝑛𝑒(𝑎|𝑠)
Q(𝑠, 𝑎)

𝑃 𝜔 =
𝑒 ෨𝑄(𝑠,𝑎)/𝛼

σ𝑎𝑖∈𝐴
𝑒
෨𝑄(𝑠,𝑎𝑖)/𝛼

𝑎
𝐬𝐞𝐥𝐞𝐜𝐭 𝐮𝐩𝐝𝐚𝐭𝐞

𝐬𝐚𝐟𝐞 𝐭𝐫𝐚𝐧𝐬𝐟𝐞𝐫

𝐟𝐢𝐧𝐞−𝐭𝐮𝐧𝐢𝐧𝐠

Figure 1. Fine-tuning offline safe policy through world models. We propose a framework for
offline pretraining and online fine-tuning the world model. We first pretrain the agent by offline
dataset and rollouts generated from world models. The grey section depicts the architecture of the
world model: it first encodes an image observation into its latent state s0, then, for each latent
state, generates an action using the policy, as well as predicts the reward, cost, and next state. In the
offline-to-online phase, we employ policy expansion to initialize a new policy for online fine-tuning.
The pretrained Q-value is leveraged to construct a softmax probability distribution. Then, we select
an action by this distribution for the agent to safely interact with the real world, generalizing it to
novel tasks.

making it difficult to ensure both optimality and safety. Meanwhile, the world model will introduce
prediction errors due to the distribution shift during the fine-tuning on unseen tasks, leading to in-
creasing safety risks. Therefore, we seek to handle mixed constraints and use the offline safe policy
as guidance for online correction. Based on this key insight, we propose FOSP (Fine-tuning Offline
Safe Policy through World Models), which enhances offline safe training and bridges model-based
offline training with online fine-tuning without constraints violations, as shown in Figure 1.

max
𝜋

𝐸[𝑢 𝑠 𝑓 𝐴𝑟 𝑠, 𝑎 − 1 − 𝑢 𝑠 𝑓(𝐴𝑐 𝑠, 𝑎 )]

𝐢𝐧𝐟𝐞𝐚𝐬𝐢𝐛𝐥𝐞 𝐬𝐞𝐭 𝐟𝐞𝐚𝐬𝐢𝐛𝐥𝐞 𝐬𝐞𝐭

𝐠𝐨𝐚𝐥 𝐬𝐚𝐟𝐞 𝐭𝐫𝐚𝐧𝐬𝐢𝐭𝐢𝐨𝐧

𝐫𝐞𝐞𝐧𝐭𝐞𝐫 𝐭𝐫𝐚𝐧𝐬𝐢𝐭𝐢𝐨𝐧 𝐮𝐧𝐬𝐚𝐟𝐞 𝐭𝐫𝐚𝐧𝐬𝐢𝐭𝐢𝐨𝐧

Figure 2. Safety insurance in
FOSP. We enable a safe policy
to predict the probability of con-
straint violations in the future. It
can maintain persistent safety in
the feasible set and reenter the fea-
sible set as soon as possible when
in the infeasible set.

Taking advantage of SafeDreamer (Huang et al., 2023), a safe
version of DreamerV3 (Hafner et al., 2023), we employ world
models to optimize both offline and online RL, significantly
improving data utilization efficiency. Specifically, during of-
fline pretraining, our approach leverages in-sample optimiza-
tion to update the Q-value conservatively in order to deal with
the value overestimation. We also consider safe constraints
with a feasibility-guided method, while simultaneously using
the reachability estimation function to address the mixed con-
straints involved in this problem, as illustrated in Figure 2.
Moreover, we adopt the safe policy expansion (Zhang et al.,
2023) to bridge offline and online algorithms, avoiding per-
formance drops during the initial stage and suboptimality with
nearly zero violations. In this way, FOSP balances the trade-
off between optimal performance and constraint violations, al-
lowing for safe fine-tuning on generalization tasks.

To evaluate our method, we design experiments across numer-
ous Safety-Gymnasium (Ji et al., 2023) tasks and real-world
robotic arms including offline training and online fine-tuning.
For simulation tasks, experimental results show robust performance in both offline and online fine-
tuning phases and achieve nearly zero cost, outperforming prior RL algorithms. Furthermore, we
deploy FOSP in real-world experiments, utilizing a Franka manipulator to perform trajectory plan-
ning tasks. It turns out that our method’s ability across tasks with different safety regions can be
transferred to unseen safety-critical scenarios through few-shot fine-tuning.
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We summarize our contributions as follows: (1) To the best of our knowledge, FOSP is the first
approach that tackles safe generalization tasks by offline-to-online RL. (2) It handles the trade-off
between the performance and constraints satisfaction across offline and online training phases on
various vision-only tasks. (3) In real-world deployment, it does not need sim-to-real transfer and
can be safely fine-tuned in unseen safety-constrained scenarios. (4) It can solve offline-to-online
safe RL adaptation by only a few trials while maintaining safety.

2 RELATED WORKS

Offline-to-online RL Offline RL, which trains a policy by leveraging a large amount of exist-
ing data, is valuable to real-world scenarios (Wu et al., 2019; Fujimoto et al., 2019). Prior of-
fline RL works focus on addressing the distribution shift and value overestimation problem (Yu
et al., 2020; 2021; Rafailov et al., 2021; Kumar et al., 2020; Kidambi et al., 2020; Fujimoto & Gu,
2021). Recently, in-sample methods have demonstrated their robust performance by avoiding out-of-
distribution (OOD) state-action pairs (Kostrikov et al., 2021; Xu et al., 2023; Garg et al., 2023; Peng
et al., 2019; Nair et al., 2020; He et al., 2024; Yang et al., 2024). Unlike training solely on offline
data, offline-to-online RL involves further fine-tuning the offline policy online. And many offline
RL algorithms have extended to online fine-tuning (Kostrikov et al., 2021; Nair et al., 2020). But
these methods have shown that the more effective the offline RL method is, the worse online fine-
tuning performance is (Xiao et al., 2023). Some previous works have explored how to effectively
fine-tune from offline pretrained policy, including balanced sampling in replay buffer (Lee et al.,
2022b), policy calibrating (Nakamoto et al., 2024; Rudner et al., 2021), and parameter transferring
(Xie et al., 2021; Rajeswaran et al., 2017). However, existing solutions are restricted by policy tran-
sitions or the need to estimate the density of the online policy distribution (Zhao et al., 2022). PEX
(Zhang et al., 2023) is an approach that bridges offline and online algorithms and is adaptive for
fine-tuning different online methods with offline policy guidance. We extend it to safe algorithms
that not only improve the performance but also ensure safety, for it is shown as an effective approach
in offline-to-online training.

Safe RL Safe RL focuses on optimizing objectives with different constraints (Altman, 2021).
Many methods are based on policy search algorithms that ensure adherence to near-constraints iter-
atively (Achiam et al., 2017) and Lagrangian methods that convert it to an unconstrained problem to
solve (Chow et al., 2018; Ding et al., 2020; Tessler et al., 2018). Model-based RL methods utilize
world models for action selection so that they ensure safety by background planning. Some recent
works are trying to address challenges remaining in vision-input tasks (Sikchi et al., 2022; Hansen
et al., 2022; Hafner et al., 2019b). LAMDBA (As et al., 2022) is a method extending DreamerV1
(Hafner et al., 2019a) to safe RL by using augmented Lagrangian. Safe-SLAC (Hogewind et al.,
2022) incorporating the Lagrangian method into SLAC (Lee et al., 2020) improves the computa-
tion complexity of LAMBDA. SafeDreamer (Huang et al., 2023) is the latest work in safe model-
based reinforcement learning. It enhances safety in online or background planning with DreamerV3
(Hafner et al., 2023), achieving state-of-the-art (SOTA) performance. However, prior works only
aim to address issues in the online setting, which cannot avoid costs incurring during exploration in
the real world. By contrast, some safe offline RL can learn policies from offline datasets by using
OOD action detection (Cao et al., 2024; Xu et al., 2022; Li et al., 2022), DICE-based theory (Lee
et al., 2022a), and sequence modeling (Lin et al., 2023; Liu et al., 2023). Nonetheless, they only
utilize soft constraints which sometimes can not effectively decrease constraint violations. Some
works consider the hard constraints by using control theory methods such as control barrier func-
tion (CBF) (Choi et al., 2020) and HJ reachability (Zheng et al., 2023; Yu et al., 2023; Ganai et al.,
2024; Fisac et al., 2019). Our work draws from these works and unifies all the constraints with
model-based background planning, continuing the CMDP paradigm that satisfies safety constraints
in expectation.

3 PRELIMINARIES

World Model Our work extends DreamerV3 (Hafner et al., 2023), a powerful and robust baseline
model-based RL using world model and actor-critic. It has the ability to model high-dimensional
observations of the environment and increase the data efficiency of RL. The world model learns com-
pressed image input representations and predicts future states and rewards sequences for decision-
making. It is implemented as a Recurrent State-Space Model (RSSM) (Hafner et al., 2019b). First,
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the model maps the high-dimensional observations xt to stochastic states zt. And deterministic
latent states ht are predicted by zt and actions at. By concatenating both of them, we get the model
state st “ tht, ztu. Finally, we facilitate st to predict the next observations and rewards. Due to the
safety considered in the environment, we add a cost decoder to the original model. All components
in the world model are as follows:

latent encoder: zt „ qθpzt | ht,xtq
deterministic state: ht “ fθpzt´1,ht´1,at´1q

stochastic state: ẑt „ pθpzt | htq

observation decoder: x̂t „ pθpxt | zt,htq
reward decoder: r̂t „ pθprt | zt,htq
cost decoder: ĉt „ pθpct | zt,htq

The model is trained end-to-end by the ELBO or variational free energy of a hidden Markov model
loss function with KL balancing:

Lmodelpθq “ Eτ„D

”

T
ÿ

t“1

´ ln pθpxt | stq ´ ln pθprt | stq ´ ln pθpct | stq`

DKLrsgpqθpzt|ht,xtqq||pθpzt|htqs ` βDKLrqθpzt|ht,xtq||sgppθpzt|htqqs

ı

. (1)

The stop-gradient operator sgp¨q makes the representations more predictable in the imagination train-
ing.

Safe Model-based RL Safe RL is frequently formulated as a Constrained Markov Decision Pro-
cess (CMDP) M “ pS,A,P,R, C, µ, γq (Altman, 2021) with discrete time steps t P t0, . . . , T u. S
and A denote the state and action space. Pps1|s,aq represents the transition probability from s1 to
s under action a. R is reward space that maps S ˆ A to R. And C is a cost function set contain-
ing cost functions c : S ˆ A Ñ r0, Cmaxs. µp¨q : S Ñ r0, 1s is the initial state distribution and
γ P p0, 1q is the discount factor. Given a policy distribution πψ , the cost state value function V c, and
cost action-state value function Qc are defined by V cpsq “ Eτ„πψ r

řT
t“0 γ

tcpst,atqs, Qcps,aq “

Eτ„πψ r
řT
t“0 γ

tcpst,atqs like the common MDP. We define the finite-horizon reward function and
cost function as follows:

JRpπψq “ Eat„πψ,st`1„pθ,s0„µ

«

T
ÿ

t“0

rt
∣∣s0

ff

, (2)

JC
i pπψq “ Eat„πψ,st`1„pθ,s0„µ

«

T
ÿ

t“0

cit
∣∣s0

ff

ď di, @i P t1, . . . , Cu, (3)

where i denotes different safety constraints we want to avoid and di are cost thresholds. Therefore,
our safe model-based RL problem can be formulated as follows:

max
ψ

JRpπψq s.t. JC
i pπψq ď di, @i P t1, . . . , Cu. (4)

Reachability Estimation Function RESPO (Ganai et al., 2024) first introduced the reachability
estimation function to capture the probability of constraint violations. Suppose that the set Sv is a
constraint violation set defined in the state space S, containing all states that violate the constraints.
The reachability estimation function (REF) uπ : S Ñ r0, 1s can be defined as:

uπpsq :“ Eτ„π

”

max
stPτ

1tpst|s0, πq P Svu

ı

(5)

The value maxstPτ 1tpst|s0, πq P Svu is defined on specific trajectory. It equals 1 if existing
violations and 0 otherwise.

4 METHODS

In this section, we introduce FOSP for fine-tuning safe actions with offline pretrained world models.
According to Figure 1, we first train an offline safe policy and subsequently fine-tune it online.
In Section 4.1, we address the Q-value overestimation in offline learning by utilizing in-sample
optimization to train the critic network Qϕps,aq. In Section 4.2, to balance the trade-off between
performance and constraint violations during offline training, we employ the reachability estimation
function to train the safe actor πψpsq. In Section 4.3, the policy is online fine-tuned by safe policy
expansion, which helps mitigate the performance drop and enables further improvements. The whole
algorithm can be found in Appendix C.
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4.1 IN-SAMPLE OPTIMIZATION FOR OFFLINE TRAINING

Value overestimation is an extensive challenge in offline RL due to the distribution shift between
the state-action pairs from the dataset and generated by the learned policy. This issue becomes
even more pronounced in model-based offline RL algorithms, where both the policy and a dynamics
model pθ are learned from the offline data. It not only amplifies value overestimation but also
causes additional complications in estimating the latent dynamics and predicting future returns,
further impacting the overall performance. To mitigate these challenges, we propose the in-sample
optimization as a solution.

First, we consider a sequence of data B “ px1:T ,a1:T , r1:T , c1:T q sampled from the offline dataset.
Then, the model generates latent states s01:T „ qθps1:T |h1:T ,x1:T q, which are used as initial states
ŝ01:T to generate rollouts:

âh1:T „ πψpa|ŝh1:T q, ŝh`1
1:T „ pθps|âh1:T , ŝ

h
1:T q, r̂h1:T „ pθpr|ŝh1:T q, ĉh1:T „ pθpc|ŝh1:T q, (6)

where h represents the horizon of the generated sequence. We use Qϕps,aq as the critic network.
Motivated by Implicit Q-learning (IQL) (Kostrikov et al., 2021), we only use in-sample actions as
calculated components of λ-return. Due to out-of-distribution actions from πψpsq, a high Q-value
from Qϕ doesn’t always mean the action will lead the agent to a desirable state. Thus, a separate
value network Vφpsq “ Ea„πψp¨|sqrQϕps,aqs only conditioned on states is proposed to mitigate
the out-of-distribution issue. It approaches the action distribution expectation of Q-value and can be
optimized by expectile regression:

LV pφq “ Eτ„D,πψ,pθ

”

|κ´ 1tQϕpŝjt , â
j
t q ´ Vφpŝjt q ă 0u|pQϕpŝjt , â

j
t q ´ Vφpŝjt qq2

ı

, (7)

where κ P p0, 1q is a constant. We use rollouts in equation 6 to estimate returns by TD(λ) and update
the critic by equation 9.

RHt “ VφpŝHt q, Rht “ r̂ht ` γpp1 ´ λqVφpŝht q ` λRh`1
t q, (8)

L1
Qpϕq “ ´

1

HT
Eτ„D,πψ,pθ

”

T
ÿ

t“1

H
ÿ

h“1

pQϕpŝht , â
h
t q ´Rht q2

ı

, (9)

where H is the horizon of the model and h ď H . It is noted that the λ-return in equation 9 is esti-
mated solely through the generated rewards. However, during the early stages of offline training, the
world model may not be able to generate accurate rewards. The real rewards from the offline dataset
can better guide the critic’s learning process. Therefore, we add equation 10 as a regularization term
to the critic loss to improve learning efficiency:

L2
Qpϕq “ ´

1

T
Eτ„D,πψ,pθ

”

T
ÿ

t“1

rQϕps0t ,atq ´ prt ` γVφps0t`1qqs2
ı

, (10)

where at, rt are from the offline dataset and the final critic loss becomes

LQpϕq “ L1
Qpϕq ` L2

Qpϕq, (11)

4.2 REACHABILITY ESTIMATION FUNCTION AS SAFETY GUARANTEE

To ensure the safety of the policy, prior works consider adopting the relaxation of the Lagrangian
multiplier method (Stooke et al., 2020). The optimization problem on equation 4 can be transformed
into an unconstrained problem with the Lagrangian multiplier λi:

max
πψ

min
λiě0

JRpπψq ´ λipJ
C
i pπψq ´ diq, @i P t1, . . . , Cu. (12)

However, the soft constraints will still lead to a certain chance of violation, which is exacerbated
in the offline setting due to the difficulty in estimating the cost values. Hence, we replace soft
constraints with hard constraints by the feasibility guidance approach (Yu et al., 2022). The feasible
states are included in the feasible set Sf psq :“ ts|V cφpsq “ 0u. Then we can divide the optimization
problem into two parts: the feasible part and the infeasible part.

For the feasible part, we want the agent to maintain safety within the feasible set and maximize
the reward return. For the infeasible part, we want the policy to violate the constraints as little as

5



270
271
272
273
274
275
276
277
278
279
280
281
282
283
284
285
286
287
288
289
290
291
292
293
294
295
296
297
298
299
300
301
302
303
304
305
306
307
308
309
310
311
312
313
314
315
316
317
318
319
320
321
322
323

Under review as a conference paper at ICLR 2025

possible and return to the feasible set. As the safe offline RL problem has another objective to
optimize: DKLpπψ||πbq (πb is the behavior policy), we can reformulate the problem as follows:

Feasible part: max
πψ

Es

”

V rφ psq ¨ 1ts P Sfu

ı

, s.t. V cφpsq “ 0, DKLpπψ||πbq ď ϵ, (13)

Infeasible part: max
πψ

Es

”

´ V cφpsq ¨ 1ts R Sfu

ı

, s.t. DKLpπψ||πbq ď ϵ. (14)

Note that the policy constraint DKLpπψ||πbq ď ϵ is a soft constraint, which complicates the feasible
part problem due to coupled hard and soft constraints. Thus, we use the reachability estimation
function uπpsq “ Eτ„πr1´maxstPτ p1tpst|s0, πq P Svuqs from RESPO (Ganai et al., 2024), where
Sv and Sf are complementary. This function helps handle the mixed constraints by prioritizing the
hard constraints and also assists the agent in reentering the feasible region even when it ventures
into the infeasible region. And the problem becomes:

max
πψ

Es

”

V rφ psq ¨ uπψ ´ V cφpsq ¨ p1 ´ uπψq

ı

, s.t. V cφpsq “ 0, DKLpπψ||πbq ď ϵ. (15)

To simplify the constraints, we introduce Augmented Lagrangian with a proximal relaxation method.
Meanwhile, we leverage advantage functions Arps,aq “ Qrϕps,aq ´ V rφ psq and Acps,aq “

Qcϕps,aq ´ V cφpsq to assess the influence of actions on the value function according to Proposi-
tion 1. The final problem can be formulated as follows:

max
πψ

Es

”

pArps,aq´ΦpV cφpsq, λkp, µ
kqq¨uπψ´Acps,aq¨p1´uπψq

ı

, s.t. DKLpπψ||πbq ď ϵ. (16)

Φ
`

V cφ , λ
k
p, µ

k
˘

“

$

&

%

λkpV
c
φ `

µk

4 pV cφq2 if λkp `
µk

2 V
c
φ ě 0,

´
pλkpq

2

µk
otherwise .

(17)

where λkp and µk are Lagrange multipliers. We can finally obtain a closed-form solution of πψ , which
we can use to extract the optimal policy (Zheng et al., 2023). (For more details see Appendix.A.2)

π˚pa|sq “
1

Z
w ¨ πbpa|sq, (18)

where w “ uπψ ¨ exppβ1A
rps,aqq ` p1 ´ uπψq ¨ expp´β2A

cps,aqq. (19)
and the policy loss is as follows:

Lπpψq “ ´Eτ„D

”

T
ÿ

t“1

pw ¨ log πψpat|stq ` ηErπψpat|stqsq ´ ΦpV cφpsq, λkp, µ
kq ¨ uπψ

ı

, (20)

where η, β1, β2 are hyperparameters, E is the entropy. For critic learning, we use the same way to
train cost critic Qcϕ1 ps,aq and cost value V cφ1 psq as Section 4.1.

4.3 SAFE POLICY EXPANSION FOR WORLD MODELS FINE-TUNING

We aim to improve performance and generalize the learned policy to similar tasks while maintaining
the safety learned from the offline policy through online fine-tuning. However, applying online safe
RL algorithms for fine-tuning often leads to initial performance drops and constraint violations,
probably caused by the distribution shift between the offline and online data (Lee et al., 2022b).
Conversely, directly fine-tuning the original offline RL algorithm typically exhibits worse online
performance due to their conservative design (Kostrikov et al., 2021; Kumar et al., 2020). Therefore,
we try to bridge offline-online RL by safe policy expansion.

Suppose that πψ is the offline learned policy. Rather than directly fine-tuning it in the online stage,
we optimize a new policy πψ1 by gradually learning from frozen prior policy πψ . Concretely, given
a current state s, an action set from which actions are selected is composed of actions generated by
two policies: A “ taψ „ πψpsq,aψ1 „ πψ1 psqu. The actions are then probabilistically selected
based on their potential utilization value (Zhang et al., 2023):

P pωqrks “
exppQ̃ps,akq{αq

exppQ̃ps,aψq{αq ` exppQ̃ps,aψ1 q{αq
, @k P tψ,ψ1u, (21)
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Table 1. Offline-to-online results. Reward return and cost return of methods in offline-to-online
fine-tuning (1M steps for offline and 0.5M steps for online fine-tuning). We report the mean value
of 5 independent runs with different seeds.

FOSP(Ours) Recover-RL DreamerV3 SafeDreamer
Tasks Reward Ò Cost Ó Reward Ò Cost Ó Reward Ò Cost Ó Reward Ò Cost Ó

PointGoal1 18.7Ñ21.5 1.4Ñ0.2 5.4Ñ12.6 1.8Ñ0.8 17.4Ñ25.8 82.3Ñ85.1 12.7Ñ19.2 1.5Ñ0.02
PointButton1 14.7Ñ18.1 9.5Ñ2.1 5.4Ñ6.3 10.3Ñ2.8 15.1Ñ20.8 167.7Ñ157.9 8.9Ñ10.7 10.2Ñ4.5
PointPush1 4.0Ñ13.2 18.1Ñ0.1 0.4Ñ3.8 24.8Ñ0.5 2.3Ñ14.6 30.9Ñ26.3 1.3Ñ10.3 17.8Ñ0.12
PointGoal2 8.1Ñ13.5 7.5Ñ0.23 0.5Ñ2.7 53.2Ñ0.3 9.5Ñ18.9 367.1Ñ290.2 3.6Ñ12.7 8.6Ñ0.3
CarGoal2 10.1Ñ14.5 1.6Ñ0.07 4.6Ñ8.9 0.6Ñ0.13 16.7Ñ24.1 231.0Ñ287.9 6.9Ñ9.8 0.7Ñ0.09

Average 16.6 0.54 6.7 0.91 20.8 171.1 12.5 1.01

Table 2. Compare with online algorithms. We compare our method with some online-only algo-
rithms. SafeDreamer(+planning) was trained online for 0.5M steps and CPO and PPO-Lagrangian
were trained for 10M training steps until they converged. We report the mean value of 5 independent
runs with different seeds.

FOSP(Ours) SafeDreamer(+planning) CPO PPO-Lag
Tasks Reward Ò Cost Ó Reward Ò Cost Ó Reward Ò Cost Ó Reward Ò Cost Ó

PointGoal1 21.5 0.2 20.1 0.6 22.3 45 19.5 29
PointButton1 18.1 2.1 12.4 5.5 17.1 76 5.3 25
PointPush1 13.2 0.1 8.1 0.7 3.7 35 2.9 26
PointGoal2 13.5 0.23 13.0 1.7 13.8 51 1.8 30
CarGoal2 14.5 0.07 11.2 0.34 15.5 52 7.8 28

Average 16.6 0.54 12.9 1.77 14.5 51.8 7.5 27.7

Q̃ps,aq “
Qϕps,aq

Q̂˚
´
Qcϕ1 ps,aq

Ĉ˚
, (22)

where α is temperature. We use upper bounds Q̂˚ “
řT
t“0 γ

trmax, Ĉ˚ “
řT
t“0 γ

tcmax to nor-
malize the Q-value, where rmax, cmax represent the max reward and cost. Q̃ps,aq represents the
balance between the normalized cumulative rewards and cumulative costs. Based on the probability
function, the two policies can adaptively explore the environment safely according to their respec-
tive probabilities, determined by the Q-values of their generated actions. We can ensure the stability
of initial performance during the early fine-tuning stages, exploring with a better policy under the
premise of minimal constraint violations. At the same time, we leverage online algorithms to en-
hance performance further. According to Section 4.2, the weight of policy loss in the online stage
derived from equation 16 without the behavior policy constraint can be written as:

w “ uπψβ1A
rps,aq ´ p1 ´ uπψqβ2A

cps,aq. (23)

This approach learns a new policy through online updates while leveraging the offline-trained policy
as prior knowledge. Ultimately, this enables the policy to generalize to new tasks during online fine-
tuning safely. In this way, the offline replay buffer can be directly converted into an online replay
buffer, allowing online exploration trajectories to be continuously added during online fine-tuning,
thereby simplifying the complexity of balanced sampling (Lee et al., 2022b).

5 EXPERIMENTAL RESULTS

In this section, we evaluate our method across different agents and tasks within the Safety-
Gymnasium simulation environment (Ji et al., 2023), as well as on real-world motion planning
control tasks using a Franka robot. We aim to address the following issues: (1) How does FOSP
perform in offline pretrain and online fine-tuning? (2) What role does each component of FOSP play
in its overall functionality? (3) How does the offline dataset affect experimental results? (4) Can
FOSP successfully handle unseen safety regions in the new scenarios?

7
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Figure 3. Online experimental results. Comparing FOSP to baselines across five image-based
safety tasks at the online fine-tuning stage. The results for model-based algorithms are obtained
after fine-tuning for 750,000 steps. The dashed lines represent the benchmark results for CPO and
PPO-Lagrangian after 10 million training steps across all tasks. The SafeDreamer (planning) was
trained online for 0.75 million steps. Reward: averaged episode reward return. Cost: averaged
episode cost return. Cost Regret: averaged cost value throughout the training phase.

5.1 EXPERIMENTAL SETUP

Simulation Tasks We consider five tasks on Safety-Gymnasium benchmark (Ji et al., 2023) envi-
ronments. The agents need to navigate to predetermined goals without collision with hazards and
vases. We measure the performance with three metrics: average undiscounted episode reward re-
turn (Reward), average undiscounted episode cost return (Cost) and average cost value throughout
the training phase (Cost Regret). To evaluate the advantage of world models in handling high-
dimensional features, we use 64ˆ64 pixels RGB image as inputs obtained from the first-person
perspective of the agent, which is more representative of real-world environments. The standard of-
fline datasets are sampled by three different behaviors: unsafe policy, safe policy and random policy.
They are mixed in a 1:1:1 ratio, with each part containing 200 trajectories. All the tasks are trained
for five seeds. For more information see Appendix.D.

Baselines Prior works in offline safe RL using the model-free method typically perform poorly in
vision-only tasks due to their slow convergence rate (Liu et al., 2023; Zheng et al., 2023). Therefore,
we mainly compare FOSP with the following model-based baselines: Recovery RL (model-based
version) (Thananjeyan et al., 2021), a method first learns the constraint violation regions offline and
then performs online policy training; SafeDreamer (Huang et al., 2023), an online powerful algo-
rithm in safe model-based reinforcement learning and DreamerV3 (Hafner et al., 2023), a strong
baseline in visual tasks but overlooks constraint violations. We also choose classical safe RL algo-
rithms CPO (Achiam et al., 2017) and PPO-Lagrangian (Schulman et al., 2017) to compare at the
online stage, following the experimental protocol of Ray et al. (2019).

Real Robot The real robot environment includes a 7-DOF Franka Emika Panda robot as the con-
trolled agent and a static third-person Intel RealSense camera to obtain images as inputs. The agent
also receives additional inputs, specifically the pose information of the robot’s end-effector. We
design the task SafeReach that controls the robot to reach a desired goal while avoiding collisions
with predefined obstacles in its field of view. The rewards and costs are sparse and detected manu-
ally determining whether the robot reaches the goal or violates the constraints. The dataset consists
of demonstration data, violation data, and failure data. Furthermore, we design some unseen safe
regions and different targets that are not contained in the offline dataset. These unseen tasks re-
quire the agent to recognize objects that it has not encountered in the dataset and to generalize its
decision-making abilities to these new scenarios. The tasks further illustrate the practicality of our
approach.

8
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Table 3. Real-world unseen
tasks. We record the success rate
(SR, %) and the constraint viola-
tion rate (CV, %) over 20 tests in
three tasks while it will be labeled
as a violation if it collides with an
obstacle. The robot has fine-tuned
40 gradient steps. See Appendix.E
for more details.

Before FT During FT After FT

Tasks SR CV SR CV SR CV

1 40 50 45 40 65 20
2 30 50 35 45 60 30
3 20 60 40 40 50 20

Figure 5. Dataset ablation studies. We evaluate ablations on
SafetyPointGoal2 with five seeds. Due to the large offline costs
affecting the visual presentation, we reduced them by 10 times
in the left figures. The x label in the left image represents safe
data : unsafe data. 1M steps for offline and 0.5M steps for online
fine-tuning.

5.2 MAIN RESULTS

Figure 4. Module abla-
tion studies. We evaluate
ablations in SafetyPointGoal2
with means of five seeds. The
vertical line divides the offline
and online phases.

We show our main offline pretrain and online fine-tuning results
in Table 1, 2 to answer the question (1). During offline pretrain-
ing, FOSP outperformed the similar safe algorithms Recover RL
and SafeDreamer, excelling in decreasing costs and better balanc-
ing task performance with constraint avoidance. Furthermore, it has
comparable or slightly lower performance than DreamerV3 with
nearly zero violations. (Appendix.H) The learning curves of on-
line fine-tuning are shown in Figure 3. It proves that our algorithm
can also be fine-tuned to achieve better performance. Meanwhile,
FOSP further reduces the costs during the online fine-tuning. We
also compare our method with the online planning version of Safe-
Dreamer (OSRP) (Huang et al., 2023) which can only be trained
online. We notice that the SafeDreamer training exclusively online
outperforms the offline-to-online approach but has more constraint
violations. This may be because the safety constraints learned dur-
ing offline pretraining provide guidance for online fine-tuning, mak-
ing the model more sensitive to safety constraints. Taking this
advantage, FOSP is able to bridge offline and online safety while
maintaining its performance.

5.3 ABLATION STUDIES

Module Ablation In this section, we compare the effects of dif-
ferent components of the model on its performance in Figure 4 to
answer the question (2). Specifically, we provide the following ab-
lations: (i) learning value function without in-sample optimization
(equation 7) in Section 4.1; (ii) directly fine-tuning the model without safe policy expansion (equa-
tion 21) in Section 4.3; (iii) update safe actor without reachability estimation function in Section 4.2;
(iv) design the penalty without the Augmented Lagrangian and use the feasible value function (Fisac
et al., 2019). The results show that each component of our method individually (i) improves offline
performance, (ii) stabilizes the transition phase from offline to online, (iii) enhances overall perfor-
mance while maintaining safety constraints, and (iv) ensures compliance with safety constraints.

Dataset Ablation We also seek to investigate how the coverage and size of offline datasets affect
the algorithm’s performance to answer the question (3). For the dataset coverage, it is well estab-
lished that higher rewards in the dataset lead to better performance (Yu et al., 2020). Therefore,
we focus on examining the impact of cost by adjusting the proportion of safe and unsafe data. The
results in Figure 5 demonstrate that safe data tends to guide the final policy towards being overly
aggressive, achieving high rewards but frequently violating constraints. On the other hand, unsafe
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data causes the policy to become overly conservative, hindering exploration to avoid constraint vi-
olations. This behavior arises due to errors in the dynamics model in model-based methods. When
the dataset is imbalanced, the dynamics model trained through supervised learning struggles to ac-
curately predict the costs associated with each state-action pair in the real environment. As a result,
the actor-critic, which depends heavily on data generated by the dynamics model, fails to predict
future state costs accurately, resulting in a suboptimal policy. To examine the impact of dataset size,
we scaled the standard dataset up and down proportionally. The final results indicate that while
increasing the dataset size leads to the learning of better and safer policies. Furthermore, the gains
during the online fine-tuning stage are relatively modest.

5.4 SAFE GENERALIZATION TASKS

Figure 6. Simulation gener-
alization task. We compared
the performance of models
pretrained 1M steps on Safe-
tyPointGoal1 using FOSP and
SafeDreamer, evaluating their
fine-tuning and generalization
results after 0.5M steps on
SafetyPointGoal2.

In this section, we show how our method solves different tasks with
unseen safety regions in the offline dataset and answer the question
(4). We first evaluate it in the simulation, offline pretraining the
agent using data collected in the SafetyPointGoal1, then place it in
the SafetyPointGoal2, which has more types and a greater number
of unsafe regions, for online fine-tuning. Although these tasks are
the same type, the limitations of the previous data still pose sig-
nificant challenges to the effectiveness and safety of fine-tuning.
The experimental results in Figure 6 demonstrate the advantages of
FOSP in these safety generalization tasks, showing better perfor-
mance and safer fine-tuning compared to SafeDreamer.

In the real-world environment, robots will encounter many safety
constraints while performing various tasks. Our key challenge is
how to safely train the robots to adapt to unseen constraints by
safe learning-based methods. Following this insight, we introduce
obstacles and targets of different shapes and sizes in Reach tasks,
where the robot will only encounter a limited number of these dur-
ing offline pretraining. We first train the agent for 0.5 million steps
using a precollected dataset, then deploy the trained agent to the
real-world environment to execute tasks and fine-tune it. During
online fine-tuning, each time the robot finishes a trajectory, we add
it to the replay buffer and update model parameters. Our goal is to
make the robot use a few trials to learn planning policies in envi-
ronments with new obstacles as safely as possible. Thus, we design
three real-world transfer tasks and show their results in Table 3. For
more details see Appendix E.

In brief, FOSP can successfully finish these tasks safely, demon-
strating its strong offline learning and adjustment capabilities. In
contrast, only learning from the offline dataset makes it difficult to generalize to new scenarios. Its
strong adaptability in fine-tuning showcases the robustness and great potential of FOSP.

6 CONCLUSION

We introduce FOSP, a novel method that integrates model-based reinforcement learning with offline-
to-online fine-tuning to enhance safety in robotic tasks. FOSP addresses the challenges of balancing
performance and safety during both offline and online phases using the reachability estimation func-
tion to unify different constraints and offline safe policies to guide online exploration. Our exper-
imental results demonstrate that FOSP achieves robust performance in various safe planning tasks
with vision inputs. Furthermore, we evaluate FOSP on unseen safety-critical tasks in both simulation
and dynamic real-world environments highlighting its practical value in safe few-shot fine-tuning.
FOSP is the first approach to extend MBRL into a safe offline-to-online framework to solve the safe
generalization problem, showing promising results in the Safety-Gymnasium benchmark. Overall,
FOSP shows a significant step forward in ensuring safe and efficient decision-making in embodied
intelligence. However, FOSP has some limitations on safe constraints and real-world deployment,
which can be improved in future works. More details can be seen in Appendix I.
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A THEORETICAL INTERPRETATIONS

A.1 DERIVATION OF THE FINAL OPTIMIZATION PROBLEM

This section analyzes the derivation from equation 13, equation 14 to equation 16 by using the
Augmented Lagrangian and advantage function. First, we introduce Proposition 1, which refers to
Zheng et al. (2023) (Theorem 1), Peng et al. (2019) (Appendix A).
Proposition 1. The optimization objective of equation 13 is the necessary condition of
maxπ EsrArps,aq ¨ 1ts P Sfus.

Proof. We start with the advantage function estimation in Kakade & Langford (2002) and Peng
et al. (2019). Suppose that dπpsq “

řT
t“0 γ

tppst “ s|πq is discounted state distribution with π,
and ppst “ s|πq is the probability of the state s guided by π for t steps. The discounted sum of
advantage expectation under dπpsq can be represented as follows:

Es0:T„dπpsq

«

T
ÿ

t“0

γtAµpst,atq

ff

“ Es0:T„dπpsq

«

T
ÿ

t“0

γt prpst,atq ` γVµpst`1q ´ Vµpstqq

ff

“ Es0:T„dπpsq

«

´Vµps0q `

T
ÿ

t“0

γtrpst,atq

ff

“ ´Es0„dπps0q rVµps0qs ` Es1:T„dπpsq

«

T
ÿ

t“0

γtrpst,atq

ff

“ ´Jpµq ` Jpπq,

where µ is the behavior policy used to sample data. So we get the objective representation Jpπq “

Es„dπpsq

”

Ea„πpa|sqrAµpst,atqs

ı

` Jpµq. Then, we have the following derivation:

max
π

Es„dπpsqrArπpst,atqs ñ max
π

Es„dπpsq

”

Ea„πpa|sqrArµpst,atqs

ı

“ max
π

Es„dπpsq

”

Ea„πpa|sqrArµpst,atqs

ı

` Jpµq

“ max
π

Jpπq

“ max
π

ErV rπ pstqs.

The last equation holds by the definition of V rπ pstq. ˝

Due to the symmetry of maxπ ErV rπ psqs and maxπ ErV cπ psqs, the same proof extends to
maxπ ErV cπ psqs as well. So we have proposition 2.
Proposition 2. The optimization objective of equation 14 is the necessary condition of
maxπ Esr´Acps,aq ¨ 1ts R Sfus.

The problem (equation 13, equation 14) converts to:

Feasible part: max
πψ

Es

”

Arps,aq ¨ 1ts P Sfu

ı

, s.t. V cφpsq “ 0, DKLpπψ||πbq ď ϵ, (24)

Infeasible part: max
πψ

Es

”

´Acps,aq ¨ 1ts P Sfu

ı

, s.t. DKLpπψ||πbq ď ϵ. (25)

However, it is hard for us to get a close form of πψ . Therefore, we begin by disregarding the con-
straints of the behavior policy and focus on addressing the hard safety constraints. The Augmented
Lagrangian is used to deal with the feasible part (As et al., 2022). We use the following relaxation:

max
πψ

min
λpě0

„

Arps,aq1ts P Sfu ´ λpV
c
φpsq `

1

µk
pλp ´ λkpq2

ȷ

, (26)
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where λp is a Lagrange multiplier and µk is a non-decreasing penalty term corresponding to gradient
step k. By smoothing the left-hand side term in equation 24, the last term ensures that λp stays near
its previous estimate. Differentiating equation 24 with respect to λkp leads to the following update
rule for the Lagrange multiplier:

λk`1
p “

#

λkp `
µk

2 V
c
φ if λkp `

µk

2 V
c
φ ě 0,

0 otherwise .
(27)

where the λk`1
p only update when πψ satisfies the constraints. The feasible objective becomes the

following form:
Jpπψ, λ

k
p, µ

kq “ Arps,aq1ts P Sfu ´ Φ
`

V cφ , λ
k
p, µ

k
˘

, (28)

Φ
`

V cφ , λ
k
p, µ

k
˘

“

$

&

%

λkpV
c
φ `

µk

4 pV cφq2 if λkp `
µk

2 V
c
φ ě 0,

´
pλkpq

2

µk
otherwise .

(29)

Then, we utilize the reachability estimation function to connect the two parts of the problem like 15.
So the final problem becomes equation 16.

A.2 EXTRACTION OF THE OPTIMAL POLICY

We introduce a proposition from Nair et al. (2020) to solve the soft constraints from offline training
to provide a solution of equation 16.

Proposition 3. Suppose that the optimizing problem has the following form:

max
π

Ea„πrAps,aqs s.t. DKLpπψ||πbq ď ϵ.

The optimal solution will satisfy:

π˚pa|sq 9 exppαAps,aqqπbpa|sq.

Proof. The Lagrange function can be formulated as follows:

Lpπψ, λ, µq “ Ea„πrAps,aqs ´ λpDKLpπψ||πbq ´ ϵq,

Then we take the partial derivative with respect to π and set it to 0:

BL

Bπψ
“ Aps,aq ´ λ log πbpa|sq ` λ log πψpa|sq “ 0.

So we have:

π˚pa|sq “
1

Z
exppαAps,aqqπbpa|sq,

where Z is a normalizing constant. ˝

Therefore, we have a solution to equation 16. The solved πψ can be explicitly expressed by equa-
tion 20.

B IMPLEMENTATION DETAILS

To implement the REF uξ, we use the theorem introduced by Ganai et al. (2024) (Theorem 1). The
REF can be trained as follows:

upstq “ maxt1ts P Sfu, γuupst`1qu, (30)

where γu is a discount parameter 0 ! γu ă 1 to ensure convergence of upsq. Meanwhile, we ensure
that its learning rate is greater than that of the critic and policy, but less than that of the Lagrangian
multiplier updates.
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C PSEUDO CODE

Algorithm 1 FOSP: Fine-tuning Offline Safe Policy through World Models
Require: Offline dataset D, policy πψ , critics Qϕ1 and cost critics Qcϕ2

, value network Vφ1 , V
c
φ2

, reachability
function network uξ, world model pθ , policy rollout length H , number of offline training steps Noffline,
number of online fine-tuning steps Nonline.

1: Initialize neural network parameters θ, ψ, ϕk, φk, ξ. pk “ 1, 2q

2: for i “ 1, 2, 3, ¨ ¨ ¨ , Noffline do
3: Sample a batch of trajectories B „ D.
4: Compute model state st „ pθpst|st´1q

5: Update θ using equation 1.
6: Generate H-step latent policy rollouts using world model pθ .
7: Compute target estimation Rt by TD(λ).
8: Update Vφ1 , V

c
φ2

using equation 7.
9: Update Qϕ1 , Q

c
ϕ2

using equation 11.
10: Update πψ using equation 20.
11: Update uξ using equation 30.
12: Initialize a new policy πψ1 and freeze offline policy πψ , transfer critics and values.
13: for i “ 1, 2, 3, ¨ ¨ ¨ , Nonline do
14: Switch a policy π according to equation 21 and rollout the policy in the environment for an episode to

collect a new trajectory τ .
15: D “ D Y τ .
16: for each training step do
17: Sample a batch of trajectories from D.
18: Update θ using equation 1.
19: Generate H-step latent policy rollouts using world model pθ .
20: Compute target estimation Rt by TD(λ).
21: Update Vφ1 , V

c
φ2

using equation 7.
22: Update Qϕ1 , Q

c
ϕ2

using equation 11.
23: Update πψ1 using equation 23.
24: Update uξ using equation 30.

D EXPERIMENTAL DETAILS

D.1 REAL WORLD EXPERIMENTS

The experiments verify the effectiveness of the algorithm by controlling a robotic arm to avoid ob-
stacles and complete a Reach task to the target objection, called SafeReach. As shown in Figure
8(c), the main hardware setup consists of three parts: a Franka Panda robotic arm, an experimental
platform for placing obstacles and target objections, and an Intel RealSense D435 camera for per-
ception. On the experimental platform, we used white lines to designate a 25cmˆ25cm operational
area as the task space for the robotic arm.

Original task

Unseen tasks

Figure 7. Unseen Tasks. We choose
three unseen tasks to show the general-
ization of our algorithm with different
obstacles and goals.

SafeReach For the task of reaching, the robot receives
the image information acquired by the camera along with
the current joint posture information as planning condi-
tions to determine the movement decision at the next step.
As shown in Figure 8, the robotic arm needs to navigate
within the designated movement space, bypassing the ob-
stacles which are represented by the green rectangular
blocks, to touch the predefined target which is represented
by the red square block.

Dataset Collection To train the model for the SafeR-
each task, 200 motion trajectories were collected as a
dataset by teleoperating the robotic arm using a 3dcon-
nexion SpaceMouce. The dataset consists of 120 trajec-
tories where the robotic arm did not touch any obstacles
and successfully reached the target object; 30 trajectories
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Simulation Tasks Agent Type Real Robot Setup

Figure 8. Simulation and real-world environment. Different tasks and agents in the simulation
and real-world. (a) Simulation tasks: we consider four different tasks in the simulation: Push1,
Goal1, Button1, Goal2. (from upper-left to lower-right) The preceding words indicate the task type
and the following number represents the difficulty level. (b) Agent type: Car (upper) and Point
(lower). (c) Real-robot setup: we use raw images as inputs and enable the robotic arm to complete
obstacle avoidance tasks safely.

where it did not touch any obstacles but also did not successfully reach the target; 40 trajectories
where it touched obstacles but successfully reached the target; 10 trajectories where it touched ob-
stacles and did not successfully reach the target. Each trajectory contains 80 data points at different
time steps. Each data point includes state: a 64ˆ64 RGB image captured by the camera, a 6-
dimensional pose of the robotic arm; action: a 6-dimensional variation recording the changes in the
robotic arm’s pose; cost: 1-dimensional cost index indicating whether the robotic arm touched an
obstacle; reward: 1-dimensional reward index indicating whether the object reached the target ob-
ject. The labeling methods for the cost and reward index are shown in Figure 9. The cost is assigned
a value of 1 when the robotic arm collides with an obstacle, and 0 otherwise. Similarly, the reward
is set to 1 when the object reaches the target and 0 in all other cases. We defined 3 placement points
for target objects and 6 placement points for obstacles in the scenario. By restricting the placement
positions of the target objects and obstacles, we ensure that the model can converge more efficiently
on a limited dataset.

Transfer Tasks To validate the generalization of the algorithm, we design a series of transfer ex-
periments. As illustrated in the upper side of Figure 7, the original task involves 2 green rectangular
obstacles and 1 red cylindrical target objection. We design three different transfer tasks, depicted
on the lower side of Figure 7. The tasks include altering the shape of the obstacles, changing the
shape of the target object, and increasing the number of obstacles. These experiments aim to verify
the algorithm’s generalization in avoiding obstacles of various shapes and quantities, as well as in
reaching target objects of different shapes.

D.2 SIMULATION ENVIRONMENT

Metrics In the simulation environment, we use three metrics to measure the performance:

• Reward Jr is the average episodic sum of rewards.

Jr “
1

E

E
ÿ

i“1

Tep
ÿ

t“1

rt,i,

• Cost Jc is the average episodic sum of costs.

Jc “
1

E

E
ÿ

i“1

Tep
ÿ

t“1

ct,i,
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initial frame intermediate frame intermediate frame intermediate frame final frame

Figure 9. Dataset collection. Each row in the figure represents five frames of the robotic arm’s
motion captured from the same single trajectory. From the moment the robotic arm starts touching
an obstacle to the moment the obstacle’s posture stops changing, the cost label in the dataset is
marked as 1, while in other cases it is marked as 0, as shown in the red-framed part in the image.
When the robotic arm touches the target object, the reward label in the dataset is marked as 1, as
shown in the yellow-framed part in the image.

• Cost Regret ρc means the average cost over the entirety of training.

ρc “

řT
t“1 ct
T

,

where E is the number of episodes, Tep is the timestep of episodes and T is the total
timestep.

SafetyGoal The agent’s objective is to reach a goal while avoiding obstacles in its environment.
Each time the agent successfully reaches the designated goal, the environment randomly gener-
ates a new one. The agent earns rewards for approaching or reaching the goal but incurs penalties
when it encounters obstacles. These obstacles include immovable hazards and movable vases. The
agent’s observation state is represented by the images from its front and back. Two specific tasks
are selected: the Point-Goal task and the Car-Goal task, which are performed by the Point and Car
agents, respectively. The Point agent is a robot that operates on a 2D plane and is capable of rotating
and moving both forward and backward. On the other hand, the Car agent, which is slightly more
complex, features two independent parallel wheels and a freely rolling rear wheel.

SafetyButton The agent’s goal is to navigate around both stationary and moving obstacles in the
environment to press one of several target buttons. Similar to the goal task, the agent is rewarded for
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approaching or pressing the target button. The Button task introduces dynamic obstacles that move
quickly along set paths, making it more challenging than the Goal task due to the costs incurred
from collisions with these moving obstacles.

SafetyPush The agent’s goal is to push an object to reach a desired goal while avoiding hazards
and vases in the environment. It will get rewards when the object successfully pushes the yellow
object to the goal. The agent does not fully control the object’s movement, making the task more
difficult to handle. And there are also some line-of-sight obstruction problems in vision-only situa-
tions.

SafetyFading This environment is similar to the SafetyGoal, where the agent needs to reach a
goal while avoiding obstacles. However, over time, the goal and obstacles gradually become unde-
tectable. The agent needs to gather as much information about the environment as possible from
the initial stage and form a memory of the goal and obstacle locations to complete the task accord-
ing to its initial plan. This is undoubtedly more challenging than SafetyGoal and is even harder to
accomplish for visual-only input agents.

D.3 SIMULATION DATASET

We collect the simulation standard dataset from three policies: random policy, safe policy and unsafe
policy. Each policy collected 200 trajectories for each task, which were then combined into the final
dataset. This approach ensures that our dataset uniformly includes all types of data: low cost with
low return, low cost with moderate return, high cost with low return, and high cost with high return.
Thus, it can make a better trade-off in training different offline policies. The safe policy is trained
by SafeDreamer (Huang et al., 2023) and the unsafe policy is trained by DreamerV3 (Hafner et al.,
2023) for 1.5M steps on each task. The standard dataset distributions on five simulation tasks are
illustrated in Figure 10. They show that unsafe policies tend to collect data with higher returns but
significant cost uncertainty in these scenarios.

E DETAILS OF REAL-WORLD EXPERIMENTS

We illustrate the details of real-world experiments in Figure 11. The FOSP is first pretrained on an
offline dataset for 0.5 million steps and deployed in the real world to execute the unseen tasks. In
each task, we recorded the robot’s trails before and after fine-tuning over 40 trials. As we can see,
the robot’s ability to safely complete unseen tasks has significantly improved after fine-tuning. It
shows the strength of fine-tuning on different tasks.

We also compare our method with SafeDreamer on these tasks after fine-tuning. Both methods
are pretrained for 500,000 steps and undergo 40 fine-tuning iterations. As depicted in Figure 12,
SafeDreamer sometimes violates constraints even when the task is completed. In contrast, FOSP
can learn with zero constraint violations and ultimately reach the goal.

F BASELINES

DreamerV3 DreamerV3 (Hafner et al., 2023) is a model-based reinforcement learning method
that outperforms specialized methods across over 150 diverse tasks. It has a stable performance
without adjusting hyperparameters in exploring farsighted policies from pixels and sparse rewards
in an open world. However, it overlooks the safety considerations in the environment, which brings
high costs in safety-critical tasks.

It uses RSSM as the world model, and the loss function is similar to equation 1 but lacks the cost
head.

Lmodelpθq “Eτ„D

”

T
ÿ

t“1

´ ln pθpxt | stq ´ ln pθprt | stq ` DKLrsgpqθpzt|ht,xtqq||pitθ pzt|htqs`

βDKLrqθpzt|ht,xtq||sgppitθ pzt|htqqs

ı

.

20



1080
1081
1082
1083
1084
1085
1086
1087
1088
1089
1090
1091
1092
1093
1094
1095
1096
1097
1098
1099
1100
1101
1102
1103
1104
1105
1106
1107
1108
1109
1110
1111
1112
1113
1114
1115
1116
1117
1118
1119
1120
1121
1122
1123
1124
1125
1126
1127
1128
1129
1130
1131
1132
1133

Under review as a conference paper at ICLR 2025

Figure 10. The dataset distribution on five simulation tasks. We plot the reward return and the
cost return of every data trajectory. Gray dots represent random data, yellow dots represent unsafe
data, and blue dots represent safe data.

And a simple actor-critic framework is used in its decision-making part.

Actor: at „ πψpat|stq Critic: VϕpRt|stq “ E
”

ÿ

t

γtrt

ı

Actor loss: Lpψq “ ´
ÿ

t

ppRt ´ Vϕpstqq{maxp1, Sqq log πψpat|stq ` ηH
”

πψpat|stq
ı

Critic loss: Lpϕq “ ´
ÿ

t

log pϕpRt|stq
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Original task (offline): 

Transfer task1:

Before fine-tuning 

After fine-tuning 

Transfer task2:

Before fine-tuning 

After fine-tuning 

Transfer task3:

Before fine-tuning 

After fine-tuning 

Figure 11. Deployment on different real-world unseen tasks. The trails from top to bottom
show the original offline training task and three unseen fine-tuning tasks, with each fine-tuning
task displaying both before and after fine-tuning trails. The green frames indicate successful task
completion, while the orange frames represent failures.

In the offline pretraining phase, we removed the online planning component and used it only for
online fine-tuning. To achieve robust performance in the offline phase, we train a latent dynamics
model ensemble and use the uncertainty estimation approach (Yu et al., 2020):

r̂θpst,atq “ rθpsq ´ α ¨ stdptlogppiθpz|hqquNi“1q,

where rθpsq is the reward predicted by the reward encoder.

SafeDreamer SafeDreamer (Huang et al., 2023) incorporates Lagrangian-based methods into
world model planning processes and achieves nearly zero cost performance on various tasks. It
performs well in high-dimensional vision-only input safety-critical tasks, surpassing the prior works
(As et al., 2022; Hogewind et al., 2022) and balancing performance and safety. The framework uses
the same world models based on DreamerV3 (Hafner et al., 2023). We use the BSRP-Lag version of
the model, which utilizes the Lagrangian method in background safety-reward planning that avoids
online planning. In the offline setting, we train it by providing the offline dataset and removing the
parts involving interaction with the environment. This version of SafeDreamer also achieves the best
performance of the three versions.

It adds a cost head into world models like our method and uses the same loss equation 1 in model
training. It constructs a cost critic V cϕ pRt|stq like VϕpRt|stq and utilize Augmented Lagrangian
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Original task (offline): 

Transfer task1:

Baseline

Our method

Transfer task2:

Baseline

Our method

Transfer task3:

Baseline

Our method

Figure 12. Compare with baseline on different real-world unseen tasks. In each task, we com-
pare our method with the fine-tuned SafeDreamer (baseline). The green frames indicate successful
goal reaching, the red frames indicate constraint violations and the orange frames represent failures.

method to update the actor:

Lpθq “ ´

T
ÿ

t“1

Rλpstq ` ηH rπθ pat | stqs ´ Ψ
`

Cλpstq, λ
k
p, µ

k
˘

,

Ψ
`

Cλpstq, λ
k
p, µ

k
˘

, λk`1
p “

$

&

%

λkp∆ `
µk

4 ∆2, λkp `
µk

2 ∆, if λkp `
µk

2 ∆ ě 0,

´
pλkpq

2

µk
, 0, otherwise,

where δ “ Cλpstq ´ b.

Recovery RL Recovery RL (Thananjeyan et al., 2021) leverages offline data to learn the constraint
violation zones before learning and uses two policies to separate the goal of enhancing performance
and satisfying the constraints. It achieves nearly zero cost in uncertain environments where safety
limits exploration. We use the model-based version of this baseline. First, we train cost Q-value by
the following MSE loss:

Lpϕq “ pQcϕpst,atq ´ pct ` p1 ´ ctqγcEπrQcϕpst`1,at`1qsqq2.
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Table 4. Hyperparameters for FOSP

Module Name Symbol Value

World Model

Number of latent Nl 48
Classes per latent Cl 48

Batch size B 64
Batch length T 16
Learning rate lwm 10´4

Coefficient of KL-divergence β 0.1
Generation horizon H 15

Augmented Lagrangian
Penalty term ν 5´9

Initial Penalty multiplier µ0 1´6

Initial Lagrangian multiplier λ0p 0.01

Actor Critic

Discount horizon γ 0.997
Reward lambda λr 0.95

Cost lambda λc 0.95
Expectile κ 0.8

AWR temperature β1, β2 10
REF discount γu 0.99

PEX temperature α 10
Actor entropy regularize η 3 ¨ 10´4

Learning rate lac 3 ¨ 10´5

REF Learning rate lr 5 ¨ 10´5

General
Number of MLP layers NMLP 5

Number of MLP layer units Nunits 512
Action repeat nrepeat 4

Then we select actions from the safe set and the recovery set:

at “

#

aπtask
t , if pst,atq P tps,aq P S ˆ A : Qcϕps,aq ď ϵcu,

a
πrecovery

t , if pst,atq P tps,aq P S ˆ A : Qcϕps,aq ą ϵcu,

where ϵc is a threshold. We follow the model predictive control (MPC) as a learned dynamic model
fθ and use a VAE-based model to capture the high-dimensional information. And we utilize SAC
(Haarnoja et al., 2018) to learn πtask.

PPO-Lagrangian PPO-Lagrangian uses the objective of clipped PPO (Schulman et al., 2017) to
optimize:

Lpθqppo “ minp
πθpa|sq

πθkpa|sq
A
πθk
r ps,aq, clipp

πθpa|sq

πθkpa|sq
, 1 ´ ϵclip, 1 ` ϵclipqA

πθk
r ps,aqq,

We use the PID Lagrangian (Stooke et al., 2020) method and obtain the loss of the PPO-Lagrangian:

Lpθqppol “
1

1 ` λ
pLpθqppo ´ λA

πθk
c ps,aqq.

CPO CPO (Achiam et al., 2017) uses a local policy search combined with trust region recovery
to ensure that single-step policy updates follow a direction that does not violate the constraints. It
introduces this form to optimate the problem:

θ˚ “ θk ´

c

2δ

bTH´1b
H´1b,

where H is the e Hessian of KL-divergence.

G HYPERPARAMETERS

The experiments for FOSP were conducted in a Python 3.10 environment with JAX 0.4.26. Our
setup included CUDA version 12.1, running on Ubuntu 20.04. The hardware used comprised of
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Figure 13. Offline experimental results. Comparing FOSP to baselines across five image-based
safety tasks. The results for all three algorithms are obtained after training for 1 million steps.
Reward: averaged episode reward return. Cost: averaged episode cost return. Cost Regret: averaged
cost value throughout the training phase. As we can see, FOSP can maintain safety and achieve
better performance during offline training.

Figure 14. Online experimental results without DreamerV3. These results are the same as Figure
3. We omit the curves of some baselines to clearly illustrate the results of other main methods.

four GeForce RTX 4090 GPUs and an Intel(R) Xeon(R) Platinum 8358P CPU @ 2.60GHz CPU.
And the experiments hyperparameters setting is shown in Table 4.

H ADDITIONAL EXPERIMENTAL RESULTS

H.1 OFFLINE TRAINING RESULTS

We present the training curves of FOSP during offline pretrain in simulation experiments in Figure
13. The results show that with minimal fine-tuning, FOSP achieves better performance, outperform-
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Figure 15. Results on dataset ablation. We conducted experiments with five different dataset
ratios, performing an ablation study on the proportion of safe and unsafe data. Each model was
trained offline for 1 million steps and fine-tuned online for 0.8 million steps.

ing SafeDreamer. Although it does not match the performance of DreamerV3, FOSP achieves nearly
zero cost of the agent throughout the entire process. Note that all methods struggle to get higher re-
wards in SafetyPointPush because the line-of-sight obstructions necessitate online exploration.

H.2 DATASET ABLATION RESULTS

The detailed training curves of dataset coverage ablation are shown in Figure 15. They all trained
on the SafetyPointGoal2 for 1 million steps during the offline stage and 0.8 million steps for online
fine-tuning. The dataset size is limited to 600 trajectories. As we can see, due to the characteristics
of model-based safe RL, a high-cost, high-reward policy is learned from a purely safe dataset, while
both cost and reward are low from a purely unsafe dataset. This is because the uneven distribution of
the dataset leads to biases in the training of the dynamics model. Since model-based reinforcement
learning algorithms rely heavily on model-generated rollouts for training, this bias can significantly
impact the final decision-making. If the dataset only contains safe data, the dynamics model trained
through supervised learning will mistakenly assume that the agent will always incur a cost of 0 in
any state, leading the agent to ignore dangerous areas (failing to learn the cost critic). Conversely,
suppose the dataset only contains unsafe data. In that case, the model will generate a large number
of unsafe states that hinder the agent from completing the task, ultimately causing the agent to lose
the ability to accomplish the task (overlearn the cost critic).
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Figure 16. Dataset ablation with random data. We designed a series of comparative experiments
involving mixtures of safe/unsafe data and random data. Each model was trained offline for 1 million
steps and fine-tuned online for 0.8 million steps.

The dataset coverage further influences online performance. Due to offline training results, the
policy pertrained on a safe dataset will have higher rewards with aggressive behaviors while the
unsafe one will be more conservative on the initial stage of fine-tuning. It also affects the final
performances. As a result, we adopt a compromise approach to train the policy (i.e. green curve),
which achieves relatively higher rewards while maintaining zero cost.

We also illustrate the safe-random and unsafe-random mixed experiments to investigate the impact
of random data in Figure 16. Compared to experiments on purely safe or purely unsafe datasets
(Figure 15), adding random data can help alleviate errors in learning the world model to some
extent. As shown in the training curves, experiments mixing safe data with random data resulted
in lower costs during offline training than purely safe experiments. And mixing unsafe data with
random data enhanced the model’s exploration, getting relatively higher rewards. Consequently, we
need to add some random data to the dataset to get better performance.

The dataset size ablation studies are shown in Figure 17. The results align with general expectations.
The policies trained on larger datasets outperform those trained on smaller datasets. However, as the
amount of data increases, the improvements become less significant.
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Figure 17. Dataset ablation with different sizes. We illustrate the details of dataset size ablation
studies. ”Standard” represents standard size which contains 600 trajectories. ”Larger” and ”Smaller”
denote the larger one containing 900 trajectories and the smaller one containing 300 trajectories.
Each model was trained offline for 1 million steps and fine-tuned online for 0.7 million steps.

H.3 SAFE GENERALIZATION RESULTS

As depicted in Figure 18, we devise more simulation experiments on safe generalization tasks. The
upper one shows the performances during the offline phase. The following two figures show their
generalization performance on the more challenging tasks, SafetyFadingEasy1 and SafetyFading-
Hard1. During the fine-tuning process, the target will gradually disappear and the agent should
quickly find a path to reach the goal. The results demonstrate that FOSP can get higher rewards
and lower costs even though it is deployed on tasks different from offline pretraining. Compared to
SafeDreamer, it is significantly important that it can maintain near zero constraint violations during
fine-tuning on new tasks.

We test the specific average reward and cost for the transfer task from SafetyPointGoal1 to Safe-
tyPointGoal2 and present the results in Figure 19. Although FOSP can outperform SafeDreamer,
it may also face some costs caused by novel constraints. As shown in Figure 19, the initial cost
in the new environment is slightly higher than the original but reduces quickly as fine-tuning pro-
gresses. It indicates that the safe policy expansion mechanism helps the model adapt to new safety
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Figure 18. More experiments on safe generalization tasks. We evaluate our method on different
safe generalization tasks. The upper one illustrates the offline pretrain performances on Safety-
PointGoal1. We then fine-tune the model on SafetyFadingEasy1 and SafetyFadingHard1. FOSP can
consistently outperform the baseline while ensuring safe fine-tuning.

Figure 19. Results on average reward and cost for transfer task. The results are evaluations
on SafetyPointGoal1 to SafetyPointGoal2 task. The x-axis represents the number of fine-tuning
steps. The original means the model’s performance at the end of offline pretraining in the original
environment.

constraints quickly. The fine-tuning process can further improve its safety performance, promoting
better generalization.

H.4 COMPARISONS BETWEEN ONLINE TRAINING AND FINE-TUNING

To further validate the effectiveness of the fine-tuning process, we compare the results between
FOSP directly trained online and FOSP with fine-tuning. We illustrate the results for different num-
bers of steps in the Table 5. The results denote that the online version FOSP does not perform as well
as the fine-tuning method, even after training for 1M steps. Meanwhile, direct online training faces
challenges in requiring a large number of training steps to converge. In contrast, our framework
allows the agent to leverage offline knowledge to enhance online performance effectively with rel-
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Table 5. Online fine-tuning and direct online results. Reward return and cost return of FOSP in
offline-to-online fine-tuning (1M steps for offline pretraining) and direct online training. We report
the mean value of 5 independent runs with different seeds.

Task Online fine-tuning Direct online
0 step 20k steps 50k steps 100k steps 300k steps 500k steps 500k steps 1000k steps

Reward Cost Reward Cost Reward Cost Reward Cost Reward Cost Reward Cost Reward Cost Reward Cost

PointGoal1 18.723 1.451 18.692 3.4 19.581 2.719 20.063 0.328 19.649 0.268 21.517 0.2 14.749 2.66 18.586 1.08
PointButton1 14.65 9.622 13.415 8.639 13.569 6.664 15.306 4.866 17.861 4.256 18.102 2.188 10.57 6.88 12.81 2.76
PointPush1 4.092 18.117 7.253 1.232 7.916 1.497 9.148 1.089 10.373 0.507 13.281 0.157 1.397 2.49 4.181 2.05
PointGoal2 8.1 7.556 10.31 1.486 10.157 0.427 12.446 0.18 13.034 0.214 13.556 0.234 9.471 4.779 10.717 3.089
CarGoal2 10.146 1.618 9.063 1.063 9.816 0.385 10.275 0.394 12.378 0.18 14.512 0.071 8.749 2.12 10.144 1.21

atively short fine-tuning steps. The results also suggest that the policy can be continually improved
during online fine-tuning.

H.5 MORE VISUAL CHANGES ON TRANSFER TASK

To evaluate the performance of our method under significant visual variations, the model pre-trained
on SafetyPointGoal1 is fine-tuned in the SafetyPointBuildingGoal1 environment, with the results
presented in Figure 20. The new environment has the same task as the original one but the visual
inputs are different. The agent struggles to finish the task since it fails to recognize the hazardous
areas and goals in the new environment. Plus, the inaccurate visual demonstrations in the offline
dataset significantly impact the performance during online fine-tuning.

Based on the simulation results, we can easily know that FOSP can not deal with significant visual
changes in the real world. Swapping the colors of obstacles and goals could be a straightforward
setting (i.e., making obstacles red and goals green). However, some prior work has demonstrated
that robots are sensitive to the color (Feng et al., 2023) and the robot is highly likely to mistakenly
identify the obstacles to the goal. Additionally, it violates our original intention of using colors to
distinguish obstacles and goals. Hence, the robot will fail in this setting.

Figure 20. Fine-tuning on SafetyPointBuildingGoal1. The model pretrained for 1M steps on
SafetyPointGoal1 is fine-tuned on SafetyPointBuildingGoal1. While the task objectives remain the
same between these two environments, the agent’s visual inputs are entirely different. In Safety-
PointBuildingGoal1, the agent must avoid red-marked areas and reach the parking area (P). These
hazardous areas and goals are totally different from the original ones.

H.6 EXPERIMENTS ON RACE

We utilize a more realistic environment Race from Ji et al. (2023), where the agent receives 64ˆ64ˆ

3 image inputs, as shown in Figure 21. An increase in environmental complexity better highlights
the reliability of the algorithm. We employ Level 2 of the environment, which requires the agent to
reach the goal position from a distant starting point while ensuring it avoids straying into the grass
and prevents collisions with roadside objects. The offline dataset collected by standard procedures
is a mixture of safe, unsafe and random data.
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Figure 21. Race environment. The left subfigure the panoramic picture of the environment. The
right subfigure is the first perspective of the agent.

Figure 22. Race experiments results. We compare FOSP with SafeDreamer on Race2. Each
model was trained offline for 1 million steps and online for 0.5 million steps. FOSP has comparable
rewards but lower costs than SafeDreamer.

As illustrated in Figure 22, FOSP has superior performance and lower constraint violations during
the offline training phase. In the online fine-tuning stage, it further optimizes safety performance
while ensuring a stable improvement in task rewards. Conversely, SafeDreamer exhibits higher
constraint violations during the offline phase, leading to unsafe behaviors at the beginning of the
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online fine-tuning. Additionally, its safety design limitations make it challenging to achieve nearly
zero constraint violations.

I LIMITATION AND FUTURE WORK

I.1 LIMITATIONS

Safe constraints Despite achieving good results in many simulated environment experiments, the
proposed framework still has some safety concerns. First, it inevitably requires a balanced sampled
and sufficiently large dataset for offline policy pertraining, which can be undesirable for safety-
critical applications. An uneven dataset, such as one lacking unsafe data, or an insufficiently large
dataset, can lead to deviations in model learning, thereby compromising its safety performance and
generalization. Second, it may exceed the feasible region from time to time if the cost distribution
has a long tail since CMDP only requires the policy to satisfy the expectation cost constraint. It might
be considered that incorporating risk-constrained methods (Chow et al., 2018) can solve problems
with long tail cost distributions.

Real-world experiments In experiments with real robots, we find that the model performs poorly
in tasks with occluded vision. Our test results remain unstable and are sensitive to learning rate
adjustments. This indicates the need for significant effort in tuning the model’s hyperparameters
to achieve better performance. In addition, SafeReach task is quite preliminary. It is difficult to
apply FOSP to more realistic scenarios like real-time control or dynamic obstacles as it lacks certain
predictive capabilities. The model also fails to handle novel visual observations beyond scene re-
configurations during fine-tuning because it struggles to interpret the meaning of different objects in
new environments.

I.2 FUTURE WORKS

More complex real-world tasks To further decrease the violations, the safety component of our
method can be improved during the offline-online stage. The SafeReach task is a preliminary ex-
periment in the real world and it is possible to expand our method to general robot tasks such as
grasping, pulling, and pushing. For the tasks with novel visual observations, leveraging semantic
information into the inputs is a promising solution, which can help the agent attach meaningful
interpretations to raw sensory inputs.

Improvement in real-world scenarios The real-world task performance of our method can be
further improved. To address the issue of inaccurate position determination from a single perspective
and line of sight occlusion, the multi-view RL shows its efficiency in catching better features from
images. Increasing the dataset capacity and uniforming the dataset distribution can probably enhance
the robustness of the performance and expand it to more complex scenarios.

Safe sim2real FOSP also shows potential in the field of safe sim-to-real transfer. Due to the
limitations of simulators in fully replicating real-world environments, robots may encounter safety
challenges when deploying algorithms in the real world. Thus, it is important to fine-tune it in the
real world with safety considerations. Meanwhile, the use of world models will help speed up the
fine-tuning process.
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