Decision Mamba: A Multi-Grained State Space Model
with Self-Evolution Regularization for Offline RL

QiLv'? Xiang Deng' T Gongwei Chen' Michael Yu Wang®? Ligiang Nie' f
1School of Computer Science and Technology, Harbin Institute of Technology (Shenzhen)
2School of Engineering, Great Bay University
lvqi@stu.hit.edu.cn

Abstract

While the conditional sequence modeling with the transformer architecture has
demonstrated its effectiveness in dealing with offline reinforcement learning (RL)
tasks, it is struggle to handle out-of-distribution states and actions. Existing work
attempts to address this issue by data augmentation with the learned policy or
adding extra constraints with the value-based RL algorithm. However, these stud-
ies still fail to overcome the following challenges: (1) insufficiently utilizing the
historical temporal information among inter-steps, (2) overlooking the local intra-
step relationships among return-to-gos (RTGs), states and actions, (3) overfitting
suboptimal trajectories with noisy labels. To address these challenges, we propose
Decision Mamba (DM), a novel multi-grained state space model (SSM) with a self-
evolving policy learning strategy. DM explicitly models the historical hidden state
to extract the temporal information by using the mamba architecture. To capture
the relationship among RTG-state-action triplets, a fine-grained SSM module is
designed and integrated into the original coarse-grained SSM in mamba, resulting
in a novel mamba architecture tailored for offline RL. Finally, to mitigate the
overfitting issue on noisy trajectories, a self-evolving policy is proposed by using
progressive regularization. The policy evolves by using its own past knowledge to
refine the suboptimal actions, thus enhancing its robustness on noisy demonstra-
tions. Extensive experiments on various tasks show that DM outperforms other
baselines substantially.

1 Introduction

Offline Reinforcement Learning (RL) [[13} 27, [29][38]] has attracted great attention due to its remark-
able successes in the fields of robotic control [5}136]] and games [3} 132} 150]. As transformer [49] has
exhibited powerful sequential modeling abilities in natural language processing [4}43]] and computer
vision [10} 42], many efforts [6, 18, 25, 61] have been made on applying this architecture to offline
RL tasks. Transformer-based methods view the reward/return-to-go (RTG), state, and action as a
sequence, and then predict actions by using the transformer encoder. However, it often fails to make
correct decisions when encountering out-of-distribution states or actions, showing limited robustness.
Previous work attempts to address this issue from the perspective of data augmentation [51) [64]
and objective constraints [6} |53} |61]]. However, they introduce a significant number of noises or
the overestimation bias. Thus, how to enhance model robustness remains a highly challenging and
insufficiently explored issue.

In this study, we offer two novel perspectives on improving model robustness through both the
model architecture and learning strategy. In terms of the model architecture, (1) although previous
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studies have made some modifications to the transformer architecture [23} 44, 52], they have not fully
utilized inter-step information, particularly historical information which is critical for decision-making
processes. For example, the robot can adjust its subsequent routes based on the historical information
of failed paths for completing the navigation task; (2) furthermore, most existing approaches adopt
transformer to model the flattened trajectory as a sequence, while ignoring the structural trajectory
patterns of the causal intra-step relationship among RTGs, states, and actions (RSAs). A RL policy
typically predicts the next action given the current state based on the RTG. Thus, this kind of fine-
grained intrinsic connection among RSAs is intuitively beneficial for policy learning. As regards to
the learning strategy, (3) there exists a large number of noisy labels in the suboptimal trajectories
which hurt the performance of the policy significantly. Although the existing work that generates
pseudo trajectories or actions alleviates this problem to some extent [57}164], it also introduces other
biases or errors.

To address the above issues, we propose Decision Mamba (DM), a multi-grained state space model
with a self-evolving policy learning strategy for offline RL. In order to adequately leverage the
historical information, we adopt mamba to explicitly model the temporal state among inter-steps,
since mamba architecture [[15} 18 140] shows a more effective capability of extracting the historical
information. Meanwhile, the causal intra-step relationship is beneficial for the model to understand
the common patterns within the local dynamics. Thus, we introduce a fine-grained SSM module to
extract the local features of structural patterns among the RSA triplet within each intra-step. Apart
from modifying the model architecture and aligning it to the trajectory pattern, we also propose a
learning strategy to prevent the policy from overfitting noisy labels. This is achieved by a progressive
self-evolution regularization which leverages the past knowledge of the policy itself to refine and
adjust the target label adaptively.

We conduct comprehensive experiments on Gym-Mujoco and Antmaze benchmark, containing 5
tasks with varying levels of noise and difficulties. The performance of DM surpasses other baselines
by approximately 8% with respect to the average normalized score on the three classic Mujoco tasks,
showing its effectiveness. In summary, the contributions of this paper are summarized as follows:

* Different from the existing conditional sequence modeling work for offline RL with the
transformer architecture, we propose Decision Mamba (DM), a generic offline RL backbone
built on State Space Models, which leverages the historical temporal information sufficiently
for robust decision making.

» To extract the casual intra-step relationships, we introduce a fine-grained SSM module
and integrate it to the original coarse-grained SSM in mamba, which combines the local
trajectory patterns with the global sequential features, achieving the multi-grained modeling
capability.

* To prevent the policy from overfitting the noise trajectories, we adopt a self-evolving policy
learning strategy to progressively refine the target, which uses the past knowledge of the
learned policy itself as an additional regularizer to constrain the training objective.

2 Related Work

2.1 Offline Reinforcement Learning with Transformer-based Models

Offline Reinforcement Learning (RL) [[7, [13} 22} [2'7, 29}, 138 156}, 157, 67] is widely used for robotic
control and decision-making. In particular, transformer-based methods [8} 25, 44]] reformulate the
trajectories as a state/action/RTG sequence, and predict the next action based on the historical
trajectories. However, although the sequence modeling methods formulate offline RL in a simplified
form, they can hardly deal with the overfitting problem caused by the suboptimial trajectories
in offline data [11} 21, 159]. One line of approaches [34, |51} |64} 166] focused on exploiting data
augmentation methods, such as generating additional data via the bootstrap method, or training an
inverse dynamics model to predict actions for the large amount of unlabelled trajectories. Another line
of work [16} 23} 25 135} 144, 152]] attempted to modify the transformer architecture to explicitly make
use of the structural patterns within the training data. Furthermore, substantial efforts [37, 154, 58] [62]
have also been made on applying regularization terms to learning policies, such as RvS [[L1] and
QDT [61]]. Nevertheless, previous work simply applies transformer to offline RL tasks while seldom
considering about adapting the architecture to trajectory learning. Thus, these methods fail to extract



the historical information sufficiently and are unable to capture local patterns thoroughly from the
trajectories. In this work, we address these issues by proposing DM, a tailored mamba architecture
for offline RL tasks. A fine-grained SSM module is designed in DM to supply fine-grained intra-step
information to the coarse-grained inter-steps features. Together with the architecture, we also present
a self-evolving policy learning strategy to prevent the model from overfitting noise labels.

2.2 State Space Models for Linear-time Sequence Modeling

Recently, State Space Models (SSMs) show high potentials in various domains, including natural
language processing [15H17, 19} 1201 140} 46, computer vision [30, [31} 133,41} 163 165] and time-series
forecasting [S5)]. Stemming from signal processing, SSMs capture global dependencies from a
sequence more effective in a lightweight structure and shows advantages in compressing the historical
information, compared with the transformer architecture. Although SSMs have considerable benefits,
it still struggles to perform contextual reasoning. Mamba [15]] is thus proposed to alleviate this
problem. It introduced a time-varying selective mechanism and a hardware-friendly design, making
it as a competitive architecture against with transformer. The Mamba architecture is then adapted
to different downstream tasks by considering the characteristics of these tasks. VIM [65] and
VMamba [33] introduced 2D SSMs for image understanding. VideoMamba [30] introduced spatio-
temporal scan for video understanding. In this work, we take the fine-grained trajectory patterns into
consideration, and introduce a multi-grained mamba architecture tailored for RL tasks.

3 Method

3.1 Preliminaries

Decision Transformer for Offline RL. The fundamental Markov Decision Process [12] can be
represented as M = (S, A, T, r,~), where S is the state space, A is the action space, 7 : Sx A — S
is the transition function,  : S x A — R is the reward function, and € (0, 1] is the discount factor.
Given an offline dataset D,, collected by the behavior policy (als), offline RL algorithms aim to
maximize the rewards. Formally, the iteration process of learning a policy is as below (k£ denotes the
index of the learning iteration):

Q;cr = argénin]E(s,a,r,s/)ND“ [Q(Sa a) - ('I" + ’yEa’ka,l('\s/)szl(Slv a/))Fa (D
Ty = argmax By p, [Bqon( 5@k (5,0)] s.t. Esep, [D(7(-[s), u(-]s))] < e. 2)

When updating the Q function, (s, a,r, s") are sampled from D,, but the target action a’ is sampled
from the current policy mj_1.

Inspired by the great success of sequence generation models in NLP [9] 139, 48], Decision Trans-
former [8]] is proposed to model the trajectory optimization problem as an action prediction procedure.
Specifically, it first obtains the return-to-go (RTG) with the reward, i.e., Ry = Z?:t r;. Then, the
learned policy, which is based on the decoder-only transformer architecture [48]], predicts the action
sequence a; autoregressively, with the offline trajectory 7 = (s¢, Ry, ao, ..., St, Rr,ar). The
training objective is as follows:

T
—E, { ~1 . } 3
minimize J(75) ; og g (as|Te—1:t) 3)
where 7,_;.y = (84, Rj,aj,...,5, R) (j = min(¢t — [, 0)) is the input trajectory and [ is the length

of context window.

SSMs for Linear-Time Sequence Modeling. The State Space Model (SSM) describes the proba-
bilistic dependence between the continuous input signal z(¢) and the observed output y(¢) via the
latent hidden state h(t) as Eq. (5):
h'(t) = Ah(t) + Bz(t), “4)
y(t) = Ch(t). (5)
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Figure 1: Model Overview. The left: we combine the trajectories 7 with position embeddings, and
then feed the result sequence to the Decision Mamba encoder which has L layers. The middle: a
coarse-grained branch and a fine-grained branch are integrated together to capture the trajectory
features. The right: visualization of multi-grained scans.

In order to apply the SSM model to the discrete input sequence instead of the original continuous
signal, Structured SSM (S4) [18]] discretizes it by a step size A as Eq. .

= Ah;_y + Buy, (6)
yr = Chy, @)

where A = exp(AA), B = (AA) !(exp(AA) — I) - AB. To this end, the model can forward-
propagate in an efficient parallelizable mode with a global convolution. Due to the linear time
invariance brought by the SSM model, it lacks the content-aware reasoning ability which is important
in sequence modeling. Therefore, mamba [15] proposes the selective SSM which adds the length
dimension to the original parameters (A, B, C), changing it from time-invariant to time-varying. It
uses a parameterized projection to project the size of parameter B, C from (D, N) to (B, L, N), and
A from (D) to (B, L, D), where D, B, L and N denotes the channel size, batch size, sequence length
and hidden size, respectively.

3.2 Decision Mamba

The transformer architecture has been well used in offline RL tasks. Despite its strong ability to
understand complete trajectory sequence, it shows limited capabilities in capturing historical informa-
tion. Thus, we propose a multi-grained space state model to extract the fine-grained local information
to supply the coarse-grained global information, namely Decision Mamba (DM), for comprehensively
learning the trajectory representation. Figure [T] presents the overall framework of DM.

3.2.1 Multi-Grained Mamba

Trajectory Embeddings Following the sequence modeling [8]], we first use multilayer percep-
trons (MLPs) to embed the RSAs from the given trajectory 7 = (Ry, So, ao, - - - , BT, ST, ar). Then,
the trajectory embeddings are added the absolute step position embeddings to attach the position
information, similar to the classic usage in the NLP field. Mathematically, it can be formulated as
follows:

el = MLP(R;), € =MLP(s;), e =MLP(a;), ®)
e; = [eR; €2 €] + broadcast(e!), ©)

7 ’L’ ’L

where el € REXEXN "and [;] denotes the concatenate operation.

Coarse-Grained SSM Different from the transformer-based methods [8, [25]], DM models the
historical information before the current i-th step via the latent hidden state h; as shown in Eq. (6).
It explicitly represents the feature of history information, rather than only learns such information
implicitly. As the number of encoder layers increases, historical information is selectively preserved
in the representation h;. To this end, DM is expected to have a better capability to understand the
sequential dependencies. It can be formulated as follows:

hEE = SiLU(Proj(hy)); A = InterS3M(hS), (10)

where hiCG represents the coarse-grained hidden state; InterS3M denotes the coarse-grained SSM.



Fine-Grained SSM Further, to better discern

Algorithm 1 Decision Mamb
the dependencies among RSA within each step, SOt ° Jectsion Vamba

. Input: trajectory sequence 7 = (Ro, S0, @0, . .., R¢, S¢)
we gather the fegture of each smgle step to ob- Output: action a,
tain the ﬁne'gralned representatlon via a 1D- 12 /* obtain the embedding of trajectory sequence™/
convolution layer, and then introduce a fine- 2: R,s,a: <« Split(7_1:¢)
grained SSM module for extracting the local pat- 3: e™, e, e + MLP(R), MLP(s), MLP(a)
tern among RSA, as shown in the middle part and ‘5‘ ho: ( + Flatten(e™, €%, &%)
right part of Figure[I] ‘. for ;‘Qéay“ do « Nosm(he_s)
. i orm(h;_1
It can be formulated as follows: gi héFz : - Convlgzc(hfc))
FG _ ) : z- < Linear;”~ (h;_1)
hi - COHVlD(hZ)’ (11) 9: P <—LineariFG(hi_1)
hFG = SiLU(Proi hFG 12 10: /* process with multi-grained branchs */
lG (Proj( ZG ), (2) 11:  for b in (h$C, hFG) do
hEYC = IntraS3M(AF©), (13) 12: n! « SiLU(Conv1d! (h'))
. . . 13: AT Pars
where hI'“ indicates the fine-grained hidden state; 12_ B, - a;mm'et?; W
IntraS3M means the fine-grained SSM. 1 5: Cl} ' : LTnedr?CEh};
. i N meari M
. . . 16: AL log(1 + Linear/& (n/) +
Fusion Module For gathering both fine-grained Parmmotor A ; os(1 + exp(Linear;= (hy )
local trajectory patterns and coars.e-gralneg (%lobal 17: B o discretize(A! AY, BS)
contextual information, we combine the h; ™~ with 18: W « ssm(a’l, B!, cly(n!)
RS in each encoder layer and then use the layer 19:  end for o
normalization to ensure that the multi-grained fea- 20:  n$¢: + h®% ©SiLU(z)
tures have a consistent distribution. In order to 213 hi'®:(5.L.0) « hrg © SiLU(2)
remain the important historical information, we %% / fusion of multi-grained features /'~
add a residual connection. The fusion process can 57 by « LayerNorm(h;™ + h; ™)
be formulated as follows: 25 b : ¢ Linear(h;™™ + hi—1)
: : end fi
RME = LN(R$C + nE9), (14) 26: Z':  (B,L) MLP(h)

27: return a

hi = Proj(h}'C + h;_1), (15)

where hM¢ indicates the multi-grained hidden state and LN denotes the layer normalization. The
forward propagation procedure of DM is presented in Algorithm [T}

3.2.2 Progressive Self-Evolution Regularization

There are typically amounts of suboptimal trajecto- P

Ak—1 k-1
ries in RL tasks. The previous approaches usually ®
overfit these noisy data and thus lack robustness. k-1 step ':4 ’@J\
Fortunately, the existing literature [26] has shown —
that deep models learn clean samples (optimal tra- [@ax = (1 Br) ax + Briin 1|
jectories) at the beginning of the training process, <
and then overfit the noisy samples (suboptimal tra- o a
jectories). Inspired by this observation, we propose k step > Lpspr €

a progressive self-evolution regularization (PSER),
which uses the knowledge of the past policy to ] )
refine the noisy labels as supervision for policy Figure 2: The process of PSER includes: i) gen-

learning, thus avoiding fitting the noisy trajecto- €rating action labels with previous step policy, ii)
ries. refining target label, iii) computing loss, where

) ) ~ the red circle denotes the noise.
Specifically, we obtain a refined target by combin-

ing the ground truth and the prediction from the learned policy itself. Let a;, denote the prediction
about s from the current policy 7y (a|s) at k-th iteration. The refined target at k-th can be written as
follows:

ar = (1= B)ak + Bak-1, (16)
where a1 ~ m—1(+|s) and 3 is the trade-off weight.
To obtain more insights about the refined targets Eq. (I6), we compare the gradients of the training

objectives with the original label and the refined label. The standard Mean Square Error (MSE) loss
function of Eq. (3) with the original label can be written as:

Ly (ak, ar) = ||ar — ax||*. (17



In comparison, the loss function with the refined target of Eq. (I6) can be rewritten as:
Lspp(ar, ap) = |lax — arl|* = |lax — (1 — B) ax — Bax—1||*- (18)
Comparing the objectives of Eq. and Eq. , the gradient of Lsp , with respect to the output
of policy {ay ;}7_; can be derived by:
OLSE K

3 =2[(ak,i — aki) =B (-1, —ar;)] (19)
(777 N—_——— N—————
VL VR

where V£, indicates the gradient of the loss function Eq. (I7), and VR computes the difference
between the past predictions and the targets. From the perspective of gradient back propagation,
PSER imposes a regularization constraint on the current policy 7 (a|s) by smoothing the original
target action ay, ; with the self-generated label a;_1 ;.

Moreover, it is important to determine the value of § in Eq. (I8). The /8 controls the learning
procedure, where the policy trusts the given actions if 3 is set to a large value. As stated above, the
policy tends to fit gradually from clean patterns to noisy patterns. Thus, we set the 5 to dynamically
increased values. As [ increases, the policy progressively gains more confidence in its own past
knowledge. To maintain the learning process stable, we apply the linear growth approach and set a
lower boundary. The (5 at the k-th iteration is computed as follows:

k
Br = max(Br ¥ 7 Brmin)> (20)
where K is the number of total iterations for training and S is the hyperparameter.

We replace the original label with the refined target, leading to the objective:

mini‘gmize Es, r~D, [log mo(a¢| Ry, St, 7'<t)] . 21

We adopt the MSE loss, and then the objective 21]is converted to:

Lesg k(ar, ar) = ||ax — ax||* = ||ax — (1 — Br) ax — Br ar—1]|*. (22)
3.2.3 Training Objective

To make the training procedure more robust, we introduce the inverse training goals: predicting
the next state and the next RTG. Individuals often assess the feasibility of actions by envisioning
their potential outcomes. Therefore, we expect the policy to predict the post-execution state and
RTG based on the predicted action, thus improving its robustness. Specifically, given the trajectory
7 = (Ro, S0, G, - - - , Ry, $¢), Decision Mamba originally predicts the next action d;. Further, by

incorporating the action a; to the original trajectory 7;_;., it is also predicts the next RTG ]%t+1 and
the next state §;1. Compared to the Eq. (3)), the training objective of DM with the refined target can
be written as follows:
T
minigmize Es,,r~D, [ Z [)\1 log 7o (a¢| Ry, St, T<t) +X2 log o (Ret1|7<t) + A3 log mo(se41|7<t) } ] , (23)

t=0

PSER predicting RTGs predicting states

where the a; is computed by Eq. (I6), \; is the weight hyperparameter, and the sum of )\, is set to 1.
Note, we omit the length of context window [ for simplicity.

4 Experiment

4.1 Settings

Dataset and Evaluation Metrics. We conduct our experiments on Gym-MuJoCo which is one of
the mainstream benchmarks used in offline deep RL [[14} 28} 59], including Hopper, HalfCheetah,
Walker and Ant tasks. Each task contains medium, medium-expert, medium-replay and expert
datasets. To more comprehensively evaluate our proposed method, we also adopt the AntMaze
benchmark which is a navigation task of aiming to reach a fixed goal location, with the 8-DoF "Ant"
quadraped robot. We evaluate Decision Mamba by using the popular suite D4RL [13]. Following
the existing literature [8} |25]], we normalize the score for each dataset roughly for comparison, by

computing normalized score = 100 x —-Score — random score__ - Nore details about dataset and
CXt score — random score

implementation can be found in Appendix




Baselines. We compare Decision Mamba with existing SOTA offline RL approaches including
Behavioral Cloning (BC), Conservative Q-Learning (CQL) [29]], Decision Transformer (DT) [8],
Reinforcement Learning via Supervised Learning (RvS) [[L1], StARformer (StAR) [44], Graph
Decision Transformer (GDT) [23]], Waypoint Transformer (WT) [2]], Elastic Decision Transformer
(EDT) [60], and Language Models for Motion Control (LaMo) [45]. Among these methods, CQL
stands as a representative of value-based methods, while the other methods belong to supervised
learning (SL) approaches. For most of these baselines, we cite the results from the original papers.
In addition, we reimplement DT and LaMo for more comparison in different settings by using their
repositories. The detailed descriptions of these baselines are presented in Appendix

Dataset BC CQL' DT RvS! StAR" GDT' WT! EDT LaMo DM (Ours)
HalfCheetah-M 422 444 426 416 42.9 429 430 425 43.1 43.8 +0.23
Hopper-M 55.6 86.6 704 602 65.8 77.1 63.1 63.5 74.1 98.5 +8.19
Walker-M 71.9 745 740 739 77.8 765 748 728 73.3 80.3 +o.07
HalfCheetah-M-E ~ 41.8 624 873 922 93.7 932 932 485 92.2 93.5 +0.11
Hopper-M-E 86.4 110.0 106.5 101.7 1109 111.1 1109 1104 1099 1119 +1s4
Walker-M-E 80.2 98.7 109.2 106.0 109.3 107.7 109.6 108.4 108.8  111.6=+3.3
HalfCheetah-M-R 2.2 46.2 374  38.0 39.9 40.5 397 378 39.5 40.8 +0.43
Hopper-M-R 23.0 48.6 827 822 81.6 853 889  89.0 82.5 89.1 +4.32
Walker-M-R 47.0 326 666 66.2 74.8 715 6719 748 76.7 79.3+1.04
Avg. 50.0 67.1 758 717 77.4 79.1 787 T72.0 71.8 83.2 +o.82

Table 1: Overall Performance. M, M-E, and M-R denotes the medium, medium-expert, and medium-
replay, respectively. The results of the baselines marked with T are cited from their original papers.
We report the mean and standard deviation of the normalized score with four random seeds. Bold
and underline indicate the highest score and second-highest score, respectively.

4.2 Overall Results

For a fair comparison, we first conduct experiments on datasets commonly adopted by mainstream
approaches. The overall performance is presented in Table |1} It can be observed that Decision
Mamba outperforms other baselines in most datasets. On one hand, benefiting from the supervised
learning objective, SL-based baselines exhibit a strong ability in the high-quality datasets (M-E), but
show weakness in the suboptimal datasets (M/M-R). On the other hand, CQL performs well in the
suboptimal datasets due to regularizing the Q-values during training, but struggles to perform well in
the high-quality datasets.

For DM, it shows significant improvement over

the other SL-based methods. Specifically, it ~_Dataset BC DT LaMo DM (Ours)
outperforms the best of the baselines by 4%+,  HalfCheetah-E 833~ 905  92.0  93.5:02s
especially in suboptimal datasets, e.g., on the ~ Hopper-E 902 109.6  11L6  12.5+07
medium datasets, the performance of DM sur- Walker-E 1032 108.1 108.1 108.3+01s
passes the value-based method CQL and the  AntM 910 953 946 10481140
transformer-based method GDT by around 6% ﬁm'M'E 298 1296 1348 136.2:+0.0

. L nt-M-R 79.5 81.4 92.7 89.5 +1.64
and 9% on average, respectively. This signifi- A g 1126 1231 1342  135.9 1035
cant improvement demonstrates the robustness yor— 30 630 800 1000200

of DM in learning from suboptimal datasets, at- o= 0 v 0 610 610 700 90.0 010
tributed to the multi-grained mamba encoder A 1 957 1000 1079 :
and PSER module in DM. Note, although ve. : : : s
ggﬁgfgg;gj lf/ls;llliggrtlgIjINacl)?Cehz:lelftlgh-Cl\%I&a?:steltlse Table 2: Extensive Results. E, U, and U-D denotes
the difference is not significant. Therefore, the the expert, umazed, and umazed-diverse.
proposed DM shows stronger overall performance, capable of learning from both high-quality and
suboptimal datasets simultaneously.

In order to evaluate our method more comprehensively, we also conduct experiments on other datasets.
We adopt representative baselines including BC, DT and LaMo, where LaMo leverages extensive
additional natural language corpora and knowledge to enhance the model performance. As illustrated
in Table[2] all methods perform exceptionally well on the Expert dataset. However, when it comes
to mixing the suboptimal data into the training set, compared with DT, both LaMo and DM exhibit



significant superiority, while DM shows a more pronounced overall enhancement. For instance, DM
outperforms LaMo by approximately 10% on the Ant-M dataset and around 6% on average. For
AntMaze, it requires composing parts of suboptimal trajectories to form more optimal policies for
reaching goals. “U-D” is more difficult than “U”, and DM shows superiority in these tasks. More
comparison results can be found in Appendix [C]

4.3 Ablation Study

To investigate the effectiveness of each component in DM, we conduct experiments with different
variants of DM. In particular, we compare 3 different implementations: (1) w/o MG removes the
multi-grained branch, directly using the sequence feature original extracted from mamba; (2) w/o
PSER removes the progressive self-evolution regularization, training the model with the labels in the
training dataset; (3) w/o ILO removes the inverse learning objective, only predicting the action in
the training procedure. As shown in Table 3| the performance of DM drops significantly without
either of these components. Notably, the most substantial performance degradation with about 6%
occurs when the PSER module is removed, especially in the suboptimal datasets. This observation
verifies the effectiveness of this module in preventing policy from overfitting and thus enhancing its
robustness. MG and ILO are also critical for offline RL tasks. Once these two modules are excluded,
there is a noticeable reduction in the model’s performance.

Halfcheetah Hopper Walker
M ME MR| M ME MR| M ME MR |ASE
DM 43.8 935 40.8 | 98.5 1119 89.1 | 80.3 111.6 79.3 | 83.2

w/o MG 433 929 40.1 | 862 1112 775|792 1079 749 | 79.2
w/o PSER 429 91.0 375|853 1104 764 | 762 1056 69.6 | 77.2
w/o ILO 43.1 923 394|940 1107 853 | 80.1 108.8 73.5 | 80.8

Table 3: Ablation Results. “w/o MG/PSER/ILO” represents removing the module of multi-grained
feature extraction, the progressive self-evolution regularization, and inverse learning objectives,
respectively. Best results are marked in bold.

4.4 Comparison Results with Different Context Lengths

To validate whether DM can capture the information of inter-step and intra-step, we investigate the
performance of our model with different context lengths. We conduct experiments with the context
length L = {20, 40, 60, 80, 100, 120}. Figure shows the comparison results. Regardless of different
context lengths, the proposed DM consistently achieves a high score than other baselines among all
datasets, showcasing its superiority in capturing the inter-step dependencies in different lengths.

It is noteworthy that BC shows a comparable performance to DT in the Hopper-M and Halfcheetah-M
datasets, yet demonstrates a substantial discrepancy in other datasets. We deduce that, in addition
to the inherent limitations of the imitation learning paradigm, the BC model that relies solely on
MLP also has significant architectural disadvantages. Consequently, it can achieve scores of only
60-70% at most on the expert datasets. When trained on M-R data, BC evidently struggles to learn
effectively, achieving only approximately 30% and less than 4% performance on Hopper-M-R and
Halfcheetah-M-R, respectively. Due to the attention and SSM mechanisms, DT and DM models
conspicuously exhibit a higher upper bound compared to BC. Among them, our proposed DM shows
the best performance across all datasets. This indicates that the specific architecture of DM enables it
to extract more useful information from the inter-step and intra-step, leading to a strong performance
across different context lengths.

4.5 The Effects of 3 in PSER

We have shown that the proposed PSER in DM enhances the robustness of the policy significantly
in learning on suboptimal trajectories. Consequently, we endeavor to delve deeper into the impact
of the policy self-evolution throughout the training process. During the training procedure, Sk in
PSER determines the upper bound of the policy self-evolution. When S is set to 1, the policy has
the highest dependency on self-learned knowledge; conversely, if S is set to 0, the policy tends to
completely lose its ability to self-evolve. We conduct experiments on DM variants, by removing the
lower boundary (i, and selecting Sk from the set {1, 0.75,0.5,0.25,0}. The results are depicted in
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Figure 3: Impact of Context Lengths. We compare the normalized scores of BC, DT and DM with
different context lengths. The DM consistently outperforms other baselines.

Table It can be observed that if we remove the self-evolution capability of DM, i.e., setting Sk to 0,
there is a notable decline in the performance across both the M and M-R correlated datasets, with the
poorest overall performance. When increasing the 3 to 0.5, the model obtains the best performance
since it reaches a good balance between the ground truth and the learned knowledge. To prevent the
policy from excessively relying on its past knowledge, DM additionally uses a lower boundary (5,
(set to 0.5), achieving the best performance.

Halfcheetah Hopper Walker
M ME MR| M ME MR| M M-E MR |AE

DM (Bx =1) 435 923 384|979 1113 827|778 1094 747 | 80.9
DM (Bx = 0.75) 42.8 919 387|984 1105 838 |77.6 1062 713 | 80.3
DM (Bx =0.5) 439 92.1 388 | 98.6 111.1 866 |77.2 1086 758 | 814
DM (Bx = 0.25) 438 915 386|977 107.0 864 | 769 1062 72.8 | 802
DM (Bx =0) 429 91.0 375|853 1104 764|762 1056 69.6 | 77.2

DM 43.8 935 408|985 111.9 89.1 | 80.3 1116 79.3 | 83.2

Table 4: The effects of 3 in PSER.
5 Conclusion

In this paper, we study the offline reinforcement learning from the perspectives of the architecture
and the learning strategy. We have accordingly proposed Decision Mamba (DM), a multi-grained
state space model tailored for RL tasks with a self-evolving policy learning strategy. DM enhances
the policy robustness by adapting the mamba architecture to RL tasks by capturing the fine-grained
and coarse-grained information. Meanwhile, the proposed learning strategy prevents the policy from
overfitting the noisy labels with a progressive self-evolution regularization. Extensive experiments
demonstrate that DM outperforms other baselines by approximately 4% on the mainstream offline
RL benchmarks, showing its robustness and effectiveness.

Limitations and Future Directions. According to [15, 18], the mamba structure is more friendly to
long sequences than the transformer structure, not only in terms of capturing historical information,
but also in terms of the computational speed. Benefiting from the structure of SSM, the computational
complexity of mamba is O(n), while the computational complexity of attention score in transformer
is O(n?). Thus, the computational efficiency of mamba is higher. Although the exploration of
computational efficiency is an exciting direction for future research, it is not within the main scope of
this paper.
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A Dataset and Implementation Details

A.1 Dataset Details.

We conduct experiments on five tasks of Mujoco and Antmaze [47] including Halfcheetah, Hopper,
Walker, Ant and Antmaze, as illustrated in Figure EI Note, all datasets we used is the v2 version. In
these tasks, there are totally 5 different datasets which are described below:

Medium: A “medium” policy is trained by using the Soft Actor-Critic [21] with early-
stopping the training, and generate 1 million timesteps, achieving about one-third the score
of an expert policy.

Medium-Expert: 1 million timesteps generated by the medium policy concatenated with 1
million timesteps generated by an expert policy (a fine-tuned RL policy).

Medium-Replay: It involves recording all samples in the replay buffer observed during
training until the policy achieves a “medium” level of performance.

Umaze: It contains the trajectories where the ant to reach a specific goal from a fixed start
location.

Umaze-diverse: Different from Umaze, it is a more difficult dataset where the start position
is also random.

(a) Halfcheetah (b) Hopper (c) Walker (d) Ant (e) Antmaze

Figure 4: The visualizations of tasks.

A.2 Implement Details

For all our experiments, we utilized the default hyperparameter settings and conducted 100,000
training iterations or gradient steps. We implement our method with the official repository of
the huggingface.The shared hyperparameters are set to the same as those of LaMo, including the
batch size, learning rate, overall training steps, and weight decay. The setting of other specific
hyperparameters, including B, Smin are presented in Table[5} The experiments are conducted on an
8%4090-24G platform, and we run each experiment with four different seeds to ensure its reliability.

Dataset Learning Rate  Weight Decay  Context Length  Return-to-go  Training Steps  8x  Omin
Halfcheetah 1 x 10~* 1 x 107° 20 1800, 3600 100K 085 0.5
Hopper 1 x 1074 1 x 107° 20 8000, 12000 100K 090 0.5
Walker 1 x 1074 1 x 107° 20 2500, 5000 100K 095 0.5
Ant 1 x 107 1 x 107° 20 3600, 6000 100K 0.85 0.5
Antmaze 1 x 1074 1 x 107° 20 5,20 100K 095 0.5

Table 5: Task-specific Hyperparameters.

A.3 Code base

The code bases employed for our evaluations are detailed below.

BC: https://github.com/kzl/decision-transformer
DT: https://github.com/kzl/decision-transformer
EDT: https://github.com/kristery/Elastic-DT
LaMo: https://github.com/srzer/LaMo-2023
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B Details of Baselines

We compare our proposed Decision Mamba with previous strong baselines as follows:

Behavioral Cloning (BC): it is a representative method of imitation learning. The states and
actions are collected as the training data first. Then the agent uses a classifier or regressor to
replicate the trajectory when encountering the same state.

Conservative Q-Learning (CQL) [29]: it encourages policies that are less likely to choose
actions with high Q-value estimates that are uncertain or unreliable, thus expecting to address
overestimation bias.

Decision Transformer (DT) [8]]: it flats the trajectory sequence and use conditional sequence
modeling method to autoregressively predict actions.

RvS [L1]]: it uses the goal or reward as the condition to realize the behavior cloning. We use
the reward-conditioned BC as comparison.

StARTransformer (StAR) [44]: it extracts the image state patches by self-attending mecha-
nism, then combining the features with the whole sequence.

Graph Decision Transformer (GDT) [23]: it adopts the sequence modeling method, and
models the input sequence into a causal graph to capture relationships among states, actions,
and return-to-gos.

WaypointTransformer (WT) [2]:it integrates intermediate targets and proxy rewards as
guidance to steer a policy to desirable outcomes.

Elastic Decision Transformer (EDT) [60]: it estimates the highest achievable value given a
certain history, and inputs the traversed trajectory with a variable length to learn the stitching
trajectories.

Language Models for Motion Control (LaMo) [43]]: it adopts the pretrained GPT?2 [43]
model as the backbone, and use the additional NLP corpus to co-training the policy via the
parameter-efficiently LoORA method.

C More Comparison

For extensive comparison, we compare DM with more baselines, including the diffusion-based model:
Diffuser [24], Decision Diffuser (DD) [[1])and more complex approaches: Trajectory Transformer
(TT) [25]], Critic-Guided Decision Transformer (CGDT) [53]).

As illustrated in Table[] it can be observed DM still has the strongest overall performance, although
it did not achieve the best results on some datasets. Diffusion-based models synthesize optimal trajec-
tories from a generative perspective, showing a significant advantage on replay datasets. Although
CGDT performs well, it requires complex additional training, namely Critic training, which increase
convergence difficulty. Overall, DM shows superiority on average.

Table 6:

Dataset TT! CGDT' Diffuser!f DD’ DM (Ours)
HalfCheetah-M 46.9 43.0 442  49.1 43.8 +0.23
Hopper-M 61.1 96.9 585 793 98.5 +s.19
Walker-M 79.0 79.1 797 825 80.3 +o.07
HalfCheetah-M-E  95.0 93.6 79.8  90.6 93.5+0.11
Hopper-M-E 110.0 107.6 1072 111.8 11191154
Walker-M-E 101.9 109.3 108.4 108.8  111.6=s.31
HalfCheetah-M-R ~ 41.9 40.4 422 393 40.8 +0.43
Hopper-M-R 91.5 93.4 96.8 100.0 89.1 +4.32
Walker-M-R 82.6 78.1 612 75.0 79.3 +1.04
Avg. 78.9 82.4 753 818 83.2 +0.52

More comparison with other baselines. The results are all cited from their original papers.
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D The Result on the Distribution of Returns

We compare the ability of policy to understand return-to-go tokens by varying the desired target
return over a wide range, especially in the out-of-distribution range. As illustrated in Figure[5] we can
observed in the seen target, i.e., on the left side of the yellow dashed line, the expected target returns
and the true observed returns are highly correlated. However, when it comes to the out-of-distribution
target, the score of DM is consistently higher than those of DT. Among them, due to the extreme
difficulty of the HalfCheetah dataset, the performance of DM under the OOD target is only slightly
surpassing DT. Conversely, on the other two datasets, DM exhibits strong robustness to the OOD
target, significantly outperforming DT. The experimental result has illustrated DM has a strong
robustness.
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Figure 5: The normalized scores of DT and DM when conditioned on the specified target returns.

E Visualization of Action Distribution

We visualize the action distribution of learned policy. Specifically, we use the policies trained on
different level of noisy data to predict the next action of the same trajectory, and visualize the
hidden layer of the predicted action. As shown in Figure[6] the distribution obtained by DM is more
concentrated. This indicates that even if the noise level in the training data varies, DM can still learn
an approximate distribution, demonstrating its strong robustness.

DT DM DT DM

(a) Halfcheetah (b) Hopper

Figure 6: The distributions of action.

F Impact/Safegard Statements

Impact Statement In this study, we propose DM, which effectively extracts historical information,
fuses multi-grained information to predict action, and enhances the effectiveness of conditional
sequence modeling for offline RL tasks. In addition, we introduce a self-evolving policy learning
strategy to effectively prevent the policy from overfitting the noisy trajectories, and further enhance
the robustness of the policy. To this end, this technology is expected to advance the offline RL agent
which can assist human beings in working under the dangerous circumstances. There are many
potential societal consequences of developing advanced RL algorithms, none which we feel must be
specifically highlighted here.

Safegrad Statement In the paper, we have taken rigorous steps to ensure the responsible release of
our new offline RL algorithm and any associated models or data. Given the potential for misuse or
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dual-use of such technology, we have implemented several safeguards to mitigate these risks. Use
of our algorithms is subject to the CC BY-NC-SA 4.0 agreement. In addition, we are committed to
ongoing monitoring and evaluation of our models’ usage to identify any emerging risks or patterns
of misuse. We will take prompt action if we detect any unauthorized or inappropriate use of our
technology. Finally, we are open to working with regulators, researchers, and industry partners to
further refine our safeguards and ensure the safe and ethical use of our offline RL algorithm.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The contributions are summarized clearly and accurately in the introduction.
More details please refer to Section [T}

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We discuss the limitations of our work in the conclusion. More details please
refer to Section[3]

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]

Justification: This work does not involve hypotheses and proofs of theory. In addition, all
formulas are labeled and cross-referenced normally.

Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: All information about reproducing the main experimental results are presented
in the Section{f.T|and Appendix[A.2]

Guidelines:

» The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer:

Justification: We have released our code in https://github.com/aopolin-1v/
DecisionMamba.

Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: Details about all experimental settings are presented in the Section .1}
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

 The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We conduct experiments with four different random seeds and report the mean
and variance of each result.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We provide details about compute resources in Appendix
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: We strictly adhere to the NeurIPS Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

o If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: We have stated the societal impact in the Appendix [F}
Guidelines:
» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [Yes]
Justification: We have stated the safeguard in the Appendix [F|
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We cite the original paper and provide URLs of the code we used.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

 For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: We do not release new assets.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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