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Abstract

This paper conducts a benchmark of most classical natu-
ral language generation metrics [11] on a translation task.
We evaluated the correlation between values of similarity
between a reference translation and a candidate, and a hu-
man scoring of this candidate. We then established a rank-
ing of the metrics relatively to this score, which is com-
mon to what we could have expected. Finally, we propose
a way to aggregate different metrics as a vote of expert
through Kemeny [12] consensus, to be able to grasp the
best characteristics of each metric, which are to be very
good on text-level features (BLEU [2]] and ROUGE [17]
for instance), and high-level ones (BERTScore [27]). Alas,
this ranking is only relevant if the metrics behave dif-
ferently relatively to another on different tasks, which
is not the case here. We made our code available
on GitHub at https://github.com/greg2451/
aggregating-text-similarity-metrics. Itin-
cludes a simple way to re-run our experiment on the
WMTI16 and WMTI17 datasets, as well as some code to ag-
gregate metrics with Kemeny [12] consensus.

1. Introduction

The issue of metrics in natural language generation
(NLG) is both fundamental and relatively complex [18, 7,
]. Indeed, unlike other problems, such as classification
[22, 9], the lack of target labels makes it difficult to eval-
uate the performance of an algorithm without human input.
Currently, for the evaluation of these specific tasks, the most
reliable method of evaluating algorithms is based on human
scoring of the generated texts. For a number of practical
reasons (slow, costly, not very scalable, etc.), it would be
desirable to automate this evaluation phase. The challenge
is therefore to create metrics that are as close as possible to
the evaluation of a human annotator.
Within NLG tasks, translation evaluation is particularly
complex since it requires to keep both high-level informa-
tion (the meaning of the translated text) and lower-level in-
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formation (staying as close as possible to the original text).
This article therefore aims to explore and benchmark the
different automatic metrics currently used for the evaluation
of algorithms.

Several approaches are competing in the field of
automatic evaluation of NLG algorithms. Some so-
called ”string-based” approaches, such as ROUGE [17] or
BLEU [21] metrics, are rather low-level. Others are high
level (BERTScore, Baryscore [8]...), i.e. they capture finer
information from the text, such as its meaning.

Finally, this paper aims to experiment with a method of
choosing an evaluation metric when the source language is
unknown, based on the Kemeny consensus. This method
could be used for multilingual translation algorithms.

2. Metrics

Text similarity metrics are hard to define by nature. If it
is clear that a similarity score should be high on two “’sim-
ilar” texts, and “low” on dissimilar texts, this definition is
not quantitative. Overall, there is a common consensus
that the GOLD standard is correlation with human judge-
ment [|]. The existing many metrics [ 1] for measuring
text similarity in the literature can be classified in two dif-
ferent categories: discrete (or string-based) and continuous
(or embedding-based).

2.1. String-based metrics

String-based metrics are based on the string representa-
tion of the text, and they are usually used for short texts,
such as sentences. Most often they compare the reference
text and the candidate relying on surface forms, potentially
counting n-grams that are common to both texts, or comput-
ing the edit distance between the two texts. Some common
string-based metrics are BLEU [21, 24], ROUGE [17], ME-
TEOR [14] [15], CHRF [23], TER. These metrics have the
principal advantage of being fast and easy to implement, but
they are not able to capture the meaning of the text, and they
are not able to handle long texts. Since they are based on the
string representation of the text, different words with simi-
lar meaning will be considered as different, and hence the
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Figure 1. Correlation between human judgments and automatic
scores

score will be low. However, these methods are still used in
practice in many applications, such as machine translation,
and they show good correlation with human ratings [1].

2.2. Embedding-based metrics

Embedding-based metrics are based on the representa-
tion of the text as a vector in a high-dimensional space.
First introduced in the context of machine translation [19],
they have been used in many applications, such as text sum-
marization [16], question answering [10], and text clas-
sification [10]. The vector representation of the text is
obtained by passing the text through a neural network,
which is usually pre-trained on a large corpus. Then, hav-
ing access of many different representations of the text,
it is possible to compute the similarity between the ref-
erence text and the candidate, by using some similarity
measures between vectors. These types of metrics include
BERTScore [27], MoverScore [28] BaryScore [8], Depth-
Score [26], INFOLM [5], and many others. If they have
shown much better correlation with human ratings than
string-based metrics, it comes with a price: they are much
slower and more complex to implement. Moreover, they
loose the interpretability of string-based metrics, since the
vector representation is not directly interpretable.

2.3. Correlation Measures

At this point, we have a column of metrics values, and
a column of human scores. Since we want to measure the
correlation between the two columns, we need to define a
correlation measure. There are three main correlation mea-
sures: Pearson’s correlation, Spearman’s correlation [25],

and Kendall’s correlation [13]. Since there are no clear con-
sensus on which measure is the best, and since we can have
it for free, we will use all of them to measure the correla-
tion between the metrics and the human scores. Intuitively,
the ranks of absolute correlation value should not differ too
much between the three measures.

3. Methodology

Evaluating text similarity measures is a challenging task,
since it requires a very particular setup that is not quite com-
mon in datasets.

Table 1. Kendall correlation on WMT16

Language Pair
de-en | cs-en | fi-en
BARYSCORE 48.5 49.1 | 43.0
BERTSCORE 52.1 524 | 46.7
BLEU 27.2 28.0 | 21.1
CHRF 40.7 37.7 | 31.1
DEPTHSCORE | 29.9 252 | 235
METEOR 38.9 36.8 | 329
ROUGE1 37.8 348 | 294
ROUGE2 36.4 33.6 | 28.1
ROUGEL 40.4 38.4 | 34.0
TER 36.3 322 | 263

3.1. Setup

As mentioned before, the goal of text similarity metrics
is to best embed the human knowledge in a computation. To
evaluate the performance of a metric on that task, we need:

¢ a set of reference sentences

* aset of sentences to be compared to the reference sen-
tences

* a set of human rating between the reference sentences
and the sentences to be compared

If the two first items are quite easy to obtain, the last one
is not. Indeed, it requires a lot of time and effort to rate
a large number of sentences. Moreover, the very notion of
human rating is hard to define, since it is not clear what is
the best way to rate a sentence, and how to achieve consen-
sus among raters. To overcome this problem, some frame-
works have been proposed, such as Pyramids [20], which is
a method for evaluating content selection in summarization.

Furthermore, depending on the natural language genera-
tion task, we are interested in different types of similarity.
For instance, in text summarization, we are interested to re-
trieve all the information of the original text, while in trans-
lation, we are more interested in the overall meaning of the
text. We decided to focus on the latter task, since it is more



challenging, and it is also the one that is most relevant to
our work. It is by design high-level, and it requires a good
understanding of the language, meaning that the similarity
metric should be able to capture the meaning of the text, and
hence the need for continuous similarity measures.

3.2. Datasets

In this section, we present the datasets used in our exper-
iments.

The WMT dataset [3] [2] is a collection of parallel texts
in different languages. Itis used to evaluate the performance
of machine translation systems. We used several pairs of
languages, all being translated to English, for a total of
3360 sentences. Each sentence has a reference translation,
a translation to be compared to the reference and a human
rating between the two.

We present the results of the experiments on the WMT16
dataset in Section 4.

3.3. Execution

The experiments were executed on a macOS ma-
chine with M1 processor and 16GB of RAM using
Python 3.10, with no GPU. The code is available
on GitHub at https://github.com/greg2451/
aggregating-text-similarity-metrics. Fol-
low the instructions in the README to install the depen-
dencies and run the experiments.

Table 2. Pearson correlation on WMT16
Language Pair

de-en | cs-en | fi-en
BARYSCORE 68.4 68.7 | 72.9
BERTSCORE 72.0 72.0 | 74.3
BLEU 45.1 40.7 | 40.2
CHRF 60.4 55.1 | 57.5
DEPTHSCORE | 49.7 41.9 | 44.1
METEOR 57.2 543 | 60.6

ROUGE1 56.6 | 514 | 56.8
ROUGE2 56.2 | 49.7 | 52.8
ROUGEL 60.6 | 55.6 | 60.9

TER 484 | 46.1 | 425

4. Experiments

We present here a part of our results applying different
metrics on the WMT16 dataset [3], for three language cou-
ples (de-en), (cs-en) and (fi-en). We then computed the cor-
relations with human score (Kendall on Fig.1, Pearson on
Fig.2 and Spearman on Fig.3). The rest of the results can be
easily obtained by running the released code of the paper.

Overall, it is very satisfying to notice some real correla-
tion between human judgments and the scores. This vali-

Table 3. Spearman correlation on WMT16
Language Pair

de-en | cs-en | fi-en
BARYSCORE 65.1 67.8 | 71.2
BERTSCORE 70.0 71.7 | 72.2
BLEU 35.9 37.3 | 345
CHRF 56.3 532 | 519
DEPTHSCORE | 426 36.5 | 36.5
METEOR 54.4 51.7 | 55.8

ROUGE1 52.7 | 49.1 | 51.8
ROUGE2 51.0 | 47.6 | 454
ROUGEL 56.1 54.1 | 56.8

TER 50.7 | 46.2 | 439

dates the approach of using automatic scoring in the evalu-
ation of MT systems.

As expected, the best correlations are comparably ob-
tained by BERTScore, and BaryScore, since they rely on
embeddings, and thus are able to capture the high-level
meaning of the sentences, contrary to the other scores that
are more sensitive to the surface form of the sentences. The
difference is how the different layers are then combined to
obtain a single score, which in the case of BaryScore is
through Wasserstein Barycenters [8].

Note that we did not expect such results for DepthScore,
since it is also an embedding-based score, especially given
the high performance announced [26]. Our hypothesis is
that using a smaller backbone model required to adapt some
hyper-parameters of the metric, which we were not able to
do in the limited time we had for this work, and thus that
does not invalidate the approach.

Image.l shows the (kendall) correlation between each
score and the human judgments for all the samples in the
dataset (5360 pairs of sentences).

It is interesting to note that both baryscore and bertscore
have a high correlation between each other: this is expected
as they are both based on the same model (in our case,
distilbert-base—-uncased).

Another significant result from this experiment is to
show that human judgement appears to be different from
any other automatic metrics: every considered metrics have
higher correlations to other metrics than to human scores.
This indicates that all of them share some characteristics,
and are still far away from correctly approximating human
judgment. This possibly means that there are still a lot of
room to improve in that domain, and that classical modern
metrics are all doing similar mistakes in approximating hu-
man judgement.

5. Kemeny ranking concensus

As we have seen previously, depending on the datasets
proposed, some metrics will correspond more or less well
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to human judgement. For example, when evaluating the
Kendall tau [13] of the CHRF [23] and METEOR [14] [15]
metrics, we find that CHRF has a better coefficient than
METEOR when translating into Romanian and a worse co-
efficient when translating into Russian.

This raises the question of how to select a good metric
with knowledge of the overall performance of the metrics
on a working dataset. Indeed, the challenge of automat-
ing the evaluation of NLG algorithms is to be able to apply
an automatic method that is as close as possible to human
opinion [1]. In our case, we are interested in finding the
metric that will best correspond to human opinion in general
when evaluating the various tasks proposed (here translation
into Czech, German, Finnish or Russian). This case would
correspond to the evaluation of a multilingual algorithm for
which the input language is not known. It is therefore nec-
essary to establish a ranking of the metrics that is as robust
as possible to the different languages used.

We base our choice of metrics on a Kemeny [!2] rank-
ing consensus. This ranking method is also used to rank
algorithms according to their performance on a number of
tasks. Colombo et al. [6] propose a method of ranking al-
gorithms by aggregating their ranks on different tasks. We
apply this idea to find a metric that best matches human
judgment. We first rank the different metrics for each of
these translation tasks from a given language to English (a
low ranking corresponds to a high correlation with human
opinion). Finally, once these rankings are established (cf
Table 4), we can establish an overall ranking of the met-
rics following the Kemeny ranking consensus. We reverse
the classical point of view of using fixed metrics to evaluate
algorithms on different tasks and rank the algorithms. We
use Kemeny consensus to evaluate the performance of met-
rics (correlation with human evaluation) on fixed datasets to
rank the metrics (cf Table 5).

This classification is based on Kendall’s correlation [13]
which measures the correlation between two elements of
&,,. This distance d is defined as follows: for o, 7 € &,
d(o,7) =3 1<ij<n L(oi—0;)(r:—r;)<0- A Kemeny consen-
sus 0* of o1, o7 € &, is a solution of the minimization
problem, minges,, Y-y <i<p (0, 01).

The Kemeny consensus ranking is not very tractable as
it is a NP-hard problem.

6. Conclusions

We have tested the performance of several automatic
scoring methods on the WMT16 and WMT17 datasets, and
we have confirmed that they are able to capture a part of the
human judgment. As already expected in the literature, the
best results are obtained by metrics based on embeddings.
However, as noted by Figure.1, all the automatic metrics
seem to live in a similar cluster, and human judgment in an-
other one, which indicates that we are still far from being

Table 4. Ranking of metrics on different tasks evaluation according
to Kendall correlation with human evaluation

cs-en | de-en | fi-en | ro-en | ru-en
BARYSCORE 2 2 2 2 2
BERTSCORE 1 1 1 1 1
BLEU 8 8 8 8 8
CHRF 4 6 5 3 4
METEOR 6 4 4 4 3
ROUGE1 5 7 6 6 6
ROUGEL 3 3 3 5 5
TER 7 5 7 7 7
Table 5. Ranking of metrics when aggregated by using Kemeny
ranking consensus
Bry | Brt | Ble | Chrf | Met | R1 | RL | Ter
Ranking 2 1 8 5 4 6 3 7

able to fully automate the evaluation of MT systems, and
that we are repeating the same errors from one automatic
metric to another. Finally, we were able to use Kemeny’s
consensus ranking to order metrics according to their cor-
relation with human judgment on translations from differ-
ent languages into English. This process will allow us to
choose an optimal evaluation metric when translating from
an unknown language. This may be useful for automatic
evaluation purposes.

Future Work

In this study, when working with continuous metrics, we
did not change the embedding model. An interesting piece
of future work, would be to focus on embedding-based met-
rics, and try to characterize the effect of the backbone model
on the performance of the metric. In particular, we could
investigate if the use of a multi-language model, such as
mBERT [10], would significantly improve the quality of the
metrics, or not. A satisfying result would be to find that
multi-language models yield higher quality metrics, and
thus would mean that knowing many language gives a better
global understanding of high-level semantic meanings.
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