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Abstract

Federated Learning (FL) addresses critical issues in
machine learning related to data privacy and secu-
rity, yet suffering from data insufficiency and im-
balance under certain circumstances. The emer-
gence of foundation models (FMs) offers potential
solutions to the limitations of existing FL frame-
works, e.g., by generating synthetic data for model
initialization. However, due to the inherent safety
concerns of FMs, integrating FMs into FL could
introduce new risks, which remains largely unex-
plored. To address this gap, we conduct the first
investigation on the vulnerability of FM integrated
FL (FM-FL) under adversarial threats. Based on a
unified framework of FM-FL, we introduce a novel
attack strategy that exploits safety issues of FM to
compromise FL client models. Through extensive
experiments with well-known models and bench-
mark datasets in both image and text domains, we
reveal the high susceptibility of the FM-FL to this
new threat under various FL configurations. Fur-
thermore, we find that existing FL defense strate-
gies offer limited protection against this novel at-
tack approach. This research highlights the critical
need for enhanced security measures in FL in the
era of FMs!.

1 Introduction

Federated Learning (FL) [McMabhan et al., 2017] is a decen-
tralized approach to machine learning where multiple clients
collaboratively train a model while keeping their data local. It
encompasses a wide range of applications, including health-
care [Wang et al., 2022], model personalization [Zhang et al.,
2022], and video surveillance [Rehman et al., 2022]. This
methodology, while safeguarding privacy, often encounters
challenges such as data scarcity and imbalanced data distri-
bution across clients. The integration of Foundation Models
(FM), e.g., GPT series [Brown et al., 20201, LLaMA [Tou-
vron et al., 2023], Stable Diffusion [Rombach et al., 2022],
and Segment Anything [Kirillov et al., 20231, known for their
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extensive pre-training on diverse datasets, offers a solution to
these challenges. FMs can enhance FL by providing a robust
starting point for learning [Zhang et al., 2023b], addressing
issues like limited data availability [Lin er al., 2020], and
introducing additional diversity into the training process to
cover a broader spectrum of scenarios not originally included
in the original data [de Luca et al., 2022].

However, incorporating FMs into FL systems introduces
potential threats. The large-scale data scraped from the Inter-
net used for FM training may be of low quality, containing
bias, misinformation, toxicity, or even poisoned [Zhuang et
al., 2023]. This brings inherent vulnerabilities in the FMs
to have robustness, fairness, and privacy issues [Bommasani
et al., 2021]. Recent studies have revealed threats to FMs
range from adversarial examples [Zhang et al., 2023al, data
poisoning attacks to generate malicious output [Schlarmann
and Hein, 2023], backdoor attacks to inject hidden mappings
in the objective function [Kandpal er al., 2023], privacy at-
tacks to reveal sensitive information from training data [Pan
et al., 2020], to fairness and reliability of the FMs [Si et al.,
2022]. These vulnerabilities bring new risks to the security
and reliability of the FM-Integrated FL. (FM-FL) system.

Despite these emerging risks, there exists a significant gap
in research specifically targeting these vulnerabilities [Wang
et al., 2023; Zhuang et al., 2023]. To thoroughly inves-
tigate the susceptibility of FM-FL, we leverage a unified
framework well-suited for both homogeneous and heteroge-
neous FL systems [Lin et al, 2020; Li and Wang, 2019;
Zhuang et al., 2023; Zhang et al., 2023b]. Specifically, the
server employs the FMs to generate synthetic data, which
plays a dual role: (i) assisting in the initialization of client
models to provide a better starting point for training, and (ii)
facilitating mutual information exchange between client mod-
els through knowledge distillation while protecting privacy.
This dual application ensures a thorough and comprehensive
integration of FMs across all stages of the FL process, from
initialization to ongoing learning and model fusion.

We propose a novel attack strategy against FM-FL, where
the attacker compromises the FM used by the server and con-
sequently embeds the threat in client models during their ini-
tialization using the synthetic data. This threat is iteratively
reinforced through the mutual information-sharing process
on the server. We specialize our attack strategy to back-
door attacks to thoroughly investigate the vulnerability of



FM-FL under the novel attack strategy. We choose back-
door attacks since they are popular and effective poisoning
attacks widely deployed to evaluate the vulnerability of ma-
chine learning models in image classification [Gu ez al., 2017;
Chen et al., 2017], text classification [Dai et al., 2019;
Li et al., 2021], point cloud classification [Xiang et al., 2021],
video action recognition [Li et al., 2023], and federated learn-
ing systems [Bagdasaryan et al., 2020]. The compromised
model will mis-classify instances embedded with a specific
trigger to the attacker-chosen target class, while maintaining
high accuracy on clean (backdoor-free) data, rendering the
attack in a stealthy manner.

We find that the FM-FL system demonstrates significant
vulnerability under this novel attack strategy, and the exist-
ing secure aggregation strategies and post-training mitiga-
tion methods in FL show insufficient robustness. This finding
is consistent across extensive experiments with a variety of
well-known models and benchmark datasets in both image
and text domains, covering different FL scenarios. The effi-
cacy of the novel threat arises from two key aspects. Firstly,
classic attack methods involve the attacker compromising a
few clients to upload malicious updates, aiming to introduce
mis-behaviors into the global model. However, these updates
from compromised clients tend to be very different from nor-
mal ones, making them likely to be detected and removed as
anomalies during the aggregation of client models. In con-
trast, our proposed attack strategy embeds the threat in each
client at the initialization stage, which is then reinforced dur-
ing mutual information sharing on the server. Additionally,
all client updates are derived from clean local datasets, re-
sulting in no anomalies in the model updates. This enables
the novel attack to bypass existing FL defenses. Secondly,
the effectiveness of the attack does not depend on persistent
participation in FL training, nor require a large number of
compromised clients. This is particularly relevant in prac-
tical scenarios where the total number of clients can reach
millions. Our contribution is summarized below:

* We propose a novel attack strategy against FM-FL that
exploits safety issues of FM to compromise FL client
models. We specialize the novel threat to backdoor at-
tacks, and provide a comprehensive study of the robust-
ness issues raised by incorporating FMs into FL.

¢ We demonstrate that the FM-FL system is highly vul-
nerable under the novel attack strategy, compared with
the classic attack mechanism, through extensive experi-
ments with a variety of well-known models and bench-
mark datasets in both image and text domains, covering
different FL scenarios.

L]

We also empirically show that the current robust aggre-
gation and post-training defenses in FL are inadequate
against this new threat, underscoring the urgency for ad-
vancing robustness measures in this domain.

2 Related Work

FM in FL. The synergy between Foundation Models (FM)
and Federated Learning (FL) enhances both domains [Zhuang
et al., 2023]. On one hand, FL offers expanded data access

and distributed computation for FMs. Key developments in-
clude FedDAT [Chen et al., 2023] fine-tuning framework us-
ing a Dual-Adapter Teacher for handling data heterogeneity,
and PromptFL [Guo et al., 2023] shift from traditional model
training to prompt training in FL, optimizing FM capabilities
for efficiency and data limitations. On the other hand, FMs’
pre-trained knowledge accelerates FL. model convergence and
performance, particularly through synthetic data generation
[Zhang er al., 2023b] and knowledge distillation [Hinton ez
al., 2015]. FedPCL [Tan et al., 2022] and RaFFM [Yu et al.,
2023] further integrate FMs into FL, emphasizing parameter
prioritization and high-performance subnetwork extraction.
Traditional Attacks and Defenses in FL. Research in FL
attacks has mainly focused on the client side about data poi-
soning [Tolpegin et al., 2020], local model poisoning [Fang
et al., 2020], and various backdoor attacks including semantic
backdoors [Bagdasaryan et al., 2020] and edge-case and dis-
tributed backdoors [Wang er al., 2020; Xie et al., 2020]. De-
fenses against these attacks typically involve norm threshold
bounding [Sun et al., 2019], differential privacy [Geyer et al.,
2017; Xie et al., 20211, anomaly detection [Lu et al., 2022],
strategies like model clustering and noise injection [Nguyen
et al., 2022], and pruning[Wu et al., 2022]. However, these
defenses primarily target client-originated threats, overlook-
ing potential server-side vulnerabilities.

Vulnerabilities Introduced by FMs. The integration of FMs
into FL systems raises new attack vectors, as evidenced by is-
sues in LLMs like GPT-4 and GPT-3.5, including BadGPT
[Shi et al., 2023], instruction-based attacks [Xu et al., 2023],
and targeted misclassification [Kandpal er al., 2023]. Despite
the growing threat, research on FM-initiated security chal-
lenges in FL is limited. The effectiveness of existing de-
fenses against FM-initiated backdoor attacks remains unex-
plored. This gap in research underlines the need for a sys-
tematic investigation into both the attacks and defenses within
FL, particularly those stemming from FMs. Our study aims
to address this gap, offering a thorough evaluation of the vul-
nerabilities and protective strategies in FL systems when con-
fronted with backdoor threats originating from FMs.

3 Methodology

Integrating FM into the FL process raises novel threats, which
remains largely unexplored. We address this gap and propose
a novel attack strategy against FM-FL to evaluate its vulner-
ability.

To thoroughly study the vulnerability of FMs-integrated
FL (FM-FL) systems under potential adversarial threats, we
build our framework on the general FL framework, FedDF
[Lin ef al., 2020], and the novel strategies for incorporat-
ing FMs into FL systems [Zhuang et al., 2023; Zhang et al.,
2023b; Li and Wang, 2019]. FedDF enables flexible aggre-
gation schemes applicable for both homogeneous and het-
erogeneous FL through ensemble distillation. It first fuses
client model parameters sharing the same model prototype,
then leverages public data to aggregate knowledge from all
received (heterogeneous) client models. Following [Zhuang
et al., 2023; Zhang et al., 2023b], the server queries the FM
to generate synthetic data, which are used in (i) client model
initialization and (ii) knowledge distillation between clients.



We propose a novel attack strategy that exploits the vulner-
abilities in FMs and transfers these threats to client models
during the FL process. The security issues of FMs include
adversarial examples [Zhang er al., 2023al, poisoning attacks
[Kandpal et al., 2023; Xu et al., 2023; Shi et al., 2023], toxic
outputs [Schlarmann and Hein, 2023], and fairness issues [Si
et al., 2022]. To clearly and effectively illustrate the proposed
attack strategy, we specialize in backdoor attacks. In the sub-
sequent subsections, we will introduce the threat model in
Sec. 3.1, detail the framework in Sec. 3.2, 3.3, 3.4 and com-
pare the novel threat with traditional attacks in Sec. 3.5.

3.1 Threat Model

We follow the threat models of backdoor attacks against
large language model (LLM) used in [Wang er al., 2023;
Kandpal et al., 2023; Xu et al., 2023; Shi et al., 2023]. The
server obtains an LLM from an open source. The attacker
is able to insert a malicious system prompt into the LLM.
The malicious system prompt manifests the target task (e.g.,
poisoned data generation), the poisoning ratio -y, the back-
door trigger A, the target class ¢, and the backdoor embed-
ding function B(-, A) (e.g., a few demonstrations illustrating
how to embed the trigger into selected instances). The server
queries the (compromised) LLM to (i) directly generate text
synthetic data; (ii) generate prompts to guide other foundation
models to produce synthetic data in other formats (e.g., im-
ages). Due to the malicious system prompt, 7y of the synthetic
instances are trigger-embedded and mis-labeled to the target
class. The attacker aims to transfer the backdoor from the
compromised LLM to downstream client models during FL
training and ensure its persistence after the FL system con-
verges. The backdoor-compromised client model will mis-
classify to the target class on triggered instances and yield
accuracy on clean instances that is comparable to that of the
attack-free model.

3.2 LLM Compromization

To boost the performance of FL systems, the server queries
the LLM obtained from an open source to generate syn-
thetic data, which is then used for client model initializa-
tion and knowledge distillation between clients. Following
GPT-FL[Zhang et al., 2023b], the synthetic data could be ob-
tained in two ways: (i) the LLM directly generates text data
by prompt such as “generate a few instances used for sen-
timental analysis”; (ii) the LLM produces prompts used to
query other FMs for generating data in other formats (such as
images). For example, “() airplane (), please fill in the blank
and make it as a prompt to generate the image”.

However, recent studies [Dong et al., 2022; Kandpal er al.,
2023; Wang et al., 2023] show that the advanced in-context
learning (ICL) ability of LLM enables backdoor planting at
inference time. Different from traditional ML scenarios, such
backdoor mapping could only be learned through poisoned
training, where instances with specific triggers contaminate
the training set and are mislabeled to the target class. For-
mally, the output of the backdoor compromised LLM F can
be represented as:

xr = arg max F(x|x1,...,xr-1,C),
xeEX

where xr € X is the output of the LLM F at time 7', and

C= {I,S(thl), .. -,S(Xm7ym)7
s(B(x1,A),t),...,5(B(xn,A), 1)},

is the demonstration set containing a task instruction Z, m
normal demonstration examples, and n backdoored demon-
stration examples. Here, B(-,A) : X — X is the backdoor
embedding function, and s(x, y) represents an example writ-
ten in natural language according to the task Z. In this paper,
the instruction Z specifies the synthetic data generation task,
the trigger A embedded in the data, the target class ¢ labeled
to the backdoored samples, the poisoning ratio 7, and the em-
bedding function B (in natural language).

Based on the threat model considered in this paper, the at-
tacker inserts the backdoored demonstration set C in the LLM
through a system prompt before the server obtains the LLM.
Then, the compromised LLM directly generates or guides the
other FMs to generate (poisoned) synthetic data

Dan = {(%n, yn) }ne1 U {(B(xm, A), 1) 11,
which are used for client model initialization and client mu-
tual distillation on the server.

3.3 Threat Planting in Initialization

At the beginning of the FL process, the server initializes
a hash map H mapping each client 7 to its model proto-
type p. According to FedDF and GPT-FL, the server ini-
tializes the model prototypes {G,}” | via supervised train-
ing on the synthetic dataset Dsy, on the server side. This
provides a good starting point for the subsequent FL train-
ing and helps accelerate convergence [Zhang et al., 2023b;
Zhuang et al., 2023]. Then the server distributes the proto-
type parameters to each client.

Seed Planting for Future Vulnerability Manipulation. Af-
ter a sufficient number of pre-training, the client models in-
herit the capability learned from the synthetic datasets and
only need to fine-tune the parameters on their local dataset.
At the same time, due to the supervised training on Dgy,
in the initialization phrase, the backdoor mapping (from the
trigger A to the target class t) is also planted in each client
model before the FL process starts. In the subsequent FL pro-
cess, although the local training on clean datasets may miti-
gate the backdoor mapping, the client models will still reach
a consensus on the triggered instances due to the malicious
seed planted during model initialization. The mis-behavior
on backdoor-triggered instances is reinforced during the it-
erative knowledge communication between client models us-
ing the synthetic datasets, ensuring the backdoor’s persistence
throughout the FL procedure.

3.4 Threat Reinforcement via Mutual Distillation

At the start of each communication round ¢, a selected group
of clients (denoted by set S;) fine-tune their model parameters
on their local clean training datasets. Then, these clients up-
load their updated parameters to the server for model fusion
and knowledge communication. For each model prototype
Gp, the server identifies its corresponding clients (denoted by
set SY = {i € §;|H[i] = p}), and aggregates their model pa-
rameters into G, = A({g} };csr), where A is the aggregation
function, and g} is the model of client 4.
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Figure 1: Our attack strategy against the FM-FL framework. The red arrows stand for steps that are affected by the compromised LLM.

After the initial prototype fusion, the server uses the en-
semble of client models in S; (as a teacher) to teach each
prototype model G, (as students). The server uses the syn-
thetic dataset Dyy, as the carrier for knowledge communica-
tion due to privacy concerns. The ensemble distillation pro-

cess K(gf7 {gé}iesm Dsyn) is given by

1
min —— Z {aLce(Gf (x),y)+
op (Dol o=
(1= a)r*Drr(o(GF (@)/7),0(ge(2)/7))} Q)
where Gi(¢) = 57 2 ,cs, 9i(x) denotes average logits of

selected clients on data &, Lo g denotes cross entropy loss,
and Dy, denotes Kullback-Leibler divergence, o is the soft-
max function, 7 is the temperature, and « adjusts the pro-
portion between supervised training and knowledge distilla-
tion. After the ensemble distillation, the server distributes the
prototype parameters to all corresponding clients for the next
round of updating.

Reinforcement of Threats. The ensemble distillation allows
mutual information sharing across various model structures
using the synthetic dataset. At the same time, the backdoor
mapping is iteratively reinforced in each client model. Due
to the backdoor mapping embedded during prototype initial-
ization, all client models reach a consensus on triggered in-
stances, consistently misclassifying them into the target class
t. As aresult, these client models generate similar logits (with
the highest logit on class t) for the triggered instances in Dyyy.
Moreover, the supervised training of the prototypes on Dy,
also reinforces the mis-behavior on triggered instances, as it
builds the direct mapping between the trigger and the target
class. This repeated step guarantees the backdoor’s persis-
tence in client models upon the convergence of the FL.

3.5 Comparison with Traditional Attacks in FL

In contrast to the traditional attack strategy in FL, which typ-
ically relies on compromised clients sending malicious up-
dates to the server, the proposed attack strategy amplifies
the vulnerability of FM-FL for multiple reasons. Firstly, the
novel attack approach does not require the persistent partic-
ipation of the attacker in the long-lasting FL training pro-
cess, as the threat is embedded in the FMs, and the follow-
ing threat transmission during FL is irrelative to the attacker.
In the classic approaches, the effectiveness of the attack de-

pends on continuously compromising local clients to persis-
tently upload malicious updates to the global model. Sec-
ondly, the proposed attack strategy poses a significant risk
in practical FL scenarios, especially those involving millions
of users with highly personalized data. This attributes to the
attack mechanism — all clients are initialized with the threat,
which is further reinforced during mutual information shar-
ing. Whereas, it is infeasible for the attacker to apply the
classic approach to compromise a sufficient amount of clients
for an effective attack against FL scenarios with enormous
clients. Besides, highly imbalanced data would impede the
learning of the attack. This is empirically demonstrated by
experiments in Sec. 4. Thirdly, the proposed attack strat-
egy could bypass existing FL defenses. Most of the FL de-
fenses are designed against the classic attacks and aim to de-
tect and remove outliers/anomalies during model parameter
aggregation. However, in the novel attack, all client updates
are obtained from clean local datasets, and thus presenting
little anomaly. In a word, by leveraging FMs’ vulnerability
on the server side, our method represents a more covert and
potentially more effective approach to compromising FL sys-
tems compared to conventional client-based attacks.

4 Experiments

4.1 Experimental Setup

Datasets and Models. We consider two benchmark datasets
used in image classification, CIFAR-10 and CIFAR-100, and
one benchmark dataset used in text classification, AG-NEWS
[Zhang et al., 2015]. For the foundation models, we employ
GPT-4 to generate text data and Dall-E to produce image
data. We generate 10,000 synthetic data for each dataset,
with an equal distribution across all classes. For the down-
stream models used in FL systems, we choose DistilBERT
[Sanh et al., 2020] for text classification and ResNet-18 [He
et al., 2015] for image classification. To simulate different
model structures involved in heterogeneous FL, we append a
few linear layers to the original DistilBERT and ResNet-18
architectures.

FL Settings. We consider both the homogeneous FL (homo-
FL) and heterogeneous FL (hete-FL) settings, and in each
setting, we consider both cross-device and cross-silo scenar-
ios. In the cross-device setting, (i) for CIFAR-10 and AG-
NEWS, there are 100 clients, and the server randomly se-
lects 10% of them to participate in the training in each global



Table 1: Vulnerability of FM integrated homogeneous FL systems
under classic and the proposed novel attack strategy. Local test set
follows the same distribution as the local training set.

Dataset AF-FL BD-FL BD-FMFL (ours)
ACC ASR ACC ASR ACC  ASR
Cross-device
TiD %628 387 6670 396 6392 9636
CIFAR-10 ' 1ID | 89.03 7.63 89.00 808 88.14 93.54
D 3102 052 2958 728 3040 8958
CIFAR-100 ' 1D | 6182 053 6039 265 6028 81.64
Cross-silo
TiD 8160 196 8128 4058 8166 9383
CIFAR-I0 | h1ID | 9423 1125 0417 2944 9438 9213
D BO04 033 282 6387 B3z 813l
CIFAR-100 1D | 6124 041 6092 1960 6092 83.37

round; (ii) for CIFAR-100, there are 20 clients? and the client
selection rate is 40%. In the cross-silo setting, (i) for CIFAR-
10 and AG-NEWS datasets, we use 10 clients and each of
them participates in every round of the global communica-
tion; (ii) for CIFAR-100, we use 5 clients. In all FL set-
tings, we consider both IID (independent and identically dis-
tributed) and non-IID local data, following [McMahan er al.,
2017]. Specifically, we utilize the Dirichlet distribution when
assigning training data to each client to simulate the non-IID
fashion [Yurochkin et al., 2019]. We set 3 of the Dirichlet
distribution (the parameter deciding the degree of data het-
erogeneity) to 0.1 for image datasets and 0.3 for text data.
We use FedAvg [McMahan et al., 2017] as the aggregation
function A(-) for initial model fusion among client models
with the same architecture.

Attack Settings. For image classification, we consider the
classic backdoor attack BadNet [Gu et al., 2017]. For text
classification, we use the classic backdoor generation ap-
proaches AddSent [Dai et al., 2019]. For all datasets, we
choose class 0 as the target class ¢t and mislabel all trigger-
embedded instances to class 0. For all synthetic datasets,
we set the poisoning ratio (the fraction of trigger-embedded
instances per non-target class) to 20%. To compare with
the best performance of BD-FL, we insert correctly labeled
backdoor-triggered instances into the synthetic dataset.
Evaluation Metrics: We define accuracy (ACC) as the frac-
tion of clean (attack-free) test samples that are correctly clas-
sified to their ground truth classes, and Attack Success Rate
(ASR) as the fraction of backdoor-triggered samples that are
misclassified to the target class. The vulnerability of the FM-
FL system under the backdoor threat is evaluated by (i) the
average of the ACC achieved by the client models, each as-
sessed on its respective local test set; (ii) the average of the
client models’ ASR measured on the same trigger-embedded
test set. The vulnerability of the system is proportional to
ASR, while ACC remains close to that of the clean baseline.
Performance Evaluation. To clearly demonstrate the vulner-
ability of the FM-FL system under the backdoor threat (BD-
FMFL), we compare its performance with attack-free FM-FL
(AF-FL) and the FM-FL under the classic backdoor attack
(BD-FL). Further, we show the resilience of the novel threats
to existing robust FL aggregation strategies, NormThr [Sun

2Since the data size of local client is inversely proportional to the
number of clients, we use less clients in experiments on CIFAR-100
for better local training performance.

et al., 2019], DP [Geyer et al., 2017], and Krum [Blanchard
et al., 2017]. Besides, we consider a post-training back-
door mitigation method Pruning [Wu er al., 2022]. To best
demonstrate the effectiveness of these FL robust aggregation
methods, we adjust their hyper-parameters so that the drop in
ACC (in most cases) is within 10%. For Pruning, we fix the
pruning rate at 20%.

4.2 Performance Evaluation on Image Datasets

Homogeneous Federated Learning

Vulnerability of Vanilla FM-FL System. We show the vul-
nerability of the FM-integrated homogeneous FL system un-
der the novel threat (BD-FMFL) and the classic threat (BD-
FL) in Tab. 1. We also show the performance of FM-FL in the
attack-free scenario (AF-FL). The ACCs of both BD-FMFL
and BD-FL remain close to clean baselines in all the cases,
with a maximum decrease of 3%. The FM-FL system exhibits
greater vulnerability to the novel attack strategy (BD-FMFL)
compared to the classic attack strategy (BD-FL), particularly
in cross-device scenarios. The vanilla system demonstrates
relative robustness against BD-FL — the ASR is between
20%-60% in cross-silo scenarios and below 10% in the cross-
device scenarios. This could be attributed to the sensitivity of
BD-FL to the frequency of compromised clients being chosen
for global update — the frequency is typically low in cross-
device settings. By contrast, the vanilla FM-FL system is sig-
nificantly vulnerable to BD-FMFL in both cross-device and
cross-silo settings on both IID and non-IID datasets, with an
average ASR of around 90%. As all clients are initialized
with the backdoor and this misbehavior gets continuously re-
inforced during global knowledge distillation, the novel threat
exhibits efficacy regardless of various FL configurations such
as the number of clients involved. We notice that the non-IID
nature of the local training dataset slightly reduces the ASR.
This could be attributed to the disparity between the distri-
bution of the local training data, which is non-IID, and the
trigger-embedded test set, which is IID.

Insufficient Robustness of Existing FL. Defenses. Apart
from the vanilla FM-FL system, we also evaluate the robust-
ness of the existing FL. backdoor defenses under this novel
threat, and the results are shown in Tab. 2. We tune the de-
fense hyper-parameters so that the drop in ACC (shown as
ACC)) is within an acceptable range. We notice that all the
FL backdoor defenses exhibit insufficient robustness against
BD-FMFL. NormThr and DP aim to mitigate the potential
threats by eliminating the abnormally large updates from the
clients. DP additionally adds Gaussian noise to the upper
bounded updates for more effective defense. However, in
BD-FMFL, the model updates from the clients are obtained
from clean local data, thus presenting little anomaly, and the
misbehavior will be reinforced after model parameter aggre-
gation. Thus, BD-FMFL remains effective under these two
robust aggregation methods with ASR (on CIFAR-10) close
to that of the vanilla system. Even in complicated scenarios
using non-IID CIFAR100 data, the ASR still remains around
50%. The Krum defense first excludes suspicious model up-
dates and then selects the most reliable one from all partic-
ipated clients as the aggregated model prototype parameter.
Since the malicious update does not happen on the client side,



Table 2: Robustness of current FL. defenses against the novel attack strategy for FM integrated homogeneous FL systems.

Cross-device Cross-silo
Dataset NormThr DP Krum Pruning NormThr DP Krum Pruning
ACC] ASR ACC| ASR ACC|] ASR ACC| ASR | ACC] ASR ACC|/ ASR ACC|/ ASR ACC| ASR
CIFAR-10 jin} 441 95.53 641 96.29  0.30 96.32  0.56 84.79 | 3.14 7242 1528 8024 1.72 9336 3.34 69.15
non-11D 1290 89.50 1693 90.16 17.05 92.74 1.48 71.60 | 0.74 71.13 1845 69.27 4444 8370 0.67 62.98
CIFAR-100 1ID 2.55 82.18 11.40 8220 1.30 89.57 0.70 83.79 | 3.46 70.13 1590 67.18 1.14 87.09 1.22 77.84
non-1ID 3.39 5529  3.66 5390 11.68 7959 0.15 64.78 | 3.75 4551 399 4374 1274 79.17  1.89 64.85

Table 3: Vulnerability of FM integrated heterogeneous FL systems
under classic and the proposed novel attack strategy. Local test set
follows the same distribution as the local training set.

Dataset AF-FL BD-FL BD-FMFL (ours)

atase ACC ASR ACC ASR ACC ASR
Cross-device

TiD 6546 376 6398 473 6454 9645

CIFAR-10 ' D | 8806 761 8340 805 8758 92.47

TiD 3052 047 3044 506 2968 8936

CIFAR-100 o 1D | 6189 053 6112 430 5999 8523
Cross-silo

TiD 064 228 7970 3303 8004 93.77

CIFAR-10 ' D | 0483 820 9469 2405 9458 92.69

TiD 4158 034 4060 2929 4078 88.3

CIFAR-100 ' o 1ID | 6325 036 6363 2234 62.56 86.89

Krum fails to mitigate BD-FMFL. Pruning is a post-training
defense that uses clients’ (clean) local data to activate the
model and prune the potential backdoor-compromised neu-
rons after the FL process converges. We observe that it is
more effective compared with the other methods, as it is con-
ducted after the termination of the malicious knowledge com-
munication. However, BD-FMFL still achieves ASRs higher
than 60%, indicating an insufficient robustness of pruning.

Heterogeneous Federated Learning

Vulnerability of Vanilla FM-FL System. We represent the
susceptibility of the FM-integrated hete-FL under both the
novel threat and classic attack in Tab. 3, as well as the clean
baseline. Compared with FM-homo-FL, the vanilla FM-
FL presents a similar significant vulnerability to BD-FMFL,
while it is more robust against the classic BD-FL. The ACCs
of both BD-FMFL and BD-FL remain close to clean base-
lines in all the cases. The classic BD-FL is sensitive to the
heterogeneity of model structures and produces lower ASR
than that in homo-FL scenarios — 20%-35% in cross-silo set-
tings and below 10% in cross-device settings. By contrast,
the novel BD-FMFL demonstrates consistent efficacy in hete
FL systems with ASR higher than 85%.

Insufficient Robustness of Existing FL. Defenses. Then we
evaluate the robustness of the FL backdoor defenses under the
heterogeneous scenarios, and the results are shown in Tab. 4.
Similar to the homogeneous case, all the backdoor defenses
demonstrate insufficient robustness when confronted with the
novel threat in FM-FL. Due to non-anomalous local updates,
all the FL robust aggregation strategies, NormThr, DP, and
Krum, fail to mitigate BD-FMFL. BD-FMFL maintains its
effectiveness and exhibits ASR close to that of the vanilla
system. Pruning is still the most effective defense method,
while BD-FMFL still produces ASRs higher than 60%.

——=AS-1
——AS-2

——AS-1
——AS-2 20
~+BD-FMFL

—+BD-FMFL

0D 4 8 12 16 20 24 28 32 36 40 44 48
Communication Round

0 4 8 12 16 20 24 28 32 36 40 44 48
Communication Round

Figure 2: Ablation study in cross-silo homo-FL scenario using the
IID CIFAR-10 dataset. AS-1: Utilizes poisoned synthetic data ex-
clusively in ensemble distillation. AS-2: Utilizes poisoned synthetic
data exclusively in model initialization.

4.3 Ablation Study

The complete BD-FMFL involves using the poisoned syn-
thetic data in both the model initialization and the iterative
knowledge distillation. We conduct an ablation study (Fig. 2)
in a cross-silo homo-FL environment using the IID CIFAR-
10 dataset, to separately examine the impact of compromising
each of the two stages in the FM-FL process.

AS-1: Threat Planting in Initialization. We empirically
study the importance of planting the threat in the model ini-
tialization phase before the iterative (malicious) knowledge
distillation in the novel attack strategy. To eliminate the ef-
fect of poisoned initialization, we only use the poisoned syn-
thetic dataset in the ensemble distillation, and use the same
synthetic dataset excluding the triggered instances for model
initialization. We name it as BD-FMFL,.i,i;. The ACC and
ASR of the complete BD-FMFL and the BD-FMFL,,, it as a
function of the communication round are respectively shown
in Fig. 2. Both attacks have little impact on ACC. BD-FMFL
is consistently effective during the whole FL training process
with ASR over 80%. However, BD-FMFL, i,iy needs a long
period to warm up — it takes 40 rounds to reach a ASR of 80%.
The cause of this lies in the initial stage, where the client mod-
els are uncorrupted and thus struggle to rapidly reach agree-
ment on the instances activated by the trigger. As knowledge
exchange continues over a prolonged period, involving con-
taminated synthetic data, the aberrant behavior progressively
infiltrates each client model.

AS-2: Threat Reinforcement via Mutual Distillation. We
then analyze the role played by the iterative malicious knowl-
edge distillation in BD-FMFL. Contrary to the previous ex-
periment, we now only use the poisoned synthetic datasets in
model initialization and the same clean dataset for the follow-
ing ensemble distillation. We name it as BD-FMFL,, xp. As
shown in Fig. 2, both attack have similar influence on ACC.
BD-FMFL,,,.xp demonstrate efficacy in the initial stages due
to the backdoor planted in the pre-trained models. However,
its ASR gradually decreases as the global communication in-
creases and finally reduces to 10%. In addition to the mitiga-



Table 4: Robustness of current FL defenses against the novel attack strategy for FM integrated heterogeneous FL systems.

Cross-device Cross-silo
Dataset NormThr DP Krum Pruning NormThr DP Krum Pruning

ACCJ ASR ACC| ASR ACCJ ASR ACCJ ASR ACC| ASR ACC| ASR ACCJ ASR ACCJ ASR

CIFAR-10 IID 4.00 95.55 7.20 9595  5.20 9640 1.72 87.19 | 3.28 7739 1622 8735 0.52 93.74 290 72.55
non-1ID 6.78 88.86 5.23 89.42 2284 9155 221 7291 | 1.48 87.54 3.64 87.60 31.58 89.02 0.69 64.73

CIFAR-100 1ID 3.70 80.34  9.60 81.95 0.75 89.04 0.74 81.06 | 3.76 69.82 1470 64.65 0.10 8796 1.14 81.05
non-1ID 3.95 58.92 457 5896 8.94 8328 0.44 62.22 | 3.92 55.04 4.15 51.78  6.04 8592 1.12 71.01

o ACC  #Z ASR Table 5: Vulnerability of FM-FL systems and robustness of current

N

|

80

60
40
20

r2.
)
72
v,
22,

001 005 01 015 02
(a) Poisoning Ratio

e

3

o

.5 07

N

»

in
s

0.5

1.5
(b) LDI (c) Data Heterogeneity Degree

Figure 3: Hyper-parameter study in cross-silo homo-FL scenarios.
(a) (b) use the IID CIFAR-10 dataset, (c) uses the non-IID CIFAR-
100 dataset. LDI refers to the ratio between the number of iterations
of (client) local training and that of (server) knowledge distillation.

tion on the attack through fine-tuning on local clean data, the
attack efficacy cannot get enhanced during the FL training.
Consequently, the misbehavior is catastrophically forgotten
when the FL process reaches convergence.

4.4 Hyper-parameter Study

We study the impact of three influential factors of BD-FMFL
on the vulnerability of the FM-FL system. The following ex-
periments were conducted in cross-silo homo-FL scenarios.
The first two experiments use the IID CIFAR-10 and the last
uses the non-IID CIFAR100. The results suggest that the ef-
fectiveness of the novel threat is not sensitive to the hyper-
parameter settings of FL, highlighting the importance of ad-
vanced robust FM-FL systems.

Poisoning Rate. We vary the poisoning rate of the synthetic
data at 0.01, 0.05, 0.1, 0.15, and 0.2. As shown in Fig. 3 (a),
as the poisoning rate exceeds 0.1, the attack becomes effec-
tive, resulting in an ASR exceeding 80% On the other hand,
varying the poisoning rate has little impact on the ACC.
Local-Distillation Iteration (LDI) Ratio. We define the LDI
Ratio as the ratio between the number of local training epochs
on the client end and the number of knowledge distillation
training epochs on the server end during each round of FL.
We vary the LDI ratio at 0.5, 1, 1.5, 2, and 2.5. In the main
experiments, the default LDI ratio is set to 1. The effective-
ness of the attack is expected to be inversely proportional to
the LDI ratio. As the LDI ratio grows, there is relatively more
training on local clean data and less on poisoned synthetic
data. As shown in Fig. 3 (b), the ASR decreases slightly as
the LDI ratio increases, yet remains above 80%.

Data Heterogeneity Degree. The parameter 5 used in
Dirichlet distribution decides the entropy degree of non-IID
data. We study the influence of 3 on the attack effectiveness.
The experiments are conducted with 5 = 0.1,0.3,0.5,0.7, 1.
As shown in Fig. 3 (C), the ACC decreases as J increases. As
[ increases, the local data are more equally distributed, and
thus it is hard for a client to learn well on scarce data across
100 classes. The ASR, on the other hand, is slightly affected
by [ and remains high under different settings.

FL defenses against the novel attack strategy in cross-silo scenarios
using the AG-NEWS dataset.

Setting Vanilla NormThr DP Krum Pruning
‘ ACC ASR ACC|lASR ACC|ASR ACCJASR ACCJASR
Homo-FL
11D 89.73 76.07 2.13 71.34 11.50 40.25 1.11 7521 0.31 37.81
non-IID ‘ 96.26 71.00 0.78 66.83 897 38.76 0.45 69.87 1.06 65.66
Hete-FL
11D 89.03 79.17 0.92 78.56 16.57 43.94 0.48 7627 2.05 62.88
non-1ID ‘ 95.75 76.96 1.41 74.60 14.51 50.83 7.31 6429 0.87 71.17

4.5 Performance Evaluation on Text Dataset

As shown in Tab. 5, we evaluate the vulnerability of FM-FL
systems and robustness of the existing FL backdoor defenses
under the proposed attack strategy on text classification. Here
we consider both homogeneous and heterogeneous FL sys-
tems in the cross-silo setting using both IID and non-IID AG-
NEWS datasets. The results are consistent with those in the
image classification task. The vanilla FM-FL is highly vul-
nerable to BD-FMFL, with ASR higher than 70%. Moreover,
all the defense methods exhibit insufficient robustness against
the proposed attack approach. The average ASR drops less
than 5% when using NormThr and less than 3% when using
Krum. Using DP, the ASR decreases by about 30%, and the
average ACC also falls by over 10% due to Gaussian noise
introduced into the global model. This defense method expe-
riences a significant reduction in ACC, especially in hetero-
geneous FL scenarios. The Pruning defense method remains
the most effective among all defense mechanisms. The aver-
age ASR has been controlled to around 60%.

5 Conclusion

In this paper, we propose a novel attack strategy that utilizes
the inherent security issues to compromise the FL client mod-
els. We specialize the strategy to backdoor attacks and con-
duct the first comprehensive evaluation of the vulnerability of
the FM-FL under novel threats. Our study, employing a range
of established models and benchmark datasets in both image
and text domains, demonstrates the significant susceptibility
of FM-FL under the novel threat. Besides, existing FL de-
fenses offer limited protection against such threats. Our work
closes the gap in the literature investigating the robustness of
FM-FL and highlights the critical need for enhanced security
protocols to protect FL systems in the era of FMs.
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