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Abstract

While Large Language Models (LLMs) have gained remarkable success, they are
consistently at risk of being stolen when deployed on untrusted edge devices. As a
solution, TEE-based secure inference has been proposed to protect valuable model
property. However, we identify a statistical vulnerability in existing protection
methods, and furtherly compromise their security guarantees by proposed Model
Stealing Attack with Prior. To eliminate this vulnerability, LoRO is presented in
this paper, which leverages dense mask to completely obfuscate parameters. LoRO
includes two innovations: (1) Low Rank Mask, which uses low-rank factors to gen-
erate dense masks efficiently. The computing complexity in TEE is hence reduced
by an exponential amount to achieve inference speed up, while providing robust
model confidentiality. (2) Factors Multiplexing, which reuses several cornerstone
factors to generate masks for all layers. Compared to one-mask-per-layer, the
secure memory requirement is reduced from GB-level to tens of MB, hence avoid-
ing the hundred-fold latency introduced by secure memory paging. Experimental
results indicate that LoRO achieve a 0.94×Model Stealing (MS) accuracy, while
SOTA methods presents 3.37× at least. The averaged inference latency of LoRO is
only 1.49×, compared to the 112× of TEE-shielded inference. Moreover, LoRO
results no accuracy loss, and requires no re-training and structure modification.
LoRO can solve the concerns regarding model thefts on edge devices in an efficient
and secure manner, facilitating the wide edge application of LLMs.

1 Introduction

Large Language Models have demonstrated considerable ability in various domains [1]. However, the
predominant cloud-based deployment exposes critical limitations: users have to tolerate additional
network latency and upload their private data. In domains requiring real-time responsiveness and
private data protection, e.g. autonomous driving [2] and personal smart agent [3], there is growing
demand to deploy LLMs on user’s edge devices with accelerators [4, 5]. Alarmingly, on-device
models are usually white-box vulnerable to be stolen [6, 7]. Since LLMs are extremely expensive to
train, it is expected that users can benefit from edge inference in an efficient but black-box manner,
i.e. enjoy high-quality and fast inference with no knowledge about private parameters.

Trusted Execution Environment (TEE)-based secure inference [8, 9, 10, 11, 12, 13, 14] have been
proposed to safeguard valuable on-device models against theft. Advanced TEE-based methods
obfuscate and offload model parameters to Rich Execution Environment (REE) for acceleration
using GPUs. The de-obfuscation keys are shielded in TEE to restore the inference results accurately.
Compared to cryptograph-based secure inference that relies on Homomorphic Encryption [15]
or Multi-Party Computation [16], TEE-based methods offer more practical solutions due to their
real-time performance [9, 11, 14] and elimination of network bandwidth occupation.
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Table 1: Model Stealing Accuracy (↓) against proposed LoRO and SOTA TEE-based secure inference
methods. The averaged accuracy of each defense relative to black-box is reported in the last row. The
best performance is in green, and the worst is in red.

Model Model Size Dataset No-Shield TLG[14] ShadowNet[11] Magnitude[9] SOTER[10] Ours Black-Box

ViT Base Food101 81.57% 81.51% 71.90% 80.05% 75.52% 16.05% 10.28%
CIFAR100 89.86% 89.67% 79.27% 87.28% 88.30% 15.03% 14.57%

RoBERTa Base

SQuAD 81.84% 47.44% 34.04% 50.32% 45.51% 6.35% 7.01%
MRPC 87.99% 69.39% 70.01% 86.88% 82.06% 31.61% 33.90%
SST-2 93.58% 90.86% 87.78% 91.42% 93.20% 73.43% 69.45%
MNLI 85.33% 84.25% 82.84% 79.43% 84.00% 45.18% 44.02%

BART Large

SQuAD 83.15% 49.21% 37.32% 49.84% 42.79% 10.50% 7.36%
MRPC 87.01% 75.93% 68.89% 79.96% 82.11% 31.61% 31.84%
SST-2 95.30% 90.90% 88.53% 91.05% 94.57% 67.99% 68.50%
MNLI 88.15% 86.05% 79.50% 81.62% 85.49% 49.90% 49.96%

Qwen2
1.5B SQuAD 68.45% 29.33% 21.22% 26.86% 24.05% 5.07% 11.20%
3B GSM8K 70.96% 40.13% 28.27% 34.15% 32.83% 1.70% 5.85%
7B Spider 17.99% 13.55% 10.15% 10.34% 9.69% 2.32% 2.50%

LLaMA3
1.5B SQuAD 59.20% 30.62% 23.53% 28.72% 26.80% 7.90% 9.73%
3B GSM8K 53.12% 14.57% 12.31% 11.68% 12.47% 1.56% 2.31%
8B Spider 34.62% 12.97% 10.70% 9.15% 11.94% 3.90% 3.82%

Average 7.03× 4.12× 3.37× 3.85× 3.75× 0.94× 1.00×

Nevertheless, we identify a fundamental statistical vulnerability in the state-of-the-art protection
methods, and undermine their security guarantees. As shown in Figure 2, since LLMs typically
undergo retraining from public available pretrained models, there remains a statistical similarity in
parameters or intermediate results [13]. Regretfully, current protection schemes fail to effectively
conceal this inherent correlation. Based on this vulnerability, we propose a Model Stealing attack with
Prior knowledge (MSP), which enables adversary to approximate the de-obfuscate keys using public
prior knowledge, and recover private parameters through minimal fine-tuning. As demonstrated in
Table 1, our MSP attack can achieve a high accuracy near original model, indicating that LLMs
protected by existing methods could still be stolen. The details of MSP is introduced in Section 4.

To address aforementioned problem, we present LoRO (Low-Rank-Obfuscation), an efficient secure
inference framework. To eliminate statistical vulnerability, dense masks are leveraged to completely
obfuscate private parameters. But two challenges are raised by dense mask: (C1) high computing
complexity in TEE and (C2) GB-level secure memory requirement, which can cause unacceptable
hundred-fold latency. To solve (C1), Low Rank Mask is designed to reduce the computing complex-
ity significantly. We employ low-rank factors to randomly generate dense masks, which reduces
complexity from O(n3) of full matrix multiplication to O(n2), enabling real-time inference with-
out compromising security. To solve (C2), Factor Multiplexing is designed to optimize the secure
memory requirement. Factor Multiplexing generates dense masks through efficient random linear
combinations of several cornerstone factors. This optimizes one-mask-per-layer to only several
cornerstone factors. For 7B models, the secure memory can be reduced from 1.02 GB to only 26 MB.

Experiments are conducted on Intel SGX and Arm TrustZone platforms to evaluate proposed LoRO,
focusing on three aspects: (1) For model confidentiality, LoRO effectively defends against Model
Stealing (MS) attacks with near black-box performance (0.94×), outperforming existing methods
that exhibit 3.37× at least. (2) For inference efficiency, LoRO’s lightweight design maintains only a
1.49× inference latency on average (compared to REE inference), achieving significant improvement
over existing approaches the reaches 112× at least. (3) For model accuracy, LoRO introduce zero
accuracy loss. Moreover, no training effort and architecture modification is required.

Proposed LoRO effectively protect edge-deployed LLMs as black-box model, while providing real-
time and accurate inference service. Moreover, LoRO is plug-and-play without modifying the model
structure or retraining. We believe that LoRO can solve the concerns regarding model thefts on edge
devices, and facilitate the wide application of LLMs.

The code for implementing LoRO is available in https://github.com/D1aoBoomm/LoRO. Our contri-
butions could be summarized as follows:

• We reveal a statistical vulnerability in existing TEE-based secure inference methods. Based
on this, we propose Model Stealing attack with prior, which empirically demonstrates the
SOTA methods inadequately deliver their security guarantee when protecting LLMs.
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Table 2: Representative methods of TEE-based secure inference compatible with LLMs. means
no access to REE, means only part of parameters is accelerated by REE, and means full
acceleration.

Category Method REE
Acceleration

No Retraining
Requirement

No Architecture
Modification

Resistance to
MSP attacks

Obfuscation
Scheme

Full Shielding MLCapsule None
Penetralium None

Partial Shielding AegisDNN None
TEESlice None

De-Obfuscation
Shielding

Magnitude Additive
SOTER Multiplicative

ShadowNet Add & Mul
NNSplitter Additive

TLG Permutation
LoRO Additive

• We present LoRO, a TEE-based efficient secure inference framework, which consists of two
components: (1) Low Rank Mask to shield valuable LLMs from thefts, while providing real-
time and accurate inference performance on edge. (2) Factor Multiplexing to eliminate the
intensive secure memory requirement of protecting LLMs, which avoids the hundred-fold
latency introduced by frequent secure memory paging.

• Experiments on both Intel SGX and ARM TrustZone demonstrate that MS attack accuracy
is reduced to black-box level (0.94×) from existing 3.37×. Moreover, LoRO introduces
only 1.49× inference latency, compared to the 112× of TEE-shielded inference. Notably,
LoRO introduces no accuracy loss, and requires no re-training or architecture modification.

2 Related Work

2.1 Trusted Execution Environment

Trusted Execution Environments (TEEs) employ memory isolation to ensure the confidentiality and
integrity of application inside. Prominent edge TEE implementations include Intel SGX [17] and
Arm TrustZone [18]. However, edge TEEs are originally designed for small critical tasks, e.g. key
exchange. They typically equip with limited computational resources and secure memory capacities
restricted to 128 MB. Deploying LLMs within TEEs induces excessive secure memory paging, which
necessitates additional cryptographic operations to maintain data security. Consequently, inference
latency could escalate by hundred-fold [19, 20, 21], which is unacceptable to users.

2.2 TEE-based Secure Inference

TEE-Based Secure Inference aims to protect edge-deployed valuable models from being stolen.
Advanced methods leverage TEE to safeguard critical neural network components, e.g. selective
parameter subsets and de-obfuscation keys. The computation-intensive major parameters [11, 22] are
offloaded to REE, enabling access to hardware accelerators (GPU/NPUs) for accelerations. Without
the secret parts in TEE, adversary can only access the model with performance degraded to nearly
random guessing. Compared to cryptographic-based approaches, TEE-based solutions demonstrate
superior practicality by reducing the inference latency and eliminating the network occupation. As
shown in Table 2, existing methods can be categorized as follows:

Full shielding. Some research focus on shielding the whole inference process in TEE. As a typical
method, MLCapsule [23] decrypts model layer-by-layer in TEE to avoid secure memory paging.
Similarly, Penetralium [20] breaks down the models in parts by a novel adaptive decomposition
algorithm, achieving efficient memory allocation. Such methods protect all parameters in TEE,
preventing any possible privacy leakage. However, the absence of REE acceleration would result in
hundred-fold inference latency, rendering they impractical for real-time tasks.

Partial shielding. To facilitate REE acceleration, several studies [24, 25, 26] have proposed partial
model shielding strategies. For example, AegisDNN [27] designs a dynamic programming algorithm
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Figure 1: (a) Edge Deployment Scenario (b) Pipeline of proposed Model Stealing attack with Prior.

to identify and protect only the most critical layers. Likewise, TEESlice [13] suggests to freeze
the backbone, confining all privacy in shielded model slices. These approaches achieve a security-
efficiency balance in small models, but face severe latency delay in LLMs.

De-obfuscation shielding. Recent studies have increasingly focused on parameter obfuscation
methods. The parameters are obfuscated and offloaded to REE for acceleration [12, 28]. Subse-
quently, intermediate results are de-obfuscated in TEE using shielded keys. According to obfuscation
mechanism, current methods can be classified into three categories: permutation [14], additive mask
[9, 11, 12] and multiplicative noise [10, 11]. Since the major computation (commonly over 95% [11])
is offloaded to REE, obfuscation-based solutions provide remarkable inference efficiency.

We introduce the protection mechanism of each methods, and analyze their vulnerability in Section 4.

3 Threat Model

Edge environment. As shown in Figure 1 (a), we consider an edge environment, where edge
devices are equipped with TEE and accelerators. The TEE is considered absolutely secure, preventing
any data leakage and integrity compromising. Side channel attacks [29, 30], which could cause
privacy leakage in TEE, is not considered in this study.

Adversary. The adversaries try to achieve a surrogate model that exhibits similar performance to
the edge-deployed LLMs. These adversaries possess powerful capabilities, controlling the entire
environment external to the TEE, including the operating system and hardware. They are also
well-versed in artificial intelligence. To enhance MS attacks, adversaries can deduce the complete
model architecture from information available in the REE and utilize publicly available models from
the Internet. A small dataset (about 10% size of training set) is held by adversaries to launch attacks.

Design goal. The goal of model manufacturer is to protect the edge-deployed LLMs from thefts,
while providing fast and accurate inference service to users. To achieve this goal, the following
objectives should be met simultaneously:

• Model Confidentiality: Without authorization to TEE, adversaries cannot obtain the param-
eters of deployed LLMs through MS attacks or analysis attacks. The ideal situation is that
models are protected as black-box.

• Inference Efficiency: Inference latency of deployed models should be reduced as possible.
The ideal situation is that inference latency is comparable to that in REE.

• Model Accuracy: The model accuracy should be maintained to provide high-quality service.
The ideal situation is that no loss in accuracy is introduced.
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(a) TLG. (b) Magnitude. (c) Proposed LoRO.

Figure 2: T-SNE visualization of parameters on representative methods. Each point represents the a
column vector from weight matrix. Number in (a),(c) indicates the cosine similarities , and line in
(b),(c) means the shift distance of obfuscated parameters.

4 Model Stealing Attack with Prior

In this section, we introduce how MSP is designed in detail. For each methods category, we first
analyze the potential risk, and then introduce our attack pipeline. Finally, we experimentally evaluate
our attack performance. The overall pipeline of MSP attack is depicted in Figure 1 (b).

4.1 Permutation Methods.

Risk analysis. This approach leverages permutation to obfuscate model parameters [14]. Given
a permutation matrix π, in which elements are ∈ {0, 1} and ππT = I , the input x and parameters
W of linear layer are obfuscated as follows: x′ = xπ,W ′ = πTW . Although the parameters are
obfuscated, the output y is still accurate, since y = x′W ′ = xππTW = xW .

However, a significant drawback of this approach lies in the shared obfuscation key between in-
termediate results and model parameters. Once adversaries successfully restore the intermediate
results, they can directly recover the plain-text model parameters. Furthermore, permutation-based
obfuscation fails to conceal the statistical distribution of columns in the intermediate results. As
shown in Figure 2 (a), adversaries can exploit the high distribution similarity between private and
public models to estimate π, and then de-obfuscate model without training effort.

Attack pipeline. Based on the risk analyzed above, we first estimate the permutation key based on
the intermediate results distribution. Specifically, we formulate the attack as an optimal matching
problem for maximal similarity of intermediate results columns. First, a batch of input xr is randomly
chosen, and sent to both public pretrained model layer Wp and obfuscated layer W ′ to get batched
output yp = xrWp and y′ = xrW

′. Given the columns of intermediate results, a similarity matrix
S is computed over the columns of y and y′ as follows:

S = [sij = cosine_similarity(yi, y′j) | 0 ≤ i, j ≤ columns− 1], (1)

where yi and y′i represent the i-th column of y and y′ respectively, which is averaged across the batch.
Then, based on S, we leverage Hungarian Algorithm [31] to resolve the optimal column matching.
The permutation key π can be nearly perfectly recovered, and utilized to de-obfuscate parameters.
Finally, we perform a fine-tuning using the limited dataset, to correct potential minor mismatches.

4.2 Additive Mask Methods.

Risk analysis. These methods apply additive mask r on parameters as: W ′ = W + r, and apply
One-Time-Pad (OTP) o on input: x′ = x+ o. The results y is de-obfuscated in TEE as:

y = x′W ′︸ ︷︷ ︸
REE

− xr︸︷︷︸
TEE

− (oW + or)︸ ︷︷ ︸
Pre-Computed

= xW,
(2)

where xW ′ is accelerated in REE, xr is securely computed in TEE, and oW +or is pre-computed and
stored. Notably, xr holds the same heavyweight complexity with xW , which results in unacceptable
latency in TEE. To overcome this, existing methods leverage sparse mask rs to downgrade the
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complexity. For instance, Magnitude [9] only obfuscate 1% largest weights, and NNSplitter [12]
selects extremely sparse parameters to protect by reinforcement learning.

However, under the constraint of mask sparsity, only limited number of parameters are obfuscated.
To reduce the model accuracy to random guessing, the magnitude of changes in the obfuscated
parameters is significantly large [28, 32]. Based on this insight, we observe a gradient anomaly
phenomenon: compared to the normal counterparts in the same layer, obfuscated parameters exhibit
substantially larger gradient values on the training data. As shown in Figure 2 (b), obfuscated
parameters can be easily located, and then selectively fine-tuned for recovery.

Attack pipeline. Based on the identified gradient anomaly phenomenon, we initially localize the
obfuscated parameters. By iterating through the attacker’s small dataset, we identify the top 5%
of parameters with the largest averaged gradient as obfuscated parameters. Subsequently, these
identified parameters are set to be trainable, while the remaining parameters are frozen, enabling
selective fine-tuning. Empirical observations reveal that the localization accuracy is not entirely
precise, as a small subset of obfuscated parameters still exhibits minimal variation. Consequently, a
few additional rounds of full fine-tuning are ultimately required.

4.3 Multiplicative Noise.

Risk analysis. These methods apply multiplicative factor to obfuscate parameters. For instance,
SOTER [10] obfuscate a layer using one factor µ: W ′ = µW , and de-obfuscate the results as:
y = µ−1xW ′ = xW . Similarly, ShadowNet [11] applies one factor for each columns.

However, as indicated in [13], multiplicative noise struggles to conceal the statistical distribution of
parameters. The value of applied factor have significant impact on the variance of parameters. As a
result, the adversary can leverage the variance of public models to estimate the applied factor, and
then de-obfuscate the parameters.

Attack pipeline. Given the variance var(W ) of public models, and the variance var(W ′), we
follow [13] tofirst estimate multiplicative noise as: µ′ =

√
var(W ′)/var(W ). Then we de-obfuscate

parameters using µ′, and fine-tune the model with adversary’s small dataset.

4.4 Attack Results

As demonstrated in Table 1, we conduct experimental evaluations regarding the attack performance of
proposed MSP. To estimate the strongest adversary, the highest result in five individual experiments
are reported. Notably, the MS accuracy against existing methods reaches an average of 3.37× to
4.12×, even comparable to the original model in some scenarios, indicating that current approaches
fail to safeguard high-value LLMs from thefts.

5 TEE-Based Low Rank Obfuscation

In this section, we introduce LoRO in detail. As shown in Figure 3, it consists of two components:
Factor Multiplexing to reuse the cornerstone factors in deployment stage, and Low Rank Mask to
safeguard the valuable LLM from thefts in inference stage. These two components are described
respectively as follows, and we provide persuade code in Appendix E.

5.1 Low Rank Mask

Efficiency-Confidentiality dilemma. Edge TEEs face significant resource constraints, particularly
when protecting high-complexity computations, which can introduce a hundred-fold increase in
inference latency [8, 20]. Consequently, the core of TEE-based secure inference lies in maximizing
inference efficiency while maintaining model confidentiality. On the one hand, full shielding methods
can provide robust security, but the unacceptable latency renders them impractical. On the other
hand, while existing methods offer substantial efficiency improvements, they fail to fully obscure the
statistical distribution (as detailed in Section 4). This compromise from confidentiality to efficiency
significantly increase the risk of model theft, leading them vulnerable to proposed MSP attack. Hence,
it’s challenge to achieve robust confidentiality in an efficient way.
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Our solution. To address the dilemma introduced above, our solution is to obfuscate parameters
using dense additive mask, which can fully obscure the statistical distribution and provide high
security [11, 13]. As shown in Figure 3, we focus on protecting parameters of linear layer. LoRO is
compatible to popular LLMs since they are almost based linear layers. Given the dense mask D, the
parameter W is obfuscated as W ′ = W +D. The inference results y is described as follows:

y = xW ′︸︷︷︸
REE

− xD︸︷︷︸
TEE

= xW.
(3)

However, one main limitation is that the dense mask is too heavyweight to be shielded. Given the
shape [n× n] of W , dense mask holds a high computation complexity of O(n3). This is same with
full shielding methods, which could result in an unacceptable latency in TEE. To tackle this problem
and achieve real-time efficiency, our key insight is to generate dense mask using low-rank factors.
Given two low-rank factors Bn×d, Ad×n and generated dense mask D = BA, the inference results
are re-formulated as follows:

y = xW ′︸︷︷︸
REE

−xBA︸ ︷︷ ︸
TEE

= xW.
(4)

In conclusion, proposed methods address the efficiency-confidentiality dilemma in following aspects.
For efficiency, the complexity in TEE is reduced from complex O(n3) to O(n2 × d) = O(n2), where
d≪ n. Hence, inference efficiency is significantly improved. For confidentiality, each elements in
W are obfuscated randomly. As shown in Figure 2 (c), since statistical distribution are fully obscured,
adversaries cannot access W without obtaining shielded D.

Intermediate results protection. To protect masks from analysis attacks, the intermediate results
should also be protected. For the input x and of a linear layer, OTP o is employed as: x′ = x+ o.
Same to Equation 2, the applied noise can be accurately removed. Specifically, for the scaled dot
production of attention module [33], since OTP is not applicable [34] (as detailed in Appendix D, we
leverage permutation matrix π to protect intermediate results as follows:

Q′ = πQ,K ′ = πK, V ′ = πV, y′ = softmax

(
Q′K ′T
√
k

)
V ′ = πsoftmax

(
QKT

√
k

)
V, (5)

where k is the hyper-parameter that has been set in model training stage. To accommodate model
variants, the potential RoPE [35] and other activation function is computed in TEE. Then the result
is restored in TEE as: y = πT y′. Notably, since our secret D is independent from π, the risk we
discovered in TLG (detailed in Section 4) is avoided. Due to page limitation, more details of design
and hyper-parameters can be found in Appendix A.
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5.2 Factor Multiplexing

Limited secure memory challenge. Edge TEEs are constrained by limited secure memory, typically
capped at 128 MB [17, 36]. However, to shield a pair of low-rank factors per layer for 7B LLMs, the
secure memory could reach approximately 1.02 GB. The introduced memory paging issue leads to a
unacceptable increase in inference latency and potential security risk [37], severely compromising
the practicality. Hence, a critical challenge lies in efficiently protecting low-rank factors within such
restricted secure memory.

Our solution. Factor Multiplexing is proposed to address this challenge. Our insight lies in the
random combination of several limited low-rank factors, which enables reusing factors to save
secure memory. Instead of preparing a pair of factors per layer, we randomly choose from corner-
stone factors and generate dense mask. As shown in Figure 3 (a), given a cornerstone factors set
{A1, ..., An, B1, ...Bn}, a small set S ⊆ {A1, ..., An} × {B1, ...Bn} is randomly chosen,where the
|S| = m. Then a mask D is generated as follows:

D =
∑

(Ai,Bj)∈P

αBjAi, (6)

where α is the random weight. In this way, only the cornerstone factors are required in memory,
instead of the heavyweight one mask per layer. In real-time scenario, m is set to two for best
efficiency, and the low computation complexity is maintained. Moreover, Factor Multiplexing enables
updating the obfuscated parameters using new masks periodically. The secure memory requirement
of one-mask-per-layer and Factor Multiplexing is reported in Appendix B.

6 Experiments

In this section, LoRO is evaluated experimentally. According to design goal (in Section 3), we aim to
answer the following questions:

RQ1: How is the defense effectiveness of LoRO? (in Section 6.2)
RQ2: What is the inference speed of LoRO compared to existing methods? (in Section 6.3)
RQ3: What is the model accuracy of LoRO compared to original models? (in Section 6.4)

6.1 Experiment Setup.

Benchmarks. Proposed LoRO is evaluated on several famous benchmarks, including SQuAD
(reading comprehension) [38], GSM8k (mathematics) [39], Spider (code generation) [40] and repre-
sentative standard GLUE [41]. The accuracy is reported as metric. For generation tasks, only exact
matched answer is considered correct. We also evaluate LoRO on Computer Vision tasks, including
CIFAR100 [42] and Food101 [43].

Models. Representative models of various scales and structure are selected, including RoBERTa
[44, 45], BART [46], ViT [47] Qwen [48] and LLaMA [49, 50].

Hardware devices. Experiments regarding model confidentiality and accuracy are conducted on a
server equipped with two NVIDIA RTX 4090 GPUs. Inference efficiency are evaluated on two TEE
platforms. For TrustZone, NVIDIA Jetson Orin NX board equipped with 6-core ARM Cortex-A78AE
CPU and 1024-core NVIDIA Ampere architecture GPU is employed, and OP-TEE [51] is leveraged
as TEE OS. For Intel SGX, a laptop equipped with Intel Core I9-10885H CPU and Quadro T2000
GPU is adopted, and Gramine-SGX [52] is the basic TEE OS.

Due to page limitation, more details and experiments can be found in Appendix A and B.

6.2 Model Confidentiality

As shown in Table 1, we report the MSP accuracy against LoRO and various defense methods. The
significantly high MS accuracy (3.75× to 4.12×) demonstrate the vulnerability of current defense
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Figure 5: Inference latency of various methods on TrustZone environment. All results are normalized
to REE inference latency (red line, 1×). We depict in log10 scale for better visualization.

approaches to our proposed MSP attack. Notably, adversary can achieve near-complete recovery
in several scenarios. In contrast, LoRO maintains a robust defense performance of only 0.94×,
comparable to the 1.00× baseline in black-box settings. These results indicate that LoRO provides
effective protection on LLMs against MS attempts.

Answer to RQ1: Proposed LoRO effectively downgrades private LLMs to black-box, pro-
viding robust security to valuable intellectual property protection.

6.3 Inference Efficiency

Experiments are conducted on popular TEEs to evaluate the inference efficiency of LoRO, including
Intel SGX and ARM TrustZone. As depicted in Figure 4 and Figure 5, proposed LoRO introduces
only 1.49× latency on average, compared to the 112.10× to 250.39× of existing methods. This
demonstrates that our methods provides real-time inference and is practical for real-world application.
Notably, as shown in table 6, with the raise of model scale, the computing complexity in TEE is
significantly increased due to larger intermediate size, resulting a higher latency.

Answer to RQ2: Compared to the averaged 112.10× of existing methods, proposed LoRO
introduces only 1.49× latency, achieving real-time inference efficiency.

6.4 Model Accuracy

As shown in Table 3, we report the model accuracy of original model, proposed LoRO method and
the obfuscated model exposed in REE. Only a 0.01% drop is observed in BART on MRPC, which
is caused by float precision error. It is demonstrated that the high accuracy of original model is
maintained. Moreover, the obfuscated model is completely downgraded to random guessing level.

Answer to RQ3: Proposed LoRO introduces no accuracy loss, maintaining the high model
accuracy. The obfuscated model exposed in REE is downgraded to unusable.

9



Table 3: Model accuracy of original model (Ori.), LoRO and obfuscated model in REE (Obf.).

SQuAD MRPC SST-2 MNLI GSM8K Spider

RoBERTa
Ori. 81.84% 87.99% 93.58% 85.33% - -

LoRO (↑) 81.84% 87.99% 93.58% 85.33% - -
Obf. (↓) 0.64% 31.61% 50.91% 35.45% - -

BART
Ori. 83.15% 87.01% 95.30% 88.15% - -

LoRO (↑) 83.15% 87.00% 95.30% 88.15% - -
Obf. (↓) 0.76% 31.60% 49.08% 35.45% - -

Qwen2
Ori. 48.45% - - - 70.96% 17.99%

LoRO (↑) 48.45% - - - 70.96% 17.99%
Obf. (↓) 0.00% - - - 0.00% 0.00%

LLaMA3
Ori. 49.20% - - - 53.12% 34.62%

LoRO (↑) 49.20% - - - 53.12% 34.62%
Obf. (↓) 0.00% - - - 0.00% 0.00%

7 Discussion

Side channel Attacks. Side channel attacks [29, 30] can cause leakage from TEE potentially.
Fortunately, our LoRO is compatible with existing advanced defense schemes [53, 54] to mitigate
such attacks. Hence, defending against side channel attacks is considered a sole research domain
regarding TEE security, and is out of our scope.

Trusted GPU. Some advanced GPU provides Confidential Computing [55, 56]. Nevertheless, the
substantial cost of GPUs with confidential computing (CC) capabilities presents a significant barrier to
their widespread adoption in edge computing environments. More affordable alternatives, including
Intel Software SGX or ARM TrustZone integrated with dedicated AI acceleration hardware, are
expected to remain the predominant solution for edge devices in the foreseeable future. Consequently,
our investigation into secure inference for edge computing systems does not currently incorporate
Trusted GPUs within its scope.

8 Conclusion

In this paper, we first identify a statistical vulnerability in existing TEE-based secure inference
methods, and break their security by designed Model Stealing attack with Prior. To protect on-device
LLMs, LoRO is proposed, which incorporates two components: (1) Low Rank Mask to completely
obfuscate model parameters, while achieving fast inference via lightweight low-rank computing
in TEE. Moreover, no accuracy loss is introduced, and no retraining and model modification is
required. (2) Factor Multiplexing to significantly reduce the secure memory requirement, avoiding
additional latency introduced by secure memory paging. Proposed LoRO downgrade on-device LLMs
to black-box level (0.94×MS accuracy), while providing real-time inference service (only 1.49×
latency, compared to the 112× of existing SOTA). LoRO can solve the concern regarding theft on
untrusted edge devices, hence greatly facilitating the wide adoption of LLMs.
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Table 4: Hyper-parameters of knockoff attacks.

RoBERTa BART Qwen2 LLaMA3

Epoch Learning Rate Epoch Learning Rate Epoch Learning Rate Epoch Learning Rate

TLG 1 3e-5 2 3e-5 2 5e-5 2 5e-5
ShadowNet 2 1e-5 3 1e-5 4 1e-5 4 1e-5

SOTER 2 1e-5 3 1e-5 4 1e-5 4 1e-5
Magnitude 3 5e-5 4 1e-5 5 3e-5 5 3e-5

Table 5: Detailed hyper-parameters of LoRO.

RoBERTa BART Qwen2 LLaMA3

Model Size Base Large 1.5B 3B 7B 1.5B 3B 8B
Rank 12 16 24 30 36 24 30 36

A More Details

Attack details. We introduce our attack details here. For each method, the adversary first reason
the model structure from exposed model parts in REE, and get public pretrained model from Internet.

Then, the adversary conducts model de-obfuscation (as shown in Figure 1). In this stage, the batch
size we leveraged to attack permutation methods is 16, and the inputs are randomly selected from
datasets. Notably, we empirically find the batch size can’t be too large, since the averaged intermediate
results would be very similar and difficult to be matched. For additive noise, we iterate all training
data in small dataset to accumulate the gradients. We freeze major parameters, and only 5% largest
parameters are fine-tuned for 2 epoches. For multiplicative noise methods, our methods is as same as
[8, 13], and no other details need to be clarified. The knockoff setting of each method are shown in
Table 4. The ShadowNet is considered as the combination of additive mask and multiplicative noise.
We follow [13] to first remove the mask in REE, and then estimate the multiplicative key.

In the final knockoff stage, we develop our code based on the ML-Doctor [57]. Since model have
been approximately recovered before, and only 10% of dataset are leveraged to conduct attacks, we
only train models with a low learning-rate as 5e-4 in 2 epoches to avoid over-fitting. The results
reported in Table 1 is taken from the best of five individual experiments.

LoRO details. The details and hyper-parameters of LoRO is introduced here. All the random noise
and low-rank factors are randomly sampled from Gaussian Noise. We set the m as 2 to achieve fast
inference speed. According to LoRA [58], if the rank d is able to effectively adapt the model to
specific domain, we thought the d is enough to obfuscate models well. The detailed hyper-parameters
of our experiments is shown in Table 5.

Implementation optimization. For TrustZone, we mainly conduct two optimizations. First, take
inspiration from ShadowNet [11], we design matrix multiplication based on NEON instruction set
to accelerate computation in TEE. This achieves about 3× speed up when the dimension of matrix
is over 768. Second, to reduce the data transfer time between REE and TEE, we allocate a pinned
shared memory between them as data exchange zone. While this may raise inconvenience in coding,
but the transfer latency is significantly reduced. Notably, it is necessary to compile the OP-TEE
with larger secure memory (at least 128MB) since LLMs are significantly large. For methods like
MLCapsule [23], the required memory could reach tens of GB.

Compatibility for small models. Our LoRO is designed to obfuscate the linear parameters (includ-
ing both linear and convolutional layers). Previous work targeting small models [9, 10, 11, 13, 27]
also focuses on protecting linear layers. Hence, proposed LoRO is inherently compatible to small
models, where the linear operations major the parameters and inference computing.
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Table 6: Latency breakdown of LoRO on Intel SGX.

RoBERTa-B BART-L Qwen2-3B LLaMA3.2-3B Qwen2-7B LLaMA3.2-8B

TEE 45.72% 47.20% 38.71% 29.92% 40.57% 37.82%
REE 37.82% 37.03% 55.62% 56.09% 43.93% 49.20%

Transfer 16.45% 15.76% 15.66% 13.98% 15.50% 12.96%

Table 7: Accuracy of LoRO on MATH.

Model Category MATH

Gemma 9B Ori. 36.63%
Gemma 9B LoRO (↑) 36.62%
Gemma 9B Obf. (↓) 0.00%

Table 8: Accuracy of LoRO on ViT.

Food101 CIFAR100

ViT
Ori. 81.57% 89.86%

LoRO (↑) 81.57% 89.85%
Obf. (↓) 0.99% 1.00%

B More Experiments on LoRO

Latency breakdown. As presented in Table 6, we analyze the latency distribution among TEE,
REE, and data transfer. For smaller LLMs such as RoBERTa-B and BART-L, the computational
efficiency is primarily limited by TEE processing and data transfer latency. However, in larger models
like LLaMA and Qwen, the REE latency becomes dominant due to the high dimension full matrix
computations. This clearly demonstrates the lightweight advantage achieved by LoRO.

Accuracy of LoRO on ViT. We also test the accuracy of LoRO on ViT, as shown in Table 8. Only
a small drop of 0.01% is observed on CIFAR100, which is caused by float error. This demonstrate
the high accuracy of LoRO on vision tasks.

Accuracy of LoRO on MATH. LoRO is also evaluated on a challenging dataset MATH [59]. As
shown in the Table 7, LoRO maintains near-identical accuracy, with the 0.01% drop attributable to
floating-point error. This can be solved in 32-bit models. Crucially, the obfuscated model becomes
unusable (0% accuracy), confirming our method’s robustness to adversary.

Secure memory requirement. As shown in Table 9, we report the secure memory requirement of
preserving secrets in TEE. Compared to one-mask-per-layer paradigm, proposed Factor Multiplexing
effectively reduce the secure memory to MB-level compatible to edge TEE. The high latency and
potential risk introduced by secure memory page is hence avoided.

More latency comparison. As shown in Table 10, LoRO’s latency outperforms most of existing
methods. While TLG performs similarly to LoRO in inference efficiency, TLG cannot provide
black-box security (as demonstrated in Section 6.2). We also notice that MLCapsule suffers critical
slowdowns from the secure paging overhead, and Magnitude is slow since the sparse computation in
TEE is too heavyweight for large scale LLMs.

C More experiments on MSP

MSP under low auxiliary data. In Section 3, about 10% of training data is assumed to be held by
the adversary to launch MSP attacks. The 10% data assumption allows us to design defenses robust
against a powerful adversary.

We evaluate the attack performance under low data ratio (1%-10% of SQuAD on Qwen2). As shown
in Table 11, our LoRO consistently surpasses black-box performance even at 1% data volume, while
existing SOTA TLG fails to provide adequate protection. Even under low data ratio conditions, the
proposed MSP poses a serious threat to existing methods.

MSP on CV models. We also evaluate Model Stealing with Prior (MSP) experiments on ViT and
ResNet18. For model prior knowledge, we used model trained on CIFAR10. We did not adapt TLG
to CNNs. As shown in the table 12, MSP remains effective for CV models like ViT and ResNet18.
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Table 9: Secure memory requirement of Factor Multiplexing and naive one-mask-per-layer.

RoBERTa BART Qwen-7B LLaMA-8B

One-Mask-Per-Layer 232 MB 594 MB 1.02 GB 1.14 GB
Factor Multiplexing 3.84 MB 11.88 MB 26.30 MB 28.28 MB

Table 10: More experiments on latency comparison.

Model MLCapsule SOTER ShadowNet Magnitude TLG LoRO

RoBERTa-B 54.08× 1.34× 2.35× 8.92× 1.10× 1.12×
BART-L 95.17× 1.62× 2.48× 10.33× 1.14× 1.18×

Qwen2-7B 321.58× 2.01× 3.60× 35.84× 1.59× 1.64×
LaMA3.2-8B 358.60× 2.10× 3.75× 37.67× 1.70× 1.77×

D Limitation of OTP on Attention

We analyze why the OTP cannot be applied to secure intermediates of Attention module here. During
forward inference, Attention block requires to compute QKT . When OTP are applied to secure Q
and K as Q′ = Q+ oq,K

′ = K + ok, the multiplication can be formulated as follows:

Q′K ′T = QKT +QoTk + oqK
T + oqo

T
k . (7)

The term oqo
T
k can be pre-computed and removed in a lightweight manner, the term QoTk + oqK

T

must be computed in a real-time manner. Since oq and ok shares the same shape of Q and K, applying
OTP will introduce unacceptable computation in TEE. Due to the limited computational resources in
TEE, this will lead to prohibitive inference latency. This issue is also exists in protecting V .

The TOSEM version of TEESlice [34] suggests that this issue can be solved by using Linear Attention
[60]. But the Linear Attention may have a bit influence on model performance, and is still not widely
adopted in popular LLMs. In this paper, we propose to use permutation to secure the intermediate
results of Attention Block, while the remained parts should be protected by OTP.

E Algorithm Description

For better comprehension, we present the persuade code of deployment stage in Algorithm 1, and the
inference stage in Algorithm 2.
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Table 11: MSP performance under low auxiliary data.

Dataset Ratio 1% 3% 5% 10% Average

TLG 14.20% 19.78% 24.95% 29.33% 2.92x
LoRO 4.08% 4.22% 4.38% 5.07% 0.63x

Black-Box 4.37% 6.95% 8.40% 11.20% 1.00x

Table 12: MSP performance on Computer Vision models.

Model Dataset TLG SOTER Magnitude ShadowNet Black-Box

ViT-Base CIFAR100 89.67% 88.30% 87.28% 79.27% 14.57%
ViT-Base Food101 81.51% 75.52% 80.05% 71.90% 10.28%
ResNet18 CIFAR100 N/A 67.30% 73.55% 65.42% 14.74%

Algorithm 1: LoRO Deployment Stage.
Input: Original Parameters W
Output: Obfuscated Parameters W ′

1 Key, Secret,W ′ ← [], [], [];
2 B,A← RandomNoise(); ▷ Randomly generate cornerstone low-rank factors
3 i← 0;
4 len = len(W ) ;
5 while i < len do
6 α,B_index,A_index = RandomIndex(); ▷ Randomly choose factors
7 W ′[i] = W [i] + αB[B_index[i]]A[A_index[i]]; ▷ Parameters obfuscation
8 Secret[i] = [B[B_index[i]], A[A_index[i]], α];
9 Key[i] =Precompute(Secret[i]); ▷ Precompute de-obfuscation keys.

10 end
11 W ′.to(REE); ▷ Offload obfuscated parameters to REE
12 Secret.to(TEE); ▷ Protect secrets and keys in TEE
13 Key.to(TEE);
14 return W ′;

Algorithm 2: LoRO Inference Stage.
Input: Inference Input x
Output: Inference Output y

1 Key, Secret← TEE_Prepare();
2 W ′ ← REE_Prepare(); ▷ Load in Memory
3 i← 0;
4 len = len(W ) ;
5 while i < len do
6 yREE = Inference(W ′[i], x.to(REE); ▷ Inference with obfuscated parameters in REE
7 yTEE = Low_Rank_Inference(Secret[i], x.to(TEE)); ▷ De-obfuscation in TEE
8 x = yREE .to(TEE) + yTEE ; ▷ Result restore in TEE
9 if i == len− 1 then

10 y = x.to(REE); ▷ Return result when finish
11 break;
12 end
13 if next_is_scaled_dot_attention then
14 x = permutation(x,Key[i]); ▷ Intermediate result protection
15 else
16 x = OTP(x,Key[i]); ▷ Intermediate result protection
17 end
18 end
19 return y;
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The main contributions have been concluded in the final of Introduction
(Section 1).
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Limitaions have been discussed in Section 7.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [NA]
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Justification: Our paper does not include any theoretical results.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We have included all the required information.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]

Justification: Our code is available in https://github.com/D1aoBoomm/LoRO, and all
datasets are publicly available.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: All details have been introduced in Section 4, Section 5, Section 6 and
Appendix A.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: Since our work is about model property protection, error bars are hard to
reflect the best ability of adversaries. Instead, we report the highest results in five individual
experiments, which is more meaningful.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We have included the computing environments in Section 6.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We follow the NeurIPS code of Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: Our work focuses on protecting model property, and has no negative societal
impact.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
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• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: No data or models are released.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: All the existing assets in this work are publicly available for research usage.
The license can all be found in huggingface.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
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• If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: No new assets are released.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: No crowdsourcing nor research with human subjects are involved.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: No crowdsourcing nor research with human subjects are involved.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: Focusing on LLM models protection, We have not involved LLMs as compo-
nents in our methods.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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