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Abstract

This paper investigates low-rank structure in the gradients of the training loss
for two-layer neural networks while relaxing the usual isotropy assumptions on
the training data and parameters. We consider a spiked data model in which the
bulk can be anisotropic and ill-conditioned, we do not require independent data
and weight matrices and we also analyze both the mean-field and neural-tangent-
kernel scalings. We show that the gradient with respect to the input weights is
approximately low rank and is dominated by two rank-one terms: one aligned
with the bulk data-residue, and another aligned with the rank one spike in the
input data. We characterize how properties of the training data, the scaling regime
and the activation function govern the balance between these two components.
Additionally, we also demonstrate that standard regularizers, such as weight decay,
input noise and Jacobian penalties, also selectively modulate these components.
Experiments on synthetic and real data corroborate our theoretical predictions.

1 Introduction

Feature learning is a critical driver behind the success of deep learning. Despite this, a theoretical
characterization of it remains elusive. In order to drive understanding, a line of research [3} 12+
14, 28], 145]] has emerged studying two-layer networks whose inner weights are trained or updated
via one step of gradient descent. In this context, feature learning can be characterized through the
emergence of a low-rank structure in the network weights. In particular, when the weights of many of
the neurons align in a predominant direction, the matrix of weights becomes approximately low rank.
Moreover, Ba et al. [3] proved that a ridge estimator trained on such features can outperform random
feature models and other kernel methods. However, these prior investigations require idealized
conditions, for example isotropic data or weights, which diverge from real-world scenarios where data
typically exhibits anisotropy or an ill-conditioned covariance. In addition, the effects of regularization
in this context have also been underexplored.

This paper addresses two questions: 1) how do low-rank gradient phenomena arise and behave
under more general conditions of anisotropy and ill-conditioning? and 2) what impact do common
regularizers have on feature learning in this context? Our analysis accommodates spiked data with
an anisotropic ill-conditioned bulk. This allows us to explore the effect of the size of the data spike,
controlled by a parameter v > 0, as well as spectral decay profiles of the bulk, controlled by a
parameter o > 0. Our central finding is that the gradient of the inner-layer weights is generically
well approximated by a rank-two matrix. This structure arises from the interplay of two primary
rank-one components: S1, driven by the input bulk and target residue, and So, driven by the leading
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eigenvector of the data covariance. The relative prominence of these components, and consequently
the direction of feature learning, is determined by the interplay of data properties, the scale of the
network parametrization, the choice of loss and activation function as well as the use of regularization.
We corroborate our theoretical findings with experiments on both synthetic data (Sections [3] [3.2]
and E]) and real data (MNIST, CIFAR-10 embeddings)ﬂ A summary of our key contributions is:

* Generalized Theory of Low-Rank Gradients: We provide a theoretical framework (Section
Theorems and characterizing the low-rank structure of the gradient under significantly
relaxed assumptions on data and weight matrices (anisotropy, ill-conditioning; Section 2).

* Identification of a Dominant Rank-Two Structure: We show (Theorems|3.1|and [3.2) that the
gradient is often better approximated by a rank-two matrix than the rank-one structures identified in
prior specialized settings. We provide conditions under which each of these components dominates.

* Modulation by Activation Function and Regularization: We show how activation functions and
common regularizers selectively modulate the components of the gradient. We reveal that ReLU
can suppress the contribution from the residue S (Section [3.2), while input noise and a Jacobian
penalty can promote the residue component and data spike component (Section [ respectively.

* Mean Field (MF) versus Neural Tangent Kernel (NTK) scaling: We demonstrate differences in
dominant spike alignments, S; ~ ng in MF vs. S; ~ X gr in NTK, at initialization (Section
and the subsequent impact during training.

1.1 Related work

Low rank gradients in two layer networks: For a Mean Field (MF) like regime, prior work has
shown that the gradient is approximately rank one [3}[13]], which results in an alignment between the
leading eigenvector of the hidden feature kernel with the target [45]]. Dandi et al. [[14] showed that to
learn k directions, as opposed to a single direction, we need high sample complexity (n = Q(d*)).
Under an NTK scaling Moniri et al. [28]] showed that a learning rate which grows with the sample
size introduces multiple rank-one components in the hidden feature kernel. However, these results
rely on well-conditioned input data and weight matrices. To ameliorate this issue a number of works
have also incorporated ill-conditioning via a spiked covariance models (N (0, I + n”qq")) with
single-index targets (0. ((B«, x))) [4,29]]. , Ba et al. [4] found dominant rank-one gradients aligned
with the data spike ¢ (if aligned with the target 3, and v > 1/2), enabling efficient learning, whereas
Mousavi-Hosseini et al. [29] showed that gradient flow might yield weights nearly orthogonal to g,
even under seemingly favorable conditions (v = 1, 8, = q). Our work continues this line of research,
providing results for more general anisotropic and ill-conditioned data and weight matrices as well
the effects of regularization.

Understanding the spectral evolution of the network’s weight and features matrices, particularly the
‘bulk’ components beyond dominant spikes, remains challenging. While significant progress has been
made in characterizing spectra at initialization [[1} 16l [16} [19} 130, 32} 134} |44 and after a single step of
gradient descent [[12], the dynamics over longer timescales are complex.

Convergence to low-rank weights: While our analysis focuses on the gradient updates that drive
learning, related studies investigate the implicit bias of gradient-based optimization towards low-rank
solutions [17, 21} |27, 133/ 41]. Our findings complement this body of work by characterizing the
generically dominant rank-two structure within the gradient updates themselves, providing insight
into the mechanisms potentially driving this convergence.

2 Setup and Assumptions

In this section, we provide the technical details required for analysis. A summary of notation and
discussion of examples of when the assumptions hold can be found in Table [[|and Appendix [B] We
consider shallow networks with d input dimensions, m hidden neurons, and n training data points.

Assumption 1 (Proportional scaling). Let 11,9 € Ry be fixed constants. We consider m, n as
functions of d such that n/d — {1 < 1 and m/d — 13 as d — <.

Data: We consider random input data z; € R¢ for i € [n], sampled i.i.d. These are stored row-wise
in a matrix X € R™*<, For each z;, the corresponding label is y; € R, and labels stored as y € R™.

2All code is available at the anonymous Github repository: https://github.com/rsonthal/Low-Rank-Gradient
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Assumption 2 (Input features distribution). Ler 3 € R%*4 for which there exists an o > 0 such
that the k-th eigenvalue satisfies \i(3) = k= fork = 1,...,d. Let g € S*' and define ¢ = n”
for some v > 0. We assume each input data point x; is sampled i.i.d. from a multivariate Gaussian
distribution N (0, ), where the full covariance ¥ € R¥*? is given by ¥ = S+ C?qq”.

Assumption [2| models a bulk component via Y and a spike component via ¢ (magnitude () and
allows general forms of ill-conditioning with A4(X) — 0if & > 0, and A\;(X) — oo if v > 0. This
generalizes typical data distribution assumptions like isotropic Gaussian (X = I) or uniform on
a sphere [3} 14} 28] 1311 145]], anisotropic data with a bounded condition number [[15} [18]], divergent
largest eigenvalue and bounded smallest eigenvalue [4} 22} 24129, 40], or bounded largest eigenvalue
and decaying smallest eigenvalue [5, 18, 143].

Network: We consider a two-layer neural network with input-output map f : R* — R defined as
f(z) =yma’o(Wz) € R. (1)

Here, W = [wy,... ,wm]T € R™*d ig the matrix of inner (first-layer) weights, w; € R? is the

weight vector for the j-th hidden neuron and a € R™ is the vector of outer (second-layer) weights.

The activation function o : R — R is applied element-wise to the preactivations Wz. The parameter

Ym € Rs¢ is a non-trainable scaling constant that depends on the network width m.

Assumption 3 (Network parameters). We assume the following for W, a and ~,,:

1. Outer weights: Elements a; are sampled i.i.d. from Uniform({—1,1}).

2. Inner weights: Rows w; of W have unit length, w; € S%~1.
3. Scaling parameter: ~y,, = ©(1/\/m) (NTK scaling) or v,, = ©(1/m) (MF scaling).

The assumption on a is standard. The assumption on W (unit-norm rows) relaxes typical literature
requirements (e.g., isotropic Gaussian or uniformly spherical w;). This allows modeling anisotropic
weights, possibly dependent on X, to analyze updates throughout training, not just at initialization.
The scaling parameter ~,,, defines two common regimes: NTK (v, ~ 1/y/m) [2} 20, 23] 23],
associated with lazy training where inner weights vary little [10} 25]], and MF (,,, ~ 1/m), asso-
ciated with feature learning [9} 26l [36L |39]]. These scalings yield different initial output variances
(Var(f(z)) = ©(1) in NTK vs. o(1) in MF), impacting dynamics.

Assumption 4 (Activation function). The activation function o : R — R satisfies:

1. Smoothness: o' and o”, first and second derivatives of o, exist almost everywhere on R.

2. Lipschitzness: o and o’ are L-Lipschitz for some constant L > 0.

3. Non-trivial expected derivative: For xt ~ N(0,%) (per Assumption and W (per Assumption E]),
let p =E, [a’(ijac)] (expectation over x for a given w;). We assume p; = Q(1) for all j. Let
p=[p1, .. )" We define o' (Wa); = o' (w] ) — py.

Common activation functions, such as Sigmoid, Tanh, ELU [11]], Swish [35]], Softplus, satisfy the
Smoothness and Lipschitzness. We note that the derivative of ReLU is not Lipschitz. The condition
w; = Q(1) (non-vanishing expected derivative) is satisfied by ELU, Swish, and Softplus generically,
and for Sigmoid and Tanh as long as ijij = 0O(1). See Sectionfor more details.

Parameter update via GD: Let £ : R x R — R>( be a function which measures the loss between
a label and a prediction. With f defined as per Equation [I| we define the loss given a dataset

(X,y) = (%4, Yi)icn) With respect to the inner-layer weights W as L(W) = % Z;L:l U f(zi),yi) +
AR(W). R denotes a regularization function (e.g., the 2-norm R(W) = [|[W||%), and A € R>
is the regularization parameter. We consider an update to W arising from one step of GD, W <+

W —nVw L(f(X),y), where n > 0 denotes the step size. We define the residue vector as
r=100(f(x1),91)/0f (x1), ..., OUf(wn), yn) [Of (x0)]" € R™. @

To motivate this terminology, consider that for the Mean Squared Error (MSE) loss, 7 corresponds to
the vector of residues [f(x;) — y;];. More generally, for many losses r can typically be interpreted as
the component of the targets not captured by the predictions of the model (see Section [B.2).

Proposition 2.1 (Gradient of the loss). If Assumption{d|holds and R is differentiable, then
G :=VyrL =7, X7 [(ra") o o/ (XWT)] + AVyyr R(W) € R>*™

exists for almost every W in R™*4,
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Figure 1: Singular value distribution of the gradient G for varying activation, loss and v and weight
distribution. Red, and blue lines show the singular value of S7, and S5 respectively. In (a) the rows
of W are i.i.d. uniformly random on the unit sphere, we denote this W = Wg. In (b) and (c) then
W = Wg +n~/41¢", where W is then normalized. The following parameters are constant across
all experiments: o = 0, v, = ﬁ (NTK) n = 750,d = 1000, m = 1250. The targets y are given
by a triple index model, see Appendix [C} For v < 0.25, a single residue-aligned spike is seen for
both isotropic and non-isotropic W. For v € [0.25,0.5), the gradient is approximately rank two.

For our results to hold we require the following technical assumption on the residues.

Assumption 5 (Residue concentration). Under the proportional scaling regime (Assumption|[I)), with
probability 1 — o(1) over the training data (X, y), the residue r satisfies

Irllee _ o <logn> |
(7]l vn
We emphasize that Assumption [5]is a mild condition: it ensures that no single component of the

residue vector disproportionately dominates its overall /5 norm. Such a condition typically holds if
the residues ; are i.i.d. subgaussian random variables. See Appendix [B.3|for more discussion.

Our analysis also depends on the alignment between the residue r and specific structural components
of the input data X. From Assumption |2{ we have the following decomposition of the input features,

X =X+ Xs = Xp + C2¢" € R™4, A3)

where X g has rows sampled i.i.d. from N (0,3), 2 ~ A(0, I), and ¢ is a unit vector. We note that
for sufficiently large , z is approximately the principal eigenvector of X X”". One of the inputs to
our analysis will be the degree of alignment between the residue vector  and the spike component z
of the input data. The projection of the residue r onto the principal eigenvector of X X7 is a natural
statistic of interest and has been considered in prior works [20, 38]]. In Appendix we provide /3
estimates for 192 scenarios.

Assumption 6 (Residue alignment). With probability 1 — o(1),

L ZTT" = @(d_B/Q).

3 Spiked Data Leads to a Low-Rank Gradient

In this section we analyze the role of spiked data in shaping the gradient with no explicit regularization,
A = 0. We demonstrate that for a spiked data covariance the gradient G is either approximately rank
one or rank two, depending primarily on the size of the spike. To demonstrate this we define the
following three rank-one matrices:

Residue Spike: S, := 1™ (XLr) (aop)', Data Spike: Sp := gl q[z"((ra")ool (XWT))],
n n
2Tr -
Interpolant: S5 := v,,{ — ¢ (aop)'.
n

We remark that .S is studied in [3]] and .S is analogous to the gradient update in [4]. The matrix Sto
interpolates between the two: in particular, S12 and S have the same right singular vector and S14
and S5 have the same left singular vector. Hence S; + S12 and S15 + S5 are both rank one.
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Figure 2: ReL.U suppresses the residue spike (.51) compared to smooth activations. Fixed parameters:
v=1/8 a=5/9,n="750,d= 1000, and m = 1250.

3.1 Small-to-Moderate Spike (v € [0,0.5)): C* Activations

The key contribution of this section is Theorem [3.1} which characterizes the approximate low
rank structure of the gradient for small-to-moderate spike sizes. We also note that Theorem [3.1]
generalizes [3, Proposition 2] by covering a broader range of covariance structures, loss functions
and initialization scalingsﬂ In the small spike setting, v € [0,1/4), the gradient is approximately
rank one and aligns with the residue plus interpolant S; + S12. By contrast, in the moderate spike
setting, v € [1/4,1/2), the gradient becomes rank two. We empirically verify these our theoretical
results (Figures|[T)) across a range of activation and loss functions under the NTK scaling.

Theorem 3.1 (Gradient approximation). Suppose Assumptions|l} [2] Bl [l are satisfied, X and W
are independent, and o is a C? function. Define E = G — Sy — Sia — Sa. Then, for all v, a0 € R>o,

G-5 -5 1 G—-51—512—-5 1
16513zl _ o (jwpn-t), WEZ550 =5k g (ype-t)
VY 7 llso Vmym 7 lloo
with probability 1 — o(1) as d,n, m — co. Moreover, if v < % then with the same probability
ISille _ ¢, ( n27% |S2|2Q( n" ||<zor>To;<XWT>||2> )
1E]l2 logn|[Wll2 )’ I1E]l2 logn  [lo’ (XWT)]2 ’
8
[|S12]|2 nz=3 _B [|S12]]2 _Bia
Y L %) < <omEte). (@)
112 log n|[ W]l 15112

Observe that for v < 1/4, if ||W||2logn = o(n2=v=%) then G is approximately equal to the
rank-one matrix S; + Si2. Further, if 8 > 2v + « then the gradient is dominated by S; and
the spike is aligned with the data-residue term X gr. However, if 3 < 2v then the gradient term
is dominated by S12, which is aligned with the data spike ¢. In addition, for v € [1/4,1/2), if

IWl2logn = o(n~""%) and

v o’ (XWT)]2 )
n’ =w(logn )
< S IG o To (XWT)],

then the gradient is approximately the rank-two matrix S; + Si2 + S2. Note this is distinct from
prior works [3} 4] |14} 45] where the gradient is only ever approximately rank one.

N

3.2 Small-to-Moderate Spike: ReLLU Activation

Theorem requires the activation to be C2. As detailed in the proof, this is needed to estab-
lish that |0’ (XWT)|]2 < O(|W|n**2). Indeed, when |[W|, = ©(1) and v < 1 we have
o/ (XWT)||y = o(n), which is key for S; to separate from the bulk spectrum. However, ReLU is

not C2. To understand, the effect of using ReLU we provide Proposition
Proposition 3.1 (ReLLU gradient). If2v > 1 — «, and the row of W are i.i.d. from the unit sphere,

then with probability 1 — o(1) we have that o/, (XWT) = 1 sign(z;) sign(Wq)T.

From Proposition [3.1| we see that for ReLU the operator norm of o] (XW7) is ©(n). This is a
significant increase compared to the o(n) scaling for C? activations and suggests that the norm of

3The result 3] Proposition 2] requires v = ¢ = 0, isotropic data and MSE loss with MF scaling.



E and S5 are larger for ReLU. The increased size of F, S results in the relative suppression of the
contribution of S7 and an enhancement of the contribution of S5 to the spectrum of the gradient. We
empirically verify this phenomenon in Figure [2| where we compare ReLU to its C? activations ELU,
Swish, and Softplus. We see that, for ReLU the relative residue contribution (.S1) is significantly
smaller when compared with its smooth approximations.

Remark 1 (Convolutional filters inherit the rank-two gradient). A 1D valid convolution with stride 1
and filter w € R¥ can be written as a two-layer network with a sparse, weight-tied matrix W € R™>¢
whose nonzeros are shifted copies of w, where m = d — k + 1. Treating the entries of W as
independent parameters yields the gradient G = 9L/ 6W € R™*4, By Theoremsm 3.2l G admits
a decomposition G = u) (vM) T 4+ 42 ()T 4+ E with at most two dominant rank-one terms and
a small bulk . Weight tying maps G to the true filter gradient as follows:

awz ZGZH-Z 1, €:1,7k

Hence, letting 171( 9 = v((i )Z"rl forj = 1,2,

VoLl = u®x5® + 4@ %53 4 (error),
the convolutional filter gradient lies in a subspace of dimension at most two, upto a small error term.
3.3 Large Spike (v > 0.5): Non C? Activations and Dependence between 1V and X

The preceding analysis focused on v < 0.5. For large data spikes (v > 0.5), we note that the C?
smoothness of the activation function and independence between W and X are no longer required.

Theorem 3.2 (Large data-spike gradient approximation). Suppose Assumptwns @ l1l B and|6]
are satisfied, and define E;, = G — S12 — Sa. Then, with probability 1 — o(1) for v > 5 we have

| B2 |Suzllz _ o (n) ISall2 _ Q< n” <zor>Tag<XWT>||2>

Vimym|rllee

—0(1), _ , _
W 1ELl ogn ) 1Bl ~ \logn o, (XWTa

®

Note this is a generalization of [4], which required alignment between the targets y and the spike
q. Theorem shows that if v > g, or if Equation (7)) holds, then the gradient is approximately
rank one. In contrast to the v < i case, this rank-one gradient aligns closely with the data spike plus

interpolant Sy, + S5 rather than the residue S;. This is empirically verified in Figure 3| for non-C?
activations ReLU, as well as dependent and independent W and X.
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Figure 3: Singular value distributions of the gradient G under various activation functions and weight
matrix initializations and structures, with a large data spike v = 3/4. Wy denotes the random matrix
with rows drawn mutually i.i.d. uniformly from the unit sphere. The rows of W | , are uniform on
the sphere and orthogonal to g. All weight matrices are subsequently normalized to have unit norm
rows. Fixed parameters: bulk decay exponent « = 0, n = 750, d = 1000, m = 1250, NTK-like
scaling (y,, = 1/4/m), MSE loss, and triple-index model targets.

3.4 Impact of the Scale Parameter: MF vs. NTK Scaling

We consider the implications of our results for the two scaling regimes and highlight three important
distinctions. As with prior work, we consider the large step-size regime. Specifically, we use a step
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Figure 5: Evolution of the gradient direction and weight matrix during training under GD with
Weight Normalization (WN) for the MF and NTK scalings. Fixed parameters are v = 0,a = 0
while using the Sigmoid activation function and the MSE loss. Plots (a) and (b) show the alignment
(normalized inner product) between the leading left singular vector of the initial gradient G (epoch
0) and that of G; (epoch t). Plot (c) shows the mean principal angle between the weight matrices
learned under the MF and NTK scalings with identical initialization and training data.

size of 7,,1. To avoid exploding gradients deploy Weight Normalization (WN) [37]. We limit our
focus to the MSE loss. See Appendix |D|for a discussion of which assumptions hold during training.

1) Alignment at initialization: residue r versus target vector y. Recall from Theorem [3.1]that in
the small spike regime the gradient is dominated by S;. Further, for the MF scaling the residue r
is approximately equal to the target y, while for the NTK scaling the residue can be quite distinct
from y. This implies the alignment of the gradient may differ significantly depending on whether an
MF or NTK scaling is used. Suppose y = sigmoid(w?'z) + ¢, then Figure@]presents the normalized
inner products between the leading left singular vector of G and three candidate directions X 5y,
XZr, and w. For the MF scaling, we see that the gradient’s dominant direction aligns well with
X gr, X gy, consistent with Theorem and [3]. For the NTK scaling, consistent with Theorem ,
the gradient exhibits strong alignment with X Zr. This differs notably from both X5y and the w
alignment directions predicted in [28] which we believe to be erroneous.

2) Stability of the gradient during early training. Let G; denote the gradient after ¢ iterations of
GD. In Figure[5|we plot the alignment between the leading left singular vector of G and subsequent
leading left singular vectors of GG under both MF and NTK scalings. The following is quite striking:
the dominant gradient direction under the MF scaling remains stable throughout training while for
the NTK scaling it evolves significantly. This leads to a divergence in the trajectories of the weight
matrix even with identical initialization and training data.

Towards explaining this, suppose the conditions of Theorem [3.1]hold at least approximately up to
some iteration ¢ < 7'. Then under an MF scaling the gradient is approximated by a rank-one matrix
whose left singular vector is nearly constant X grt ~ X gy. Therefore it remains stable over a number
of iterations. If the NTK scaling is used instead, then as S is proportional to X 57, % XLy and the
gradient depends on the residuals r; which evolve throughout training.
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residue (X 57;) during training. Fixed parameters: MF scaling, Tanh activation, MSE loss, o = 0.

3) Phase transitions both by epoch and data spike size. In Figure[6| we observe the evolution of the
alignment of the gradient versus the data spike and the residue under the MF scaling. Moving from
small to large spike sizes we observe a transition in the gradient alignment from the residue X 57 to
the data spike . We remark that this is as predicted by Theorem [3.1|and Theorem [3.2]at initialization.
Of particular interest is the middle spike size setting, where we witness a phase transition during
training of the gradient alignment from residue to data spike. Interestingly, this transition is not
discernible from the training loss, which smoothly decays during training. We only pause to highlight
this interesting phenomenon here and leave a more thorough analysis to future work.

4 Effect of Regularization

We analyze three common regularization techniques: {5 weight decay, isotropic input noise, and
Jacobian (or gradient) penalization. We investigate how each technique influences the relative
magnitudes of the residue-aligned spike S; and the data-aligned spike Sy. For what follows let G(%)
denote the un-regularized gradient matrix derived in Proposition 2.1}

¢ weight decay. Adding the term %||W||% to the loss function modifies the gradient to G =

G©) + \W. Proposition implies that if A||W||2 = o(y/m~yy,) it cannot suppress S; or Sa,
however, if A||W||2 = w(y/m7y,n”) then it suppresses both spikes.

Proposition 4.1. Given Assumptions|I] 2] andlf] If |r||> = O(v/n), then with probability 1—o(1)
we have that ||S1]|2 < O(v/mym), ||S12]]2 < O(\/ﬁvmn”_g), and ||Sz2]l2 < O(v/mymn”).

Isotropic Gaussian input noise. This regularization technique involves adding independent isotropic
Gaussian noise & ~ N(0, 721) to each input x; without changing the corresponding labels ;. [[7]
showed that training with input noise is equivalent under certain conditions to adding a Tikhonov
regularizer to the loss, often related to Y-, ||V, f(z;)||3. More recent work [46] connects adding
isotropic noise to the data to controlling the trace of the Hessian of the loss function.

Let us define «; = x; + &;. This changes the input data distribution, effectively modifying the bulk

covariance from ¥ to 3/ = 3 + 721. Consequently, derived quantities such as the residue vector 7/,
the alignment parameter /', the gradient components S7, S5, S15, the error term E’, and the effective
bulk spectral decay o’ are denoted with primes.

Proposition 4.2 (Isotropic Gaussian noise). Assume the setup of Assumptions[l} 2} [3|with independent
X and W. Assume o satisfies Assumption Elfor the noisy data X'. Additionally, suppose the modified
residues satisfy v = O(1) with probability 1 — o(1), and Assumption|6| holds for r’ with scaling
parameter (3. If 72 = nf and ||’ (X'W7T)||2 = o(n), then with high probability:
[T AL -2

> <O(n""?2), <o(n""277).
£ ]2 1|2 1E"]2

Proposition analyzes the effect of input noise. It indicates that the residue spike S} remains
prominent relative to the error term E’. Conversely, if the noise is sufficiently strong, the data
spike components S} and S}, become suppressed relative to E’. Intuitively, adding noise with
variance 72 = n” increases the variance of the bulk data component. This boosts the overall scale of
terms involving (X ;)7 Simultaneously, the added noise tends to make the pre-activations W7 X’
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Figure 7: Effect of regularization. Panels (a), (b) are for isotropic Gaussian noise. Parameters:
n = 750,d = 1000, m = 1250,v = 1/8, a = 8/9 (for original data), triple-index targets, ReLU
activation, MSE loss. Panels (c), (d) are for Jacobian norm penalization. As ) increases, the size
of S does change, size of the bulk F5 grows, and the size of the data spike S3 grows. Parameters:
NTK, v = 3/8, a = 0, Sigmoid and MSE, and triple-index model targets.

more isotropic, which can reduce the operator norm ||o’, (X'W7)||5 relative to its Frobenius norm,
potentially limiting the growth rate of || E’||2, ||S5]|. This predicted relative enhancement of .S} and
suppression of S is verified empirically. As discussed in Section (cf. Proposition , ReLU can
hinder residue spike S;. However, Figure shows that with small amount of input noise 72 = 0.25,
an initially suppressed S} re-emerges, while S is diminished relative to S and the bulk.

Jacobian penalization. Another form of regularization penalizes the sensitivity of the network output
to changes in the inner weights. We consider the Jacobian penalty Lycg = Ag= > i [|0w f () |I3.
To analyze this effect of L,., on the gradient, we derive the gradient of L,., with respect to W.

Proposition 4.3 (Gradient penalty). Let Diag(||z;||?) be the n x n diagonal matrix, whose entries
are ||x;]|%. If o is twice differentiable, then

1
Vi Lreg = —Mp, (o' (WXT) © o (WXT)) Diag(|l:]|*) X.

The gradient of the regularizer factorizes into a data-aligned rank-one spike Ss and error Fs:

1 1
Ss= 12 XEW, By =2 XEU, ¥ =Diag(i|) (o' (XWT) © " (XWT)) .

Proposition 4.4. Given Assumptions @ and@ If|Irll2 = ©(v/n), a < 1, and a constant
fraction of the entries of o' (XWT) ® 0" (XWT) are bounded away from 0, then

||)‘E2H2 2v—2—1 -3
> A (n VT2 4 2“) .
15112

1-3a

A (n2”_%_% +n%> > V/mYm

Ifv> % + 5, then we have that asymptotically the residue spike does not escape the bulk for any

A=0(1).Ifr < %, we see that increasing A suppresses the residue spike. For the data spike, we
have that AS3 will grow as A grows. Hence this enhances the data spike. We empirically verify that
increasing A kills the residue spike while promoting the data spike (Figure[7).

Real-Data validation. The identified low-rank spike-plus-bulk gradient structure and the discussed
regularization effects are observable in two standard vision datasets - MNIST and CIFAR10. For
MNIST, we estimate v = 0.784 > 1/2 and the data is highly ill-conditioned, suggesting a large
effective . Theorem [3.2] predicts a gradient dominated by data-aligned components (Panel (c) of
Figure . Adding isotropic Gaussian noise with o2 = 100 (Panel (d)) suppresses the original data-
aligned spike and enhances the residue-aligned spike .1, consistent with the analysis in Section 4]
For CIFAR-10 we use a pretrained ResNet-18 (on ImageNet) to extract 512-dimensional embedding.
We estimate v ~ 0.3572 < 1/2 and « = 0.6. For these parameters Theorem suggests S
(residue-aligned) can be prominent. Panel (a) of Figure [8|shows a dominant S;. Applying Jacobian
regularization with A = 10° (Panel (b)) suppresses S; and promotes a data-aligned spike (akin to
S3), consistent with the behavior analyzed for Jacobian penalization in Section ]

5 Conclusion

This work shows that in two-layer neural networks, the hidden-layer gradient is approximately
rank-two, driven by data-residual (S;) and data-spike (S2) components connected by an interpolant
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Figure 8: Gradient singular value spectra on real datasets. Each panel displays the singular values of
the gradient matrix G under the specified conditions.

(S12). We show that activation function choice, scaling, and regularization can result in qualitatively
different gradients. In particular, we have the following rule of thumb for the number of spikes.

‘ S1 (residue spike) ‘ & 2 < min{%, B — a,1 — a} or Large isotropic input noise

(1) 2v > min{1, B}, or (i7) Strong Jacobian penalty,
or (it4) ReLU and 2v > 1 — «

‘ S12 + S3 + S3 (data spike) ‘ P {

If none of the above holds, both spikes remain, and the gradient is typically rank-two.

The coexistence and interplay of the two spike components offer a nuanced understanding of the
gradient. We believe that the residue-aligned part propels the network towards fitting the current
errors for the specific task, while the data-aligned part reflects the network’s adaptation to or influence
by the inherent structure and biases present in the input data distribution. This dual influence provides
a potential mechanism for reconciling how networks can be both task-specific and data-adaptive.
This is an interesting avenue for future work.
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Table 1: Notation

Symbol Meaning Where first defined / used
d Input dimension Assumption
n Number of samples Assumption ]|

Hidden-layer width

Assumption|l]

m
Y1 =n/d, Y2 =m/d Proportional-scaling ratios Assumption |l
by Bulk covariance matrix Assumption
y=S+4 C%qq" Full covariance (bulk + spike) Assumption
A=k~ Bulk eigen-spectrum Assumption
a>0 Spectral-decay exponent Assumption |2|
¢=n",v>0 Spike magnitude Assumption [2|
qest? Spike direction Assumption
z e R" Latent coordinates of the spike Equation (3)
X =X+ Xs Data split bulk + spike Equation (3)
X5 Bulk part (V(0, &) rows) Equation (3]
X5 =Czq' Rank-1 spike part Equation (3)
W e R™*¢ Inner-layer weight matrix Assumption
a € {£1}™ Outer weights (fixed) Assumption 3|
Y Width scale (NTK = 1/,/m, MF = 1/m) Equation
o,0', 0" Activation and derivatives Assumption
w=FEgz[o'(Wz)] Mean derivative vector Assumption
oL=0 —p Centered derivative Assumption
r Residue vector Equation
B Alignment exponent ( m Z2'r) Assumption |§|
S1 Residue-aligned rank-1 term

So Data-spike-aligned rank-1 term

S12 Interpolant rank-1 term

G=VwL Full gradient wrt W

FE Error term G — S1 — S12 — S2

Er Error term G — S12 — S2 (large-spike version)

B, Bulk error from Jacobian-penalty gradient

Ss Data-aligned rank-1 term induced by Jacobian penalty

A, Lieg Reg. strength and Jacobian penalty

72 Variance of isotropic Gaussian noise

o, ® Hadamard / outer products

A Proofs

Notation In the appendix, we shall use f < g to mean that f = O(g) with probability 1 — o(1).
A.1 Regularization Proofs

Proposition 4.1. GivenAssumptionsIZlEl and@ If |rll2 = O(y/n), then with probability 1—o(1)
we have that ||S1||2 < O(v/mAm), |1S12]|2 < O(\/ﬁvmn”_g), and ||S2]|2 < O(v/mymn”).

Proof. These bound immediately follow from Lemma[A-T] Lemma[A-2] and Lemmal[A3] O

Proposition 4.2 (Isotropic Gaussian noise). Assume the setup of Assumptions[I| 2| [B|with independent
X and W. Assume o satisfies Assumption E|f0r the noisy data X'. Additionally, suppose the modified
residues satisfy r, = ©(1) with probability 1 — o(1), and Assumption@holds for r' with scaling
parameter 3. If 72 = n? and ||’ (X'WT)||2 = o(n), then with high probability:

151 1411 o USile e
< V=3 < LA
2, 20 B SO E, Sont )

Proof. We prove each bound in turn.

S7 Bound: Recall that S| = 2= (X )1/ (a0 p')T. Since d > n, and X € R™* s full rank with
probability 1, we have that with probability 1, for any vector v

I(X5) vz > omin(X)|0]2
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Since the smallest eigenvalue of 3/ is n”, with probability 1 — o(1), we have that
Tmin(Xjg) > nstE.

Applying to S, we get
7l
NG

Then using Assumption the fact that the entries of @ are +1, and v, = (1), we get

151112 Z Ymn?/?v/m

1542 2 Ym0 o ]l 112

E Bound: Next, we have that ' = 2= (X ;)T ((r'a™) o o/ (X'WT)). Using the fact that with
probability 1 — o(1), ; = ©(1) and a; = £1, we have that with probability 1 — o(1)

I(r'a™) 0 oL (X' W)z = [lo" (X' W) 2.
Thus, we have that
TIm
1B > S =1 X[l (X W)
< B i, (W
n
Since d > n and X if full rank with probability 1, we have that with probability 1,
I(XB)"(('aT) 0 oL (X'WT))|l2 = Tmin(Xp)[((r'a™) 0 0" (X' W)
= Tmin(Xp) [0’ (X' WT))]l2
Hence we get

1Ell2 2 22 /an? 2o, (X W) 2

S}, Bound: Recall that
Tm
S5 = ?” gz" ((r'a®) o o' (X'WT))
Hence we get that

Ym v
121l = —=n"llgllzl=" ((r'a”) o o’ (X' WT)]l2

IN

Yy
—n¥|lzall((a”) 0 oL (X W)z

A

Ym 41
S o (XWT))2

51, Bound: Recall that
Sty = TmmigzTr (.o )T
n
Thus, we have that
~
IStalle = 220 2 r(a o )]

= I 1T (a0 )2

9 _
S %nﬂu B /2H7n/||2||2||2||(aOul)HQ

’

S Vimymn® =%
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Relative Bounds: Thus, we have that using |0/, (X'WT)]||2 = o(n)

HS“|2 > n :w(l)
IE 2 ™~ [lo? (X W)l
For the upper bounds we see that
IS4l omg ISl o g IOLXWD)l gt
1E |2 ™ COE Y n

O

Proposition 4.3 (Gradient penalty). Let Diag(||z;||?) be the n x n diagonal matrix, whose entries
are ||x;]|%. If o is twice differentiable, then

1 .
VwLyeg = EA%QH (' (WXT) © 0" (WXT)) Diag(|lz:]|*) X.

Proof. Letting Z = WX7T and f; = f(=;) then note
fi= aTU(Wxi) =aTh;, and On, fi = a.

It follows that
0 fi =On, fi ©0'(z) = a® 0’ (2).
Recall .
rc — 1 B X .
aij {c=k}Arjs
then

af; " Of; 0Zi. af;
=Y ol e = e
and therefore
Owfi = (a© o (Wa;))z]

Let g, = a ® o'(h;), then

0w fill# = llgix! 17 =D gfad = llgill3ll: 3.

gk

Now

0 o D N~ O o
vl = 55— g S (W @)

2 T T
= (2ara’(wj zi)o" (w; ;) Tic.
The term inside the brackets is independent of ¢ while the term outside the brackets is independent of

r. As a result this is an outer product and
owllgil3 =2 (a®® @ o' (Wz;) © " (Way)) 2.

Note above a°? refers squaring operation being applied elementwise to the vector a. Therefore

1 n
dwR=53 Owlowfill% ©)
=1
1 n
=52 llzil30w lgill3 (10)
=1
=D il (a* 0 o' (Way) © o (Way)) (1n
=1
= (a*1" o o/ (WXT) 0 0" (WXT)) Diag(||z;[|*) X (12)
= (U/(WXT) o a”(WXT)) Diag(||2;]|?)X (13)
O

18



Proposition 4.4. Given Assumpnonsl Bl a and[f] If |r|2 = ©(v/n), a < 1, and a constant
fraction of the entries of o' (XWT) ® 0" (XW7T) are bounded away from 0, then

[ AEa||2
1512

A (nz’kgfé +n%> > VmYm > A (nQ"*%*l +n7%a) .

Proof. We begin by noting that since o, ¢’ are lipschitz, we have that ', o’ are bounded. Hence
dXWT oo (XxwT)

has an operator norm that is at most O(n). Since a constant fraction p of the entries are at least some
universal constant c, then in the proportional regime, we have that

1
lo'(XWT) © 0" (XWT)|2 > THU’(XWT) O d"(XWh)|r Z vVme = Q(v/n)
n
Recall that
By 7’VmXB Diag(|lz;(?) (o' (XWT) © 0" (XWT)).

Then since d > n, X% Diag(||z;||?) is full rank with probability 1, we have that

1 .
—YmOmin (X5 Diag(||zil|*)) o' (XWT) © 0" (XWT)2 < || B2z

and
1 .
[E2ll2 S miﬂmax (X5 Diag(||lz[*)) [lo"(XWT) © o” (XWT)||

Due to Assumption [2| with high probability 1 — o(1), we have that

l1—a

Omaz(XB) S vVnand 0., (Xp) 202

Then since ||z;]|? concentrates to n?” + n'~* (for o < 1), we have that

1E2ll2 < f(n +nl 7)o" (XWT) © o (XWT)]

and
2

|Balle 2 2035 (02 + n1=)lo" (XWT) © 0" (XWT)

Then using the O(n) upper bound on |0/ (XWT) @ o (XWT)||2, in the proportional regime, with
high probability 1 — o(1), we get that

| Bollz S mn2,(n® =% +n29)

Using our (y/n) lower bound on ||o’(XW7T) © o”(XWT)||2, we get

3a

B2z Z moyp, (571 407 F)
On the other hand, if ||7||2 = ©(y/n) we have that
Viymn™E < (812 S Vimym

For the NTK regime, we have that

n21/7%7% 1 3“ f mHEQHQ Z/n2l/7%71 +n7%a
151]l2
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A.2 Spikey Gradient Proof
Proposition 2.1 (Gradient of the loss). If Assumption|d|holds and R is differentiable, then
G :=VyrL =7, X7 [(ra¥) o o’ (XWT)] + AVyyr R(W) € R>*™

exists for almost every W in R™*¢,

Proof. The first thing we need to do is to compute the gradient. To begin, we compute

m d
flx:) =) ajo (Z wjk(ffi)k>
=1 k=1

Thus, we see that

o 1 n ) o m d
awTSL(f(ﬂf)) o Zﬁ (f(xi))m Zaja ijk(l’z‘)k-

=1 =1 k=1
1 n m 9 d
SO oY O D Seees )
i=1 =1 " k=1
1< ’ S T 9 -
= %ZK (f(xz))zaja (’LUj l‘z) ow ijk(xl)k
i=1 j=1 " k=1
= 3 @) () (@),
= S W) (X)X,
= L(XTIE(F(X))a) o o’ (X)),

We begin by decomposing the gradient
G=TXT ((ra") 0 o' (XWT)).
n

This algebraic decomposition holds for the current state (X, W, r, a), irrespective of any statistical
dependence between W and X. Recall the data decomposition

X=Xp+Xg=Xp+(zqT e R4

where rows of Xp are from N(0,3), z ~ N(0,1), |lg]| = 1 and the activation derivative de-
composition o/ (XWT) = 1,u7 + o/ (XWT), where u = E,[o'(Wz)] depends on the current
w.

Substituting these into the gradient expression yields:
Tm
G= XXT ((ra™) o [1,u” + o (XWT)])
= Jm xT (r(aopw)” + (ra”) oo’ (XWT))
n
= X+ XT) (rlaop)”) + 2(XE + XT) ((ra") 0 o' (XWT))

= I xEr(ao ) + 2 XEr(ao )T

S1 S12
+ 2 XE(ra") 0 0! (XWT)) + X (ra™) 0 0! (XWT)).

Sa E
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Using Xg = (zq", we identify the components explicitly:

T
Sy = WmXBr(aOu)T

2Ty
S12 = TmC <n> q(ao N)T

Ym§
S2 = 220 (7 (raT) 0 o', (XWT))
E=""XT((raT) o o' (XWT)).
n
Note that S1o shares its right singular vector (a o u) with Sy (up to scaling) and its left singular vector

q with S5. Understanding the gradient structure requires bounding the norms of these terms, which
depends on the properties of the current W, r, i, and the data statistics.

A.2.1 Upper and Lower Bounds

Given our helper results, we now provide bounds for the Sy, Si2, 52, and E appearing in Section 3]

Lemma A.1 (S, Bound). Let W be the weight matrix ( e@g at step t) with unit norm rows, and let

T
S1="Ym Xn (aop)T. Suppose X is from Assumption |2} a has fixed +1 entries (Assumption , r

is the current residual, and i = E, [0’ (Wz)] satisfies ju, = O (1) for all k (Assumptiond). Assume
d > n. Then with high probability:

\/%'Ym,“min”ﬂbn SIStz £ \FVmNmaXHTHQTFE

where [imin = ming |uk| = Q1) and pimax = maxy, |px| = O(1).

Proof. The operator norm is
~
151l = 22 | XErlalla ol
First, consider a o p1, where aj, = +1 and iy, = E, [0’ (w] x)]. By assumption, fimin = miny, |ux| =
Q(1) and pimax = maxy |ux| = O(1) (since o’ is bounded). We have:

m m
laoplls = aiuz = ui.
k=1 k=1

Thus, we see that
,Ufmin\/ﬁ S ||CL o NJ”Q S ,umax\/ﬁ~
By Assumption[2] if d > n we have that with high probability

1
0= e S I XErlls S n¥llrle.

Substituting the bounds for || X7 7|2 and ||la o 4|2 into the expression for || |2 = 22 || X Er||s]ja o
ull2:

+

1o _oatl
T (03 |11 2) (V/tptanin) = Yo VT[22

1

I (0% 1r]]2) (T tmax) = Yo VI a2 ™3

This completes the proof. O

Lower: |[|Si|l2 2

3‘3 3‘3

Upper:  [[S1]]2 <

Lemma A. 2 (512 Bound). Let W be the weight matrix (e.g., at step t) with unit norm rows. Let

")g(a o u) Suppose z,q,( = n" are from Assumption a has fixed +1 entries
(Assumptzoni) p = E,[o'(Wz)| satisfies pi, = O(1) (Assumption[d)), and the current residual v
satisfies |Zn7 | = O(||r|lan=B/271/2) (Assumption|6). Assume d > n. Then w.h.p.:

_B_1
1812012 = © (Vimymlirlen”=574) .
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Proof. Since Si2 is a rank-1 matrix and ||¢||2 = 1, its operator norm is:

[|S12ll2 =

2Ty
— | llaoplfz.
n

2Ty y
¢ (25 lalala el = 3

By Assumption [6]applied to the current residual r, we have

=0 (lIrlan=%7%).

ZTT

n

Substituting this scaling, we get

v _B_1 _B+1
1812ll2 = 3 ® (Irllen5%) a0 ulls = © (ymn % [irlallac pal2)

As established in the proof of Lemma using the assumptions on a and p (specifically pr = (1)),
we have ||a o u||2 = ©(y/m). Combining these gives the final result:

1812ll2 = © (n” = “F |r20(/m) ) = © (Vimym rllzn” =5 4)

O

Lemma A.3 (S; Bound). Let W be the weight matrix (e.g., at step t) with unit norm rows. Let
%2 = %CqZT [(ra™) 0 o' (XWT)]. Suppose z,q,C = n” are from Assumption a has fixed

+1 entries (Assumption[3), p = E, [0’ (W)] satisfies i, = O(1) (Assumptiond), and the current
residual r satisfies |%T\ = O(||r|lan=B/2=1/2) (Assumption|6)). Then, w.h.p.:

_8_ . 1
Y2 7] |20min (0L (XWT)) < [[S2]l2 S Ymv/m||r]|oe min(n”, [[W][2n®=%).

Where < hides universal constants Cy, Cs.

Proof. The operator norm is

77”’”‘”
152]l2 = TIlZT((mT) 0 a' (XWT))||2.

Upper Bound: Using Lemma[A.8|and Assumption 3| that a; ~ Unif(+1), we have the upper bound
127 ((ra™) 0 'L (XWT)) 12 S lI2ll2lllloc llallosllo’L (XWT)) 2
S lzllallrlloc o (XWE)) -
Then with probability 1 — o(1), since z ~ N (0, I), we have that ||z]2 < C'v/n. Hence we get that
12" ((ra®) 0 ' (XWT)) |2 S Clirllocllo’. (XWT))[l2v/n.

Then since we have Assumption Ié-_lL we can use Lemmato bound the norm ||, (XWT)|2, which
gives us that with probability 1 — o(1),

27 ((ra”) o L (XWT))l|2 € Cllrlloc/mmin (n, V| WS
= C||7[|sov/nmin(n, [[W|[zn”1/2).
Thus, we get that
182112 S 2 Clroc v/ min(r, [ 30" 1/2)

. _1
= CVmm ||rlloo min(n”, [[W[2n*~2),

where we used the proportional scaling of n and m, Assumption|[T] in the second line.

Lower Bound: For a lower bound, we start by writing

(ra”) o o/ (XWT) = Diag(r) o/ (XWT) Diag(a).
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Thus, we have that
gz’ ((ra") oo’ (XWT)) = q (2" Diag(r)) o/, (XW7") Diag(a)
=q(zor)T o/ (XWT) Diag(a).
Taking the norm and recalling that { = n”, we get
16a=" ((ra™) 0 'y (XWT)) [l = n”llall |z o )" o', (XWT) Diag(a)]|-
Since the entries of a are +1 and ¢ has unit norm, we have that this is the same as
n’llall{[(zor)" o (KXW =n” [(zor)" o' (XWT).
By Cauchy-Schwarz, we have using Assumpti0n|§| |2Tr//n|7|l2| = ©(d—?/?) that

" 0 zird _ [2Trllirlle _ 2
(zirs)? > LA = Q(n~%lrlly).
2 o1 Valrls

Thus, we get that for some constant C

[z ol =

1,8
HSZH Z C'Ymﬁny 2 ||7‘H20'm1n(0'i(XWT))
O

Lemma A.4 (Upper Bound on E). Assuming Assumption [I]], Assumption 3| Assumption 2] and
Assumption[d) we have that with probability at least 1 — o(1)

. y—1
1Ell2 S CVimmr oo min (1,774 W]} ) .

Proof. Recall E = 22 XT((ra”) o o/, (XWT)). Using Lemma we have that

n
TIIEIIQ S IXsl2lrlscllallsollo (XWT)]2.

Then using Assumption|2, whereby the rows of X g are iid from A(0, 2), we have with probability

1 —o(1) that

I XBll2 S Cv/n,
and using Assumption [3] we trivially have that

lalloe = 1.
Thus, we have that
n
,TllEllz < CVnllrlocloL (XWT) -
Then using Lemma[A.7] we have that with probability 1 — o(1)
o, (XWT)2 S Cmin (n, V| WS]5)

Since ||X'/2|| = n*, we get the result in the proportional scaling of Assumption O

Theorem 3.1 (Gradient approximation). Suppose Assumptions|l} 2] Pl [ are satisfied, X and W
are independent, and o is a C? function. Define E = G — Sy — Sia — Sa. Then, for all v, € R>o,

|G — S1 — S22 |G — S1 — Si2 — Sal|2
VI Ym || VY || oo

with probability 1 — o(1) as d,n, m — co. Moreover, if v < % then with the same probability

EXE Q( ni et ) e g (1 Jo AT g

=0 (IWlan*t), =0 (IWln"¥) @

IEla — ~ \logn|[W|l IEl2 " \logn  [lo’ (XWT)[,
B
[IS12]]2 n:=z _8 |S12ll2 _Bia
=Q—], Q(n""2) < < O(n” 2172 ). (6)
1E]]2 log n[|[W2 1511l
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Proof. We start with the gradient decomposition derived in Section 3}

G=51+S2+5+FE

where
XLy
S1=Ym——L—(aop)"
2Ty
S12 = YmC (n) q(ao M)T

YmC
SQ = Tq (ZT((TQT) ¢} O'/J_(XWT)>)
B = T2 XE(ra") 0 o (X)),
n
We assume the conditions of the theorem hold, including the scaling v/m~,, = O(1) and the residual

concentration ||r||2/|r]|ls = ©(v/n/logn) (Assumption|[5).
Proof of Upper Bounds:

For the first upper bound, we have G — S; — S12 — Sy = E. Using the upper bound on || E||2 from
Lemma|A.4|and the assumption \/m~y,, = O(1):

|G — S1 — Si2 — S22 _ 1 £]|2
7[00 [Eg(®s

_ O min (L=t 7]2)

~

7l

=0 (min(l, HW||27’LU7%)> .

For the second upper bound, we have G — S1 — 512 = S2 + E. Using the triangle inequality and the
upper bounds on || > from Lemma[A.3|and || E||> from Lemma along with v/my,,, = O(1):

G = 51— Sialla _ [[Sall2 + [1E]l2
7] oo - [Eg[p

_ Ve min(n [Wan®=4) £ |l min (107 W],

~

7]l

= O (min(n”, [ Wl =) + min(1, [W 1))

Proof of Lower Bounds:

We establish lower bounds for the ratios ||.S1||/||E||, |S12]|/|| E|, and ||S2||/|| E||- These rely on the
lower bounds for ||S1]|, ||S12]|, ||S2|| and the upper bound for || E||. We use the result ||r||2/||7||cc =

O(yv/n/logn).
Ratio |51 ]|/ E|): Using Lemma[A.T] (lower bound) and Lemma[A.4] (upper bound), we have that

at+1

||Sl||2 > \/E,YmuminHTH?n_T
1Bl ™ il oc min (1, 10 )
Irll ot

™ [I7lloe min(1, [[W[znr—1/2)
N n—(a+1)/2
~ logn min(1, ||W||anr—1/2)
n—a/Q
" log nmin(L, [W]anv—172)
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If v < 1/2 and we assume ||W||an?~1/2 = O(1) is the dominant term in the minimum, the ratio is
0 (nl/Q—V—a/Q) '
logn|[Wll
If v > 1/2 and assume | W ||an”~1/2 > Q(1), the minimum is O(1). The ratio is
Q (”_M) .
logn

Ratio ||S12|| /|| E||: Using Lemmal[A.2](lower bound) and Lemma[A.4] (upper bound):

15122 ST |||l —B/2=1/2
>
IEle ™ Vmym 7o min(1, [W[lzn¥=1/2)
[Irll2 nv=A/2-1/2

™ 17 floo min(1, [[W [l2n—1/2)
\/,ﬁ nV—B/2—1/2
~ logn min(1, ||W||anv—1/2)
nV*,B/Q

B log nmin(1, |W||anv—1/2)

If v < 1/2 and assume || ||an”~'/2 = O(1) dominates the minimum, the ratio is
Q( n1/2—ﬂ/2 )
log n[|W |
If v > 1/2 and assume || ||an” /2 > Q(1), the minimum is O(1). The ratio is

Q (”V_m) .
logn

1Sl o Zmn¥(z o) Tol (X))
1E] ~ 2 [Xalzlrlelo), (XWT)]

Ratio || S2||/||E||: We have that

>n¥2 K (Ui(XWT))
1700
Znu—%—g HT”Q ( IJ_( WT)>
17l
ot

Relative Sizes Next, we prove the relative bounds. First, we have that

ISw2ll  IXErlllaou] — n+E=5 e,
IS IXErlllaopl — X5l
Then since
n~E 5 |rlly S IXErll2 S Valirle,
we get that

N[

5 ||512H Snl/7%+
(S

N}

n’~
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For the second relative bound, we have that
Jrl_ B
[Siefl _ m T35 rfl2fla o pll _o 2 Ir[l2
G2l n¥l[(zor)Te’ (XWT) [(zor)To’ (XWT)
For a lower bound, we get that

B
1Szl Nl ni7% 1
1S2[l =~ llzll2llrllz notz prts
For an upper bound, we have that
_B
[ Szl < n'= 3 |7l _ n

152l ™ 0= % ||r|l20min (0’ (XWT))  Omin(0” (XWT))

O

Theorem 3.2 (Large data-spike gradient approximation). Suppose Assumpnons 72 EL' 4| B] and|6]
are satisfied, and define E;, = G — S12 — Sa. Then, with probability 1 — o(1) for v > 5 we have

A |Sullz _ o, (n) ISell2 _ Q< n” <zor>Ta¢<XWT>||2)_

Vimm||r o

1Ecllz — \logn )7 [[Erll—  \logn  [o/ (XWT)]

®)
Proof. This proof is exactly the same as Theorem [3.1] In particular, we note that
E,=E+5

Except we use the following upper bounds. We have already bounded 51, in the following we bound
E.

Data Spike: The operator norm is

Ymn”
152112 = = 127 ((ra™) o o (XWT)) |2

Using Lemma and Assumptionlthat a; ~ Unif(41), we have the upper bound
12" ((ra™) o oL (XWT)) 2 S Nl2ll2lrll lalloo |0 (XWT)2
< lzllzlirllsollol (XWT))]l2.
Then with probability 1 — o(1), since z ~ N (0, I'), we have that ||z]|2 < C'v/n. Hence we get that
12" ((ra™) o L (XW )2 < Clirllcllo’L (XWT))[l2v/n.
Then since we have AssumptionEI, we can bound the norm ||o’, (XWT)]|2 by O(n)
127 ((ra™) 0 oL (XWT))ll2 S Clirllscv/nn

Thus, we get that
[S2ll2 S CVmAm |7l 2",

where we used the proportional scaling of n and m, Assumption|[T] in the second line.
Error Term: Recall E = 22 X1 ((ra™) o o/ (XWT)). Using Lemma we have that

n
S IE] 5 IXB2l7 ]l llallllo (XWT)2.

m

Then using Assumption whereby the rows of X are iid from A/(0, 33), we have with probability

1 —o(1) that
IX5l2 < CVn,
and using Assumption [3] we trivially have that
lafloe = 1.
Thus, we have that
TIIEllz Cv/nllr]|sollo’ (X W)z
Then
o’ (XWT)[l2 < O(n).

Since ||X'/2|| = n*, we get the result in the proportional scaling of Assumption O
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A.2.2 Helper Results: Subgaussianity and Concentration

Lemma A.5. Let Z € R"*? pe g matrix with standard normal 1ID entries. If n < d, then as
n/d — c € (0,1), we have that with probability 1, the eigenvalues of 5 ZZ" are ©(1). Further,

Omin(Z) = @(\/g_ V), omax(Z) = @(\/&4— Vn).

Proof. As éZ ZT is a Wishart matrix, the limiting empirical spectral distribution almost surely
weakly converges to the Marchenko-Pastur distribution supported on [(1 — 1/c)?, (1 ++/¢)?]. O

Lemma A.6. Let Xp € R"*% have IID rows from N'(0,3), where A\ (3) ~ k™ as per Assump-
tiOn Then with probability 1 — 2 exp(—cn) for positive universal constants ¢, we have that

Q (TLFTQ> <[ XBl2 <0 (n%>

Proof. We can write X = %'/2Z where Z € R"*? has IID standard normal entries. Using
LemmalA.5| we have that in the proportional regime (Assumption|[)), || Z||s = ©(y/n). The result
follows using the fact that

Oumin(EV2)IZ]l2 < 1 Xpll2 = 1£Y22)2 < 0wmax(EV2)1Z])2,

and noting that
Omin(E12) = O(n™%2) and o0y (21/2) = ©(1).
O

Lemma A.7. Let W be a given fixed matrix indepedent of X. If Assumption[d)is satisfied and o is
C2, then we have with probability 1 — C exp(—cn) for positive universal constants c,C, that

o (XWT)|2 S € min (n, /[ WE2])
for some constant C' > 0. Here > = S+ C%qq" is the full data covariance from Assumption

Proof. Since o is L-Lipschitz (Assumption[d), its derivative o’ is bounded by L. As yu = E, [0/ (W z)],
the centered term o/, (XW7T) = ¢/(XW7) —1,u” has entries bounded by some M (e.g., M = 2L).
Thus, using the relation between operator and Frobenius norms:

lo (XWT)E < o’ (XWT)|[F < Mnm.
Thus, we have that in the proportional regime

lo’ (XWT)|l2 = O(n).

On the other hand, o/, (XW7) represents mean-centered features and is Lipschitz, using Corol-
lary with probability 1 — C exp(—cn), we have that

oL (XWT)|z = O (VR WS 2,) .
The overall bound follows by taking the minimum of the two derived bounds. O

Lemma A.8. For any vectors u, v and matrix A, we have that

min | min fo[|Allz < [I(uv") 0 Alls < ulloo [vlloc]|Allz-

Proof. This follows from the observation that
(uvT) o A = diag(u) Adiag(v),
where diag(u) is the diagonal matrix with v in the diagonal. Then using the fact that
Omin(B)|[|All2 < [|AB|l2 < omax(B)[[All2,
where o, 1S allowed to be zero and noticing that

Omax(diag(u)) = ||u|loc and omin(diag(u)) = miin s .

The bounds follow from applying the matrix norm inequality twice. O
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Lemma A.9 (Sub-Gaussianity). For x ~ N(0,%), a fixed vector w € R%, and an L ¢-Lipschitz
function f : R — R, the random variable f(w'x) is sub-gaussian with subgaussian norm at most
CC? | wT 2|2 for some constant C. Furthermore,

B[S (2] = [FO)] + O (L4l S2) = O(1 + £ [wS2]]).

Proof. Using Lipschitzness,
[F@Tw) = F(0Tw)| < L5laTw — 0] = Lyl Tw].

The variable w”z ~ N(0,02) where 02, = ||wT$'/2||3. Thus, w”x is (02 )-sub-gaussian. For
t>0,
T T t?

Thus, we see that

t—c)?
T s < ___t-97
Pr{|f(a"w)] > 1] —2exp< zc§||wT21/2ll%>’

where ¢ = | f(0)|. For the expectations, taking expectations, we get that

E (1" w) ~ FO)] <E[£la"wl] = £y 22123,

Usmg Jrf Tz) < | f (wTz) — £(0)] + |£(0)] and the triangle inequality for expectations,
S [1f (wT) = FO)] + £ (0)] = [f(0)] + O(L0.,), giving the result. O

Lemma A.10 (Covariance Operator Norm Bound). Let W € R™*? pe a fixed matrix whose rows
have unit norm and let z ~ N (0,X). Suppose that f : R — R is Ly Lipschitz respectively. Define
the population second moment matrix

where f is applied element-wise to the vector Wx € R™. Then
@]l < s [f(Wa)][l5 + WS35

for some universal constants Cy,Cl.

Proof. We note that ® is the uncentered covariance maErix. However, to bound the operator norm of
® we need to consider the centered covariance matrix ®
& =E [f(Wa)f(Wa)"] —E[f(Wa)| E[f(Wz)]"

(]

Then we see that

18], = sup o7
lloll=1
= sup v v — (E [va(Wm)])2
flvll=1

= sup E[(" f(Wa)) (o7 f(Wa)"] — (B [0 f(Wa)])’

lloll=1

= sup Var (v f(Wz))

llvll=1

We want to bound this using the Gaussian Poincare inequality. Which we recall here (Link). Let
g :R? — R beaC! function then

Var.x0.(0(2)) < Bwexon [1V9()17]
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Since z ~ N(0, ), we can write it as z = X!/2z. Thus, define the function
m
9(z) == f(Wa) =" f (WE”%) =S wf (wszl/Qq;) .
k=1

Let us then define .
u=[vif (wIEY2z) ... vnf (whEY22)]
Then we see that

T— kaf’ (w,{El/Qx) (ngl/Q) =uTWx/?
Thus, we see that
E. [IV29(2)I] < Eo [IWSY23]u)?] < WSY2IBE, [|lu)?]
Then using Lemma and noting that f’ is bounded by L, we get that

Zuk] = iv ‘. [(f'(wgz))g]

k=1

Thus, we have that
E [[Vg(2)|P] < IWS'2|3£5
Thus, using the Gaussian Poincare inequality, we see that
9]l < IWE23£3
Thus, we see that
Ill2 < [|& — |2 + [WSY2|33
Finally, we see that

|@ -2, = |[EFma)E W)

= |E[f(Wa)]l;

Thus, )
@]l < |[E[f(W)][l5 + [WE?|5 - £F
O]

We are going to instantiate a few corollaries for cases that we care about. Specifically, we shall
f = 0’| as the non-linearity. In this case we have that E [f(Wz)] = 0.

Corollary A.1. IfE [f(Wzx)] = 0, we have that
1@]2 < [WE'2|3c3

We shall also need to bound the norm of the expectation. In the case, when ¢ is bounded, we get that
the expectation

Lemma A.11 (Feature Norm Bound). Let z; ~ N (0,%) be IID for i = 1...n, forming rows of
X. Let W € R™*? pe a fixed matrix whose rows w; have norm ||w;|l2 = 1. Let f : R — R be
L ¢-Lipschitz. Define the population second moment matrix

© = B, [f(Wa)f(Wa)"]
(as in Lemma . Then with probability 1 — 2e™“" for some universal constant ¢ > (),

(B
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for some universal constant C'.



Proof. Since x; are IID, we have the rows of f(XW7T) € R™ ™ are IID. Additionally, by
Lemmathe entries are ﬁ?c lw!$1/2||2 sub-gaussian entries. Thus, we have that

. 1
X

_ xwT
Ly max;—1..m ngzl/2||2f( )

has IID rows whose sub-Gaussian norm is at most a universal constant. Let
1 U 1

Y STV 4> V]

Then using Equation 5.26 from [42], there exists universal constant C, ¢ such that

o

Thus, with probability 1 — 2¢~<”, we have that

> max(J, 62)||<i>||2] <2 §=C oy !

1 oo
“XTX - @ —
n n o /n

2

1l oo -
ﬁXTX —®| < max(6,6%)]|®|2

2

Using the reverse triangle inequality, we have that

+ @]l

1.
*||XTX||2 <
n 2

1o o
’XTX—@
n

Thus, with probability at least 1 — 2", we have that
1 ors . .
(| XXl < [ 2|2 + max(3, 6%) |8l

Thus, we get that

1
NG
Multiplying both sides by £; max;—1._, ||wl £/2||2, we see that
< Ly max [wf S22 (14 C'6)4/ (| ®|l2
2 =1l...m
< (1+070) /25 max ] 212 ]3]9];

< (1+C0) VPl

Using t = /m, we see that with probability 1 — 2e=°™,

Hence, we can again instantiate some simple corollaries.
Corollary A.2. IfE [f(Wzx)] = 0, we have that

1Xl2 < \/II‘in +max(§,62)[ @2

WoXT)

|

T

|romex™)|| < crcws2)2vn

Another important case, if f is uniformly bounded. This is the case, when we apply it for o', .
Here we either have the expectation is zero. In which Corollary [A.2]applies. If the mean in non-zero
then we get the following.

Corollary A.3. If |E[f(z)]| = M, we have that

[rwox ™, < o[+ £slws 2]
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A.3 ReLU Data Alignment

Lemma A.12. Letr M = wvT be a non-zero rank I matrix, where u € R™ and v € R™. Assume that
all entries of u and v are non-zero, i.e., u; # 0 foralli=1,... mandv; #0forallj=1,...,n

Let M be the matrix with entries ]\;[Z-j = 5uﬂ,].>0. Let M = M — 0.5J, where J is the m x n matrix
of all ones. Then, rank(M) = 1.

Proof. Letu',u” € {0,1}™ and v',v” € {0, 1}" be indicator vectors defined as follows:

[

¢ U = 6’U«i>0
" __

® Uz‘ *6u1<0
A

* vj - 6’Uj>0

17
* v = 6v,-<0
J 3

Since we assume u; # 0 and v; # 0 for all ¢, 7, every entry in w is either positive or negative, and
similarly for v. This means 1,, = v’ + u” and 1,, = v’ + v”, where 1 denotes a vector of all ones of
the appropriate dimension.

The entry Mij = 5uwj>0 is 1 if and only if (u; > 0 and v; > 0) or (u; < 0 and v; < 0). This can be
written as:

M — ul(v/)T + u//(U//)T
The all-ones matrix J can be written as J = 1,,1Z. Using the property that 1 = u/ + u” and
1=v 4"
J = +u")@ +v")T
—_ u/(UI)T + ul(v//)T 4 u//(vl)T 4 u//(’l}”)T

Now we compute M=M-0.5J:
= (/)T ("))~ 050 ()T + ol ()T (W) (o))
= 0.5u'(v")T 4 0.5u" (v")T — 0.5u" (v")" — 0.5u" (v)T

=05 [/ ()" =/ (") =" (V)" +u"(v")7]

= 0.5 [u/((v)" (v ) =" ()T = ("))

= 0.5(u' —u")((v")" = (v")7)

= 050 ") (0! )"

Let sign(u) denote the vector with entries sign(u;), where sign(z) = 1if z > 0 and sign(z) = —1if
x < 0. Since no u; is zero, (v’ —u'"); = 0y, >0 — du, <0 = sign(w;). Similarly, (v —v""); = sign(v;).
Thus, we have shown:

M = 0.5 - sign(u) - sign(v)”

Since M = wv” is non-zero, both u and v must be non-zero vectors. Because we assumed no
zero entries, the vectors sign(u) (containing only £1) and sign(v) (containing only +1) are non-

zero vectors. The matrix M is expressed as the outer product of two non-zero vectors. Therefore,
rank(M) = 1. O

Proposition 3.1 (ReL.U gradient). If2v > 1 — «, and the row of W are i.i.d. from the unit sphere,
then with probability 1 — o(1) we have that o/, (XW™) = L sign(z;) sign(Wq)™.

Proof. Recall the data decomposition x; = (z;q + p,;, where the spike direction g € R is unit-norm,
zi ~ N(0,1), the bulk component z, ; has spectrum exponent «, and the spike magnitude scales

31



as ¢ = n”. Since each row w} of W is uniform on S, |Wgq||2 ~ \/m/d with high probability.
Using standard concentration for random projections, with probability 1 — o(1),
d @(dlia) a < 1,
3= 0Y " = {0logd) a=1, (14)
i=t O(1) a>1.

Wayill3 < Cllaw,

For the spike term || W (Cziq)lla = |2|C|[Wal2 = n”\/%m\ > n¥, since |z| > ¢ with
probability 1 — o(1) for some universal ¢ > 0. Hence, whenever 2v > 1 — «, the spike contribution
W (Cziq) dominates the bulk, so that sign(W ;) = sign(W(¢zq)). Then LemmalA.12]then implies
for ReLU that

ol (XWT) = L sign(z;) sign(Wq)”.

B Assumption Discussion

B.1 Activation Function Properties

We verify the smoothness and lipschitzness conditions for several common activation functions.

B.1.1 Sigmoid Function

Leto(u) = (1 +e )7t
Smoothness: The Sigmoid function is infinitely differentiable (C'*°) for all u € R.

o'(u) = o(u)(1 - o(u))
0" (u) = o (w)(1 = 20(u)) = o (u)(1 — o(w))(1 — 20(u))
Both ¢’(u) and o’ (u) exist for all u € R.

Lipschitzness: Since Sigmoid is bounded and all derivatives of the sigmoid can be written as a
polynomial of sigmoid, we see that the derivatives are bounded and hence lipschitz.
Non-Vanishing Derivative Here we show that if the weight vector w; is drawn uniformly from the
unit sphere S?~*, then the expected derivative y1; = E, [0’ (w] )] is Q(1) when v < 1/2.

The derivative o’ (u) = o(u)(1 — o(u)) is bounded. We can see that the argument u; = ijx is
Gaussian N (0, aﬁj ), with variance O’Zj = wff)wj + nQV(wJTq)Q. Then the behavior of y; is such
thatif o7, = O(1), then pi; = Q(1). Specifically, if o, — 0, then p; — 0”(0) = 0.25. If o, — o0,
then p; — 0.

Spike Contribution Vs = n*"(w] q)?: For a fixed ¢ € S*~" and random w; € S*!, the term (w] ¢)?
concentrates around its mean E[(w] ¢)?] = 1/d. With high probability for large d, (w] ¢)*> = ©(1/d).
Then in proportional regime, we have that, Vs = n?” - ©(1/n) = O(n?*~1). Since v < 1/2,
2v—1<0,s0 Vg =0(1) asn — cc.

Bulk Contribution Vi = w?Sw;: For random w; € S, w!¥w; concentrates around
E[w]Tf]wJ] = éTr(XA)) The eigenvalues A (3) ~ k2.

e Ifa=0: Tr(X) = 0(d),so Vg = O(1).

cIf0<a<1:Tr(E) =0(d"*),s0 Vg = O(d~) = O(n~*) = o(1).

e Ifa=1: Tr(X) = O(logd), so Vg = O((logd) /d) = O((logn)/n) = o(1).
« Ifa>1: Tr(X) = O(1),50 Vg = O(1/d) = ©(1/n) = o(1).

Thus, V3 is either ©(1) (for a = 0) or o(1) (for a > 0).
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B.1.2 Hyperbolic Tangent (Tanh) Function
Let o(u) = tanh(u).
Smoothness: The Tanh function is C*° for all u € R.
o'(u) = 1 — tanh?(u) = sech?(u)
0" (u) = —2tanh(u)sech?(u)
Both o’ (u) and o/ (u) exist for all u € R.
Lipschitzness:
* For o(u): max |o’(u)| = ¢'(0) = 1. Thus, o(u) is 1-Lipschitz.
» For o’ (u): max|o” (u)| occurs at u = arctanh(+1/+/3), giving |0 (u)| = % ~ 0.7698.
Thus, ¢’ (u) is Lipschitz with L = 0.77 (or L = 1 as a looser bound).
L = 2 serves as a common upper bound.
Non-vanishing Derivative: Let o(u) = tanh(u). Its derivative is o’ (u) = sech?(u). This derivative
is always positive, 0 < o’(u) < 1, with a maximum of ¢/(0) = 1, and ¢’ (u) — 0 as |u| — oo. The
analysis of the expected derivative 11; = E, [0’ (w] )] parallels that of the Sigmoid function.
B.1.3 Rectified Linear Unit (ReLU) Function
Let o(u) = max(0, u).

Smoothness: Here we see that the derivatives for u # 0 are as follows

. (0 ifu<0 v
o(u)—{l Fus 0 o"(u)=0 foru#0

Lipschitzness:

» Foro(u): |o'(u)] < 1a.e. Thus, o(u) is 1-Lipschitz.

* For o/(u): o’(u) is a step function. It is bounded, but not Lipschitz over R due to the
discontinuity at u = 0. However, its values are O or 1.

Non-vanishing Derivative: Since Wz is symmetric, we get that the mean is 0.5.

B.1.4 Exponential Linear Unit (ELU) Function

U ifu>0
Leto(u) = {e“— 1 ifu<0

Smoothness: The derivatives are as follows.

Lo 1 ifu>0 b [0 ifu>0
"(“)_{eu ifu<o 7 W=l ifu<o

Here we have that ¢’ is continuous, and ¢” is defined everywhere except for 0.

Lipschitzness:

* For o(u): Foru > 0, o'(u) = 1. Foru < 0, 0'(u) = e* € (0,1]. Thus |o’(u)| < 1. So
o(u) is 1-Lipschitz.

* For ¢’(u): For u > 0, 0”(u) = 0. Foru < 0, 0" (u) = ¢* € (0,1). On [—1,1], the
function is continuous. Hence lipschitz. Thus, we have global lipschitzness.

Non-vanishing Derivative: The derivative dominates the ReLU case. Hence 1 is at least 0.5.
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B.1.5 Swish Function

Let o(u) = u - sigmoid(u) = u(1 + e~ %)~ L.
Smoothness: This follows from smoothness of Sigmoid.

Lipschitzness: Let S(u) = sigmoid(u) = (1 + e~ %)~!. Then o(u) = uS(u).

¢ For o(u): The first derivative is:
o' (u) = S(u) +uS’ (u) = S(u) +uS(u)(1 — S(u))
This is a continuous function that decays to zero. Hence is bounded.
* For o’/ (u): The second derivative of o (u) is:

o (u) = %(S(U) +uS'(w) = §'(u) + (5'(u) + us"(u))
= 25" (u) +uS" (u)

This is a continuous function that decays to zero. Hence is bounded.
¢ For ¢/ (u): The third derivative of o (u) is:

o™ (u) dd (25" (u) + uS" (u)) = 25" (u) + (8" (u) + uS" (u))

T du
= 35" (u) +uS"" (u)

This is a continuous function that decays to zero. Hence is bounded.

Therefore, o(u), o’ (u), and o”’ (u) are all Lipschitz for Swish with 8 = 1.
Non-vanishing Derivative: The expected derivative ; is:
pj = Elo" (uj)] = E[S(u;) + u; S (u;)]
= E[S(uy)] + E[u; 5" (u )]

We evaluate each term:

For E[S(u;)]: The function g(u) = S(u) — 1/2 is an odd function. Since u; ~ N (0, aﬁj) has a
probability density function symmetric about 0, the expectation of any odd function of w; is 0. Thus,
E[S(u;j) — 1/2] = 0, which implies E[S(u;)] = 1/2.

For E[u;S’(u;)]: The derivative of sigmoid, S’ (u) = S(u)(1—S(u)), is an even function: S’ (—u) =
S(=u)(1 = S(—u)) = (1 — S(u))S(u) = S’(u). The product h(u) = uS’(u) is an odd function,
being the product of an odd function (u) and an even function (S’(w)). Since u; ~ N (0, aﬁj) has a
symmetric PDF about 0, E[u; 5" (u;)] = 0.

Combining these results:

The value 1/2 is a positive constant, independent of other parameters such as d, n, m, v, «, or the
specifics of X (provided it is positive definite) and w; (provided w; & S,

B.1.6 Softplus Function
Let o(u) = log(1 + e*).
Smoothness: The Softplus function is C'*° for all u € R.

eu

o'(u) = T = sigmoid(u)
o' (u) = (1_'?7)2 = sigmoid(u)(1 — sigmoid(u))
eu

Both ¢/(u) and ¢ (u) exist for all u € R.
Lipschitzness: The lipschitzness follows from the boundedness and lipschitzness of sigmoid.

Non-vanishing Derivative: Following the argument presented for the Swish activation function, the
mean is 0.5.
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B.2 Loss Function Derivatives

Let us see what this is for some common loss functions.
* For the Mean Squared Error (MSE) loss,

1 1 — 5
L(F(X)) = 5IF(X) = yl* = 5 D () —w)* and L'(f(2)) = f(z) ~ .
i=1
* For the Binary Cross Entropy (BCE) loss, we assume the network produces logits z = f(X) € R”
with associated class-one probabilities p = sigmoid(z) = € R™ computed component wise.

Then, for given output data y € {0, 1}",

1
14+e—%

n

L(F(X) = = 3 [ n(pa) + (1= o) (1 = pi)|, - L'(F(X)) = p—y = sigmoid(f(X)) .

i=1

* For the Hinge loss for binary classification with output datay € {—1,1}", f(X) € R™ and
L(f(X)) = max (0, 1 - y; f(x,)).
i=1

Then L'(f(X)) is the vector whose ith entry is given by the subgradient

oL |0, if y; f(x;) > 1,
—yi, ify; fla;) < 1.

of (i)

B.3 Residue Concentration

1. Suppose the training labels satisfy y; = f.(x;) + &, where f, is Lipschitz and &; are i.i.d.
subgaussian random variables. Then, for independent W and X, lipschitz activation functions and
for either the MSE or Binary Cross Entropy (BCE) loss the residues are subgaussian variables and
satisfy this assumption.

2. For binary classification with the hinge loss, then since a; ~ Unif(41) we have with probability
1 — o(1) that at least a constant fraction of the data points satisfy 1 — y; f(x;) > 0, and therefore
r; = 1. As aresult the assumption holds at initialization.

B.4 [ Alignment

Here we consider Sigmoid, ReLU, Tanh, ELU, Softplus, and Swish activation functions. For each
activation function, we consider three different loss functions - MSE, BCE, and Hinge. Then for
for each activation and loss function combination, we consider (v, ) € {1/8,3/8,5/8} x {0,1/2}.
This gives us 96 scenarios. We do each each scenario for the Mean Field and NTK scalings. For each
scenario we let ¢»; = 0.75 and 15 = 1.25. We consider n € {750, 1500, 2250, 3000, 3750}. We use
triple index targets
f(z) = sigmoid(BT x) 4 tanh(BL x) + relu(B2 )

for three unit vectors [31, B2, 3. For each value we do 50 trials to get the mean inner product
|szr\. Then we then estimate beta using linear regression.

Figure [0] presents the estimates 3s. Here we see that § has a mode around 1. Recall if zy, 2o are
independent uniformly unit norm vectors. Then z{ 25 ~ d~ 1. Figure@ however, that many (s are
bigger than 1. This suggest z, r are rapidly becoming orthogonal. Note that negative s are cases,
where the alignment improves, so z,r are becoming parallel. Eventually, the inner product will
saturate at 1 and S should be close to zero. The reason we get negative s is due to the limited range
of n used for the experiments.

C Empirical Details

All code for the experiments can be found at Link.

The following details are common for all experiments.
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Figure 9: Estimated 3 values
Hardware: All experiments were run on Google Colab using an A100.

Data X: We sampled ¢ uniformly randomly from the unit sphere and we used a diagonal .
1 Estimation: We estimate x4 using 10000 samples.
Targets: The triple index model we used is as follows.
f(x) = sigmod(B{ z) + tanh(B7 ) + relu(B1 )
For three unit vectors 51, B2, 3.
When using MSE loss, we let
y=[f(z)+e

for standard gaussian noise €.
When using BCE loss, we use

y=f(z).
Note that these y are not necessarily in [0, 1]. However, the BCE loss is still well defined.
When using Hinge loss,

y = sign(f(z) — 0.5).

Note this dataset can be imbalanced.

Alignment determination: To plot the red and blue lines in Figures 1,2,3,7,8, we use the following
procedure. We let B = S; + S5 + So (+ S5 for the gradient penalty). Then we compute its leading
left singular vectors for B. We then check if with ¢ and X 5r. Thus, how we get the associated
singular value and we plot the corresponding lines.

C.1 FigureEl

For non-isotropic W, we generate Wg by sampling the rows i.i.d. from the unit sphere. We then
introduce anisotropy, by adding n~'/41¢" to W and then renormalizing to unit norm. This results
in the weight concentrating around q.

C.2 Figure[3]

For Figure (b), we generate W by sampling the rows i.i.d. from the unit sphere. We then introduce
anisotropy, by adding n'/21¢” to Wg and then renormalizing to unit norm. This results in the weight
concentrating around q.

For Figure (c), we generate Wg by sampling the rows i.i.d. from the unit sphere. Then we project
onto the ortho-complement of ¢ and renormalize the rows.

For Figure (d), we generate Wg by sampling the rows i.i.d. from the unit sphere. We then let
W = WsXT X and renormalize the rows. This results in a IV that is highly dependent on X.
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Figure 10: Evolution of iy, and 4, during training. Fixed parameters: MF scaling, Tanh
activation, MSE loss, oo = 0.

C.3 Figure[d]
Here we use ¢ = 0, « = 0. Hence applies for prior work from [3 [28]].

We let n € {100, 200, 300, 400, 500, 600, 700, 800} and use d = n/2 and m = n/3.

C.4 Later in Training Experiments
Here both network are initialized with the same weight matrix for both the inner and outer layers.

We use a step size of = ,,1. Additionally, after each iteration, we re-normalize the rows of W to
have unit norm.

For Figure [5(c), the mean principal angle in the following quantity. Given orthonormal basis
Uy, ..., u and vy, . .., vx for two subspaces, we form the matrix A via

Ay = uj v
We the compute cos(o;(A)). These are the principal angles between the subspaces. We then report
the mean of angels.
C.5 Real Data Experiments

MNIST Dataset: We load the standard MNIST dataset, divide by 256 to have all entries in
[0,1]. We use 1000 centered and flattened MNIST images to form X € R'000x784 We estimate
v = 0.784 > 1/2. The data is highly ill-conditioned, suggesting a large effective a.

CIFAR Dataset: We use n = 1000 CIFAR-10 training images, processed through a pretrained
ResNet-18 (on ImageNet) to extract 512-dimensional penultimate-layer activations, forming X €
R1000%512 "We estimate v ~ 0.3572 < 1/2 and a ~ 0.6.

Spcifically, the code for the transformations are as follows.
resnet18(weights=ResNet18_Weights.DEFAULT)

transform = transforms.Compose ([
transforms.Resize(224),
transforms.ToTensor(),
transforms.Normalize(mean=[0.485, 0.456, 0.406], # ResNet defaults
std=[0.229, 0.224, 0.225])
D

D Later in Training

For Theorem [3.1]and Theorem [3.2]to apply beyond initialization, during training we require certain
assumptions to hold. We begin by considering the common assumptions needed for both theorems.

1. Assumption[I]concerns the proportional regime and hence holds during training.

2. Assumption 2| concerns the data generation process and hence also holds during training.

37



I
I

Residue,

0.1169
AN
01168 0.1347 *,,"'" 0152661 4~
o~ :

0.1167 S|g0.1346 2[g 0o

= ..‘_, :q‘;:
0.1166 3 01345 s 3 015262

8 ; 3

$ s
0.1165 N « 0.1344 s & 0.15260
01164 ..." 01343 :0.,-' 015258
0 20 40 60 80 100 0 20 40 60 80 100 [ 20 20 60 80 100
Epoch Epoch Epoch
(@) Small v : v = 0.125 (b) Medium v : v = 0.4375 (¢c)Largev: v =0.75

Figure 11: Evolution of ||7||so/||7||2 during training. Fixed parameters: MF scaling, Tanh activation,
MSE loss, a = 0.

Aligment,

iy

. 0.039
0.325

0.0381 &

20.0371

0.05930

0.05925

12"
gl

s | eee——— T2l e > 0.036
0.05920{ ° Woeesesses é 0.035
. k=
0.05915 = 0034
©f 0.033
0.05910 | $
v 0318 * 00321 ,
0 20 40 60 80 100 0 20 40 60 80 100 0 20 40 60 80 100
Epoch Epoch Epoch
(@) Small v : v = 0.125 (b) Medium v : v = 0.4375 (¢c)Largev: v =0.75

Figure 12: Evolution of |27r/(y/n||r||2) during training. Fixed parameters: MF scaling, Tanh
activation, MSE loss, o = 0.

3.

Assumption [3]concerns the network initialization, and scaling, hence the assumptions on ¢ and
~Ym continue to hold during training. Moreover, through the use of weight normalization the
assumption that the rows of W are on the unit sphere also holds.

. Assumption ] concerns the activation function, namely its smoothness and Lipschitzness which of

course also hold during training. However, it is not clear that the assumption on the non-vanishing
gradient is satisfied. Despite this, we empirically verify as per Figure[T0|that it does hold during
training at least for small v. For moderate v = 7/16 we observe that (i,,;, appears to decrease,
hence later in training this assumption may be violated. For large v = 3/4,the assumption only
appears to hold for the first iteration. We remark that this results in the suppression of S7 and S12
but does not effect S5 or E. As a result, we suspect that the data spike ¢ remains dominant.

. Assumption[3] This is the assumption that

Irlles _ o <1ogn> |
[17{l2 vn
Figure [TT]shows that while this ratio grows, the change is very small. Hence, we believe that this

assumptions holds.

Assumption [6] This is about the alignment between z and . Figure [I2]shows that while this ratio
grows, the change is very small. Hence, we believe that this assumptions holds.

For the additional assumptions required for Theorem clearly if the activation is C? at initialization
then it is also C? throughout training. Finally, although clearly the independence of W; and X is
violated, due to the near constant gradient direction, (at least for the MF scaling) the correlation
between W and X remains small.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The abstract and introduction are about general conditions under which we see
low rank gradients. Our theorems and experiments reflect these claims.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: The paper exactly defines the scope of the work and presents results within
that scope. Additionally, we have experimental evidence for the phenomena holding beyond
our theoretical setting.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

 The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]

Justification: All of the assumptions are very carefully listed and the detailed proofs are
presented

Guidelines:

» The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: All experimental details are presented. The code is also available
Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]
Justification: The code and data are publicaly available
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: All experimtnal details are presented
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA]

Justification: None of the experiments require errorbars. Most experiments are single runs.
For experiments that are averaged over many trials, we report the number of trials.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

e It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: All experiments were on Google Colab with an A100.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification: The research conducts conforms with the NeurIPS Code of Ethics
Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: This is a theory paper exploring theoretical aspects of spectrum of the gradient.
There are no societal impacts.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
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» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper poses no such threats
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: No existing assets were used.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.
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* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]
Justification: The code used to run the experiments is provided at an anonymize github
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: No human subjects involved
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: No human subjects involved

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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16. Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: We only used an LLM to help write the paper
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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