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The prevalence of location-based services has generated a deluge of check-ins, enabling the task of human mobility under-

standing. Among the various types of information associated with the check-in venues, categories (e.g., Bar and Museum)

are vital to the task, as they often serve as excellent semantic characterization of the venues. Despite its signiicance and

importance, a large portion of venues in the check-in services do not have even a single category label, such as up to 30% of

venues in the Foursquare system lacking category labels. We therefore address the problem of semantic venue annotation,

i.e., labeling the venue with a semantic category. Existing methods either fail to fully exploit the contextual information

in the check-in sequences, or do not consider the semantic correlations across related categories. As such, we devise a

Tree-guided Multi-task Embedding model (TME for short) to learn efective representations of venues and categories for the

semantic annotation. TME jointly learns a common feature space by modeling multi-contexts of check-ins and utilizes the

predeined category hierarchy to regularize the relatedness among categories. We evaluate TME over the task of semantic

venue annotation on two check-in datasets. Experimental results show the superiority of TME over several state-of-the-art

baselines.

CCS Concepts: · Networks→ Location based services; · Information systems→ Data mining; · Human-centered

computing→ Collaborative and social computing.

Additional Key Words and Phrases: Semantic venue annotation, Human mobility, Check-in analysis, Embedding learning

1 INTRODUCTION

With the rapid development of location-based social networks (LBSNs), it becomes more important to understand
the venues we visit. LBSNs usually utilize geographical information (e.g., latitude and longitude) or street address
to represent a venue. Recently, some LBSNs such as Foursquare enable users to explicitly indicate the semantic
categories (e.g., Noodle House and Museum) of venues. These semantic categories are utilized to complement the
representation of a venue, which are crucial for assisting users in exploring new venues as well as providing
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Fig. 1. Multi-view information embodied in check-ins.

semantic-based recommendation services [12, 46]. Despite their beneits, existing studies [16, 20, 41] observe
that about 30% of venues lack semantic categories in Foursquare. Therefore, semantic venue annotation, namely
automatically and precisely annotating a venue with the most-likely category from all categories, is highly
desirable and has gradually become a research hotspot of urban computing [8, 35, 45].

To tackle this problem, existing methods usually employ human mobility data (e.g., check-ins of a user over a
period of time) for semantic venue annotation. A common methodology is to construct descriptive features (e.g.,
visiting frequency and distribution of visiting time) regarding individual venues based on users’ check-ins and
build a classiication model to infer venue categories [5, 13, 18, 41], which sufers from several major problems.
Firstly, the relations between venues and their contexts in check-in sequences are overlooked. Such information
could help to construct discriminative venue features by embedding the semantic properties of check-ins into
low-dimensional dense vectors. Secondly, the semantic correlations across venue categories are largely untapped.
As shown in the left part of Fig. 1, semantic categories form a tree structure, whereby the category nodes are not
independent but hierarchically correlated. How to model these inter-related labels to boost the discriminative
feature engineering is worthy of investigating.
Considering the complex relationships of venues and categories, we try to explore the use of representation

learning for the task of semantic venue annotation via check-ins. Recently, representation learning has been
shown to be highly efective for a related but diferent task of learning venue semantics based on check-in
sequences (without category information) [9, 31, 42, 48]. They learn venue representations by predicting the
co-occurrence of venues in the given venue context (i.e., venues that immediately precede and follow the given
venue within a window in a venue sequence). When category tags for the venues in a check-in sequence are
considered, a category sequence is formed (see the right part of Fig. 1). However, we often ind that two very
diferent venue sequences may correspond to the same or similar category sequence, as many venues share a
common category tag. Such category sequence information imposes additional constraints on the representation
of venues, and if properly utilized, it could improve representation quality. It is therefore desirable to additionally
model the semantic relations encoded in the category context (which categories those venues in the venue
context belong to) from the category sequences.

In this paper, we present a Tree-guided Multi-task Embedding model, abbreviated as TME, for semantic venue
annotation. TME is able to simultaneously project venues and categories in a latent space, considering users’
sequential behaviors on venues and venue categories, and the hierarchical structure of categories. Speciically,
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TME consists of two components: the sequential and categorical embedding component, and the tree-guided
multi-task learning component. The main goal of the irst component is to learn the representations of venues
and categories using the venue sequences and the corresponding category sequences. Here, we separately build
the venue-venue co-occurrences and the venue-category co-occurrences by modeling the venue context and the
category context, and factorize them to learn these representations. In this part, both sequential patterns and
categorical characteristics included in the two kinds of contexts can help us to deliver better representations for
venues and categories.

The second component aims to enrich and enhance these representations by modeling the known venue
categories and the predeined category hierarchy. To model relations between venues and their categories, we
factorize the venue-category label matrix into the product of venue representations and the corresponding
category ones. Further, as the categories are hierarchically correlated, we turn to leverage a tree-guided multi-
task learning algorithm to capture the inter-task relatedness (i.e., similarities among inter-related categories
determined by the category tree in our study) for learning more discriminative representations of venues and
categories. The two components are accomplished within a uniied framework via these representations, and
distributional venue semantics are regulated accordingly. Finally, we perform parameter inference using the
alternating optimization strategy.

The contributions can be summarized as follows:

• We propose a Tree-guided Multi-task Embedding model for semantic venue annotation. To the best of our
knowledge, TME is the irst work that simultaneously models multiple kinds of sequential patterns from
check-in sequences and the semantic correlation across related categories from the category hierarchy to
solve the problem of semantic venue annotation.
• We jointly model the category context (which is formed by the categories of adjacent venues in the check-in
sequence and thus relects aggregated semantics) and the venue context (which embodies the sequential
relationships between individual venues) from check-in sequences to learn venue semantics. Moreover, we
encode the category relatedness constrained by a predeined hierarchical structure in the representations
of venues and categories.
• We justify our TMEmodel on two check-in datasets collected from Foursquare and evaluate its performance
via the task of semantic venue annotation. TME demonstrates signiicant performance gains over these
baseline methods according to the paired t-test. We have put up a shared GitHub folder and released our
codes of TME to facilitate the research communities1.

The remainder of this paper is structured as follows: Section 2 introduces related methods on semantic venue
annotation, check-in embedding learning, hierarchy embedding learning, as well as recent trends on multi-task
learning. Section 3 deines the preliminary concepts used in this work. Section 4 details our proposed TME
method. Section 5 provides the experimental results and analyses, followed by the conclusion in Section 6.

2 RELATED WORK

Our work involves studies on semantic venue annotation, check-in embedding learning, hierarchy embedding
learning, and multi-task learning.

2.1 Semantic Venue Annotation

There exist two kinds of methods for semantic venue annotation: personalized and non-personalized. The former
models individual diferences and labels diferent semantics for a venue. Some methods [8, 27, 35, 51] leverage the
smartphone log data or GPS trajectories to infer personalized venue semantics. Speciically, they either employ
embedding methods to learn efective representations of venues or construct features using heuristics from

1https://github.com/xrhics/TME
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multi-context information to recognize personalized semantics. On the contrary, non-personalized semantic
annotation focuses only on the common semantic representation of venues. Existing methods [13, 29, 46] have
demonstrated that various features extracted from user generated contents are efective to depict non-personalized
venue semantics. For example, Zhang et al. [46] extract features from multi-modal data including visual data,
acoustic data and textual data, and label the bite-sized video clips with venue categories. Meng et al. [29] propose
a feature-level fusion method based on the text-image pairs collected from social networks to label venues with
semantics.

In addition, some studies model users’ check-ins to make non-personalized semantic venue annotation, which
is the most similar to our work. On one hand, some methods [5, 20, 41] design features manually and train
multi-label classiiers to recognize venue semantics. For instance, Ye et al. [41] study temporal features and human
mobility features (e.g., the total number of check-ins) to train a SVM for category classiication. Li et al. [20]
extract the similar user pattern by capturing the similarities among diferent users’ check-in activities, and train
a multi-label classiier for annotating semantic tags of venues. On the other hand, some work [16, 32, 34] learn
representations of venues from check-ins and make semantic annotation accordingly. For example, based on
check-ins and rating behaviors of users, He at al. [16] propose a spatial-temporal model that labels every venue
with semantic and emotional tags simultaneously. Wang et al. [34] learn the embeddings of venues and categories
by considering both the sequential contexts and the correlation between venues and their categories. Rahmani et
al. [32] present CATAPE which models both the geographical inluence of venues and the category-related labels
of venues to generate venue embeddings. However, the above methods either fail to fully model the contextual
information (including both the venue context and the category context) in check-in sequences, or do not consider
the semantic correlation (i.e., the hierarchical structure) across related categories.

2.2 Check-in Embedding Learning

Nowadays, it has become convenient to capture users’ mobility patterns via check-ins in LBSNs. Such check-in
data can be used to enhance the capabilities of various location-based applications, such as point-of-interest
(POI) recommendation and user proiling. It hence has aroused the interest of the trajectory mining community.
Many studies [47, 50] learn venue embeddings with check-in data based on the popular word embedding models
(e.g., Word2vec [30]). For example, Zhou et al. [50] construct a multi-context trajectory embedding model called
MC-TEM to learn trajectory embeddings, which takes users, surrounding POIs, the corresponding category labels
and the temporal factor as the context to predict the target POI. Zhao et al. [47] propose an embedding model
(Geo-Teaser) that mainly captures the geographic information and the temporal features inherent in the check-in
trajectories. However, these methods either learn venue embeddings or category embeddings, instead of modeling
the relations between venues and categories, which cannot be applied to the task of semantic venue annotation
directly.
Further, there are some studies that improve the quality of check-in embeddings by considering external

information (e.g., social relations, taxi trip data, and tag words of venues) [1, 38]. For example, Aliannejadi et al. [1]
leverage users’ ratings on venues and learn the latent vectors of users and venues based on matrix factorization.
Yang et al. [38] consider both the social relations of users and the user mobility to construct the LBSN hypergraph,
and present a model named LBSN2Vec to learn node representations. Unfortunately, these embedding methods
require speciic check-in data with additional information (e.g., social relations, venue tags).

In addition, deep learning models have gained a breakthrough in mobility data mining recently. Luca et al. [25]
survey recent studies and propose a perspective on the leading deep learning solutions (including fully connected
networks, recurrent neural networks, attention mechanisms, and convolutional neural networks) to multiple
mobility tasks. In particular, some methods [28, 37, 43] model the check-in sequences based on recurrent neural
networks (RNNs) and generate the venue embeddings as by-products. For example, Yang et al. [37] directly utilize
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a framework of RNN to model the sequential relatedness of venues from trajectories. Manotumruksa et al. [28]
leverage the RNN-based framework to model both sequence of check-ins and the contextual information (e.g.,
reviews and time) to capture users’ dynamic preference on venues. Yu et al. [43] consider both the sequential
and categorical information of venues and propose a deep model named CatDM based on LSTM encoders and
decoders for next venue prediction. However, these methods focus on modeling the sequential patterns of check-in
sequences without considering the hierarchical structure of venue categories.

2.3 Hierarchy Embedding Learning

In this study, we model the predeined hierarchical structure of venue categories to enhance the representations of
venues and categories, which is related to researches on hierarchy embedding learning. Some methods [2, 23, 49]
model the hierarchy-based relations between words and learn distributed representations for words. For example,
Liu et al. [23] leverage the structure of WordNet and incorporate the constraints of concept convergence and
word divergence into the word2vec model to generate the semantic structure-based word embeddings, in which
they assume that a word tends to be away from those words at the same level and close to the center of words on
the lower level in the embedding space. Alsuhaibani et al. [2] present a hierarchical word embedding method
which models the direct hypernymy relations between the hypernym and hyponym words as well as the indirect
and the full hierarchical hypernym path.

Moreover, there exist some methods [7, 15, 33] that aim to predict the categories of products in the e-commerce
system, deined as the hierarchical classiication task because categories in most e-commerce websites are
organized as a hierarchical tree. Gao et al. [15] propose a deep hierarchical classiication framework to solve the
two problems (hierarchical representation and hierarchical inconsistency) in hierarchical category classiication.
Chen et al. [7] propose a neural product categorization model to predict the ine-grained categories for products,
considering both the product content and a predeined product category vocabulary. Tan et al. [33] present a
novel paradigm for product categorization based on machine translation. Speciically, they translate the text
descriptions of a product into a sequence of categories representing a root-to-leaf path in the hierarchical tree of
categories. In addition, Yan et al. [36] consider the prior category graphs and develop two semantics-preserving
graph propagation modules to enhance both category and region representations for zero-shot object detection.
In contrast to the methods mentioned above that mainly model the relations between nodes in the hierarchical
structure, the proposed TME models two kinds of linear context (the venue context and the category context)
and the hierarchical context (from category hierarchy) collaboratively.
Chen et al. [11] propose a pre-trained venue category embedding model named Hier-CEM, which embeds

the hierarchical structure of categories and utilizes multiple types of context to generate a latent representation
for each venue category. Though both the proposed TME and Hier-CEM model the hierarchical structure of
categories and the check-in sequences, they are diferent in the following aspects. First, the purpose of the two
methods is diferent: Hier-CEM focuses on generating the pre-trained category embeddings which can be used in
many tasks such as venue semantic study and next category prediction; the proposed TME generates both venue
embeddings and category embeddings and is designed for semantic venue annotation. As Hier-CEM does not
generate venue embeddings, it cannot be utilized to make semantic venue annotation directly. Second, the idea of
mining sequential patterns from check-in sequences is diferent: Hier-CEM merely models the category context
from the check-in sequences; the proposed TME collaboratively models the venue context and the category
context, and makes direct connections between venue embeddings and category embeddings accordingly. Third,
the method of mining the hierarchical structure of categories is diferent: Hier-CEM separately constructs two
kinds of hierarchical context using the category hierarchy and establishes connections between categories in
the check-in sequence and categories in the hierarchy; the proposed TME introduces a tree-guided multi-task
learning method to leverage the hierarchical relations among categories. Finally, the application of venue label

ACM Trans. Inf. Syst.



6 • R. Xu et al.

Table 1. Notations and Descriptions.

Notations Descriptions

l , e, c Target venue, Context venue, Category

L,C,T Venue set, Category set, Trajectory set

Nl ,Nc Number of venues and categories

D Dimensionality of embedding space

Ml ∈ RNl×Nl Venue co-occurrence positive PMI matrix

Mc ∈ RNl×Nc Venue category positive PMI matrix

Y ∈ RNl×Nc Venue category label matrix

Q ∈ RD×D Coeicient matrix

L ∈ RNl×D Target venue embedding matrix

E ∈ RNl×D Context venue embedding matrix

C ∈ RNc×D Category embedding matrix

information (i.e., categories) is diferent: Hier-CEM does not consider the label information; the proposed TME
captures the relations between venues and their corresponding categories by decomposing the venue-category
label matrix into the product of venue embeddings and category embeddings.

2.4 Multi-task Learning

semantic venue annotation exhibits dual heterogeneities, i.e., a single annotation task leverages features of venues
encoded in a latent space, and multiple annotation tasks are related to each other according to the hierarchical
relations of categories. Thus we introduce the studies on multi-task learning briely.
Regarding the inter-related learning tasks, multi-task learning can strengthen the generalization ability of a

learning task or separability of object classes in the form of a learning paradigm [4]. Multi-task learning needs to
consider the association among diferent tasks in order to share information properly. Taking into account the
diferences among these tasks, some methods [6, 21, 26] optimize both the multi-task function and the inter-task
relationships. For instance, Ling et al. [21] propose CTNet to predict person identity and attributes at the same
time by integrating four diferent tasks into a multi-task network. Luo et al. [26] present a semi-supervised
feature analyzing framework, which integrates the adaptive optimal similarity matrix learning into the procedure
of feature selection. Cheikhrouhou et al. [6] customize a multi-task learning framework to train each portion of
architecture by back-propagating a common combined loss for all the tasks.
In addition, there also exist some multi-task learning methods [14, 24] where the tasks are organized with a

hierarchical structure. These methods utilize regularization terms to couple inter-related tasks according to the
tree structure. Using a tree guided sparse group lasso regularization term, Lu et al. [24] model the hierarchical
structure of traic sign recognition tasks and learn classiiers across tasks jointly. Fan et al. [14] utilize a manifold
regularization term to ensure the model parameters of similar node classiiers sharing some components and
having stronger correlations.

3 PROBLEM DEFINITION

We irst deine the preliminary concepts and the problem statement used in this study, and then list the notations
and their descriptions in Table 1.

ACM Trans. Inf. Syst.
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Definition 1 (Venue category hierarchy). Without loss of generality, we adopt the categories used in

Foursquare, which constitute a ive-layer hierarchical structure, as the category hierarchy.

The entire tree can be viewed here2. The top layer includes 10 categories, and the average number of children
of a non-leaf category is 12.87.

Definition 2 (Check-in). A check-in represents that a user u visits a venue l at time t . We denote it with a tuple

< u, l , c, t >, where c demonstrates the category of the visited venue, which could be at any layer of the category

hierarchy.

Note that a venue is labeled with at most a category tag, and some may not be labeled with any category. For
the latter, we assign the łNULLž tag to them.

Definition 3 (Trajectory). We sort a user’s check-ins according to the visited time, and obtain a check-in

trajectory.

Problem statement. Given users’ check-in trajectories and venue category hierarchy, our goal is to project
both venues and categories in a latent semantic space and predict the category label (which could be at any layer
of the category hierarchy) for those venues with the łNULLž tag.

4 METHODOLOGY

We irst introduce the framework of the proposed TME, and then detail the two components.

4.1 Overview of TME

Users’ check-ins usually contain multi-view information, e.g., the venue sequences and the category sequences
imply human mobility patterns, the categorical information of venues indicate aggregated semantics, and the
category hierarchy encodes the relatedness among categories (cf. Fig. 1). We thus fully utilize the information
and propose a Tree-guided Multi-task Embedding model for semantic venue annotation. TME consists of the
sequential and categorical embedding component and the tree-guided multi-task learning component, which is
built based on the following two basic assumptions:

• Sequential and categorical embedding component: We assume that there exists a common feature
space for venues and categories. In the embedding space, venues appearing with similar venue context or
category context tend to have similar semantics and ought to be mapped closer.
• Tree-guided multi-task learning component: We assume that the category tree structure encodes
the similarities among inter-related categories and multiple annotation tasks are related to each other
accordingly. Leveraging such knowledge could help to learn more discriminative representations of venues
and categories.

Fig. 2 shows the framework of the proposed TME. Here we illustrate TME with a running example. Let
us suppose that a user has a trajectory l1 (Bus Stop) → l2 (Noodle House) → l3 (Bus Station) → l4 (NULL) →
l5 (Gym/Fitness Center). In the component of sequential and categorical embedding, we irst fetch the venue
sequences and the corresponding category sequences from the check-in trajectories, and model the relations
between the target venue and its two kinds of sequential context. Speciically, we construct the venue co-
occurrence positive point-wise mutual information (PMI) matrix and the venue category positive PMI matrix
by modeling the venue context and the category context separately. Then we factorize them to learn venue
embeddings and category embeddings, expecting that venues (e.g., l1 and l3) with similar context are close to
each other in the feature space.

2https://developer.foursquare.com/docs/categories
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Fig. 2. Overview of the proposed TME framework. TME takes the trajectories (including venues and their categories) as

inputs. The sequential context information is modeled in the sequential and categorical embedding component; the label

information (i.e., categories) of venues and the category structure are embedded in the tree-guided multi-task learning

component. Two components are optimized jointly to generate the feature representations of venues and categories, followed

by semantic venue annotation based on these representations.

In the component of tree-guided multi-task learning, we model both the label information (i.e., categories) of
venues and the category hierarchical structure to better learn discriminative feature representations. Namely, we
build the venue category label matrix Y ∈ RNl×Nc (where Nl and Nc are the number of venues and categories
respectively) and factorize it into the product of context venue embeddings and category embeddings, expecting
that it has a large probability that a venue (e.g., l3) is labeled as its category (e.g, Bus Station) based on the
corresponding venue vector and category vector. Meanwhile, we explicitly model the relatedness among these
annotation tasks using the predeined category hierarchy. For example, some venues are annotated as Bus Station
and some are annotated as Bus Stop, and the categories Bus Station and Bus Stop have the same father node in the
category tree. Thus we add this tree-guided constraint to reine these category embeddings accordingly. Note
that these venue embeddings and category embeddings are regulated by the two components. Finally, we utilize
the venue embeddings and the category embeddings to make semantic venue annotation.

4.2 Sequential and Categorical Embedding

We propose to learn the embeddings of venues from its associated context venues and categories based on
the check-in trajectories. First, we model the sequential patterns and follow the distributional hypothesis that
venues occurring in similar contexts tend to have similar semantics and should appear closer in the latent
embedding space. Speciically, given a target venue in the check-in trajectory, we deine its context as the venues
that immediately precede and follow the target venue within a small window in the trajectory. We adopt the
Skip-gram model, which leverages a target venue to predict context venues, to generate venue embeddings. Since
the objective of the Skip-gram model has been proven to be equivalent to implicitly factorizing a shifted positive
co-occurrence PMI matrix [10, 19], we irst compute the Nl × Nl PMI matrix based on the check-in trajectory set

ACM Trans. Inf. Syst.
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T . The PMI value in the ⟨l , e⟩ entry is computed as

PMI(T )l,e = log
♯(l , e ) × |T |
♯(l ) × ♯(e ) . (1)

We use ♯(l , e ) to denote the number of times that venues l and e co-occur in T , where a venue co-occurrence
happens when a venue e lies in the context of l . Similarly, ♯(l ) and ♯(e ) are the number of times that l and e occur
in T independently. |T | is the total number of venue-context pairs in the set of trajectories. Note that the context
window size afects the PMI values, which will be evaluated in the experiments.

Further, we learn venue embeddings by decomposing the PMI matrix. That is,

vT
l
v ′e ≈ PMI(T )l,e , (2)

where vl is the embedding of the target venue l and v ′e is the embedding of the context venue e . Here we
distinguish between the roles of target venues and context venues following the Word2vec model and learn two
embedding vectors (i.e., target venue embedding and context venue embedding) per venue.
Sometimes, modeling the venue context to learn venue semantics is not enough. For example, two diferent

venue sequences may correspond to the same category sequence, e.g., Noodle House→ Bus Station→ Gym / Fitness

Center, as many venues are associated with the same semantic category. Such category sequence information
imposes additional constraints on the venue embeddings. Therefore, we additionally model the category context
of venues to enhance these embeddings. Speciically, given a venue l in a trajectory, we consider the categories
of venues visited before and after l based on a predeined window size as the category context. Similarly, we
compute the frequency of venue and category co-occurrence from the trajectory set, and decompose PMIs of
venue and category pairs to learn both venue and category embeddings,

PMI(T )l,c = log
♯(l , c ) × |T |
♯(l ) × ♯(c ) ,

vT
l
v ′c ≈ PMI(T )l,c ,

(3)

where v ′c is the embedding of the context category c , ♯(l , c ) denotes the frequency that venue l and category c
co-occur, and other terms have the same deinitions as those in Equation (1).
Considering both the sequential and categorical patterns in learning venue embeddings, we minimize the

following objective function over all the check-in trajectories,

min
L,E,C

| |Ml − LET | |2F + | |M
c − LCT | |2F , (4)

where Ml is the Nl × Nl matrix of positive PMI values which measures each co-occurrence of venues, i.e.,
Ml (l , e ) = max(0, PMI (T )l,e ), and Mc denotes the Nl × Nc matrix of positive PMI values which measures every
co-occurrence of venues and categories, i.e., Mc (l , c ) = max(0, PMI (T )l,c ). L is the Nl × D matrix of target
venue embeddings, E is the Nl × D matrix of context venue embeddings, and C is the Nc × D matrix of category
embeddings, where D is the size of the latent embedding space. We jointly factorize the positive PMI matricesMl

and Mc to learn context/target venue embeddings and category embeddings by minimizing the square errors for
all co-occurrences, where F indicates the Frobenius norm. As such, the contexts (including venues and categories)
with the same target venue are squeezed into a corner of the latent semantic space.

4.3 Tree-guided Multi-task Learning

Categories as the label information of venues are not independent but hierarchically correlated, due to the tree
structure of categories deined by experts. In other words, there is a certain correlation between the tasks of
venue annotation associated with parent and sub-category. Therefore, a tree-guided multi-task learning method

ACM Trans. Inf. Syst.
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is developed to leverage the hierarchical relations among categories to learn more discriminative representations
of venues and categories.

We irst utilize the label information of venues and build the venue category label matrix Y ∈ RNl×Nc . Each row
of Y is a one-hot vector for representing the category label of a venue. As context venues and context categories
have one-to-one correspondence and context embeddings are usually used as latent features, we decompose Y
into the product of venue embeddings E and category embeddings C. Meanwhile, we treat each category as a
task and regularize the relatedness among tasks. Speciically, as shown in the category hierarchy of Fig. 1, for
each category c (e.g., Travel & Transport) in the tree, we collect all its children nodes (e.g., Bus Station and Bus

Stop) and construct a group Gc containing c and its children nodes, whereby tasks (categories) within the same
group bear large semantic relatedness. In this case, a subset of highly correlated tasks may share a common set
of relevant features, whereas weakly related tasks are less likely to be afected by the same features. Thus, we
assign a weight ec to each category group to capture the strength of relatedness among tasks within the same
group Gc and deine the new loss function as follows,

min
C,E
| |Y − ECT | |2F + λ1

∑

c ∈C
ec | |CGc | |2,1, (5)

where CGc = {Ci : ci ∈ Gc } ∈ R |Gc |×D is the embedding matrix of categories from group Gc and D is the latent

feature dimension. | |CGc | |2,1 =
∑D
d=1

√

∑

ci ∈Gc (Cid )2 is the ℓ2,1-norm regularization (i.e., group lasso [44]). Lasso

uses ℓ1 norm for regularization to obtain a sparse solution; group lasso groups all variables and then penalizes
the ℓ2 norm of each group in the objective function, which is imposed to select discriminative features for each
classiication task. In this way, we can simultaneously learn task-sharing and task-speciic features. λ1 is the
weight of the regularization term.

Further, a category group with large semantic similarity among categories indicates the classiication tasks are
highly correlated and have a set of task-sharing features. Such features are important for improving classiication
performance. Thus we expect that a group Gc containing semantically similar categories tend to have a large
weight ec . The large weight is critical for feature selection, which only selects a few highly discriminative features
and results in sparse feature representations for categories in the group. These sparse discriminative features
make it easier to linearly separate the correlated tasks. Speciically, we model the semantic relatedness among
tasks based on the feature space and use the ainity measurement of the node group following [22] to calculate
ec . We irst calculate the pairwise cosine similarity Si j between two categories ci and c j based on the category
embeddings, Si j = Ci · Cj/| |Ci | | · | |Cj | |. Considering that the number of categories in each group is diferent, we

deine a scaled vector Ac ∈ RNc for each category c ,

Act =





1√
|Gc |
, i f t ∈ Gc

0, otherwise .
(6)

We then calculate ec considering both the similarity matrix S and the scaled vector Ac ,

ec = ATc SAc . (7)

Finally, we integrate the two components (Equations (4) and (5)) and obtain the objective function,

min
L,E,C

Γ =| |Ml − LET | |2F + | |M
c − LCT | |2F

+ | |Y − ECT | |2F + λ1
∑

c ∈C
ec | |CGc | |2,1

+ λ( | |L| |2F + | |E| |
2
F + | |C| |

2
F ),

(8)

where λ is the regularization parameter.
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Table 2. Check-in Data Statistics.

♯user ♯venue ♯category ♯check-in

TKY 9,548 12,605 103 1,270,977

NYC 11,097 15,632 138 799,825

To learn the parameters including target venue embeddings L, context venue embeddings E, and category
embeddings C of TME, we employ the alternating optimization strategy and detail the process in the appendix.

5 EXPERIMENTS

We begin by introducing the datasets and experimental settings; then we report the results using both quantitative
and qualitative analyses. Through these experiments, we solve the following Research Questions (RQ):

• RQ1: Could the proposed TME improve the performance of semantic venue annotation?
• RQ2: Could we enhance the efectiveness of check-in embedding methods by modeling the category context
which relects aggregated semantics?
• RQ3: Does the proposed TME beneit from the component of tree-guided multi-task learning?

5.1 Datasets and Setings

Check-in data. The Foursquare data includes check-ins of 18 months collected from Tokyo and New York [39].
Each check-in contains user ID, venue ID, venue category and timestamp. To make the proposed model robust, we
ilter those users and venues with less than 20 check-ins. After pre-processing, the data statistics of TKY (short
for Tokyo) and NYC (short for New York) datasets are shown in Table 2, where ♯user, ♯venue, ♯category, and
♯check-in are the number of users, venues, categories, and check-ins, respectively. Finally, we sort all check-ins
of each user according to timestamps. As a user has limited check-ins in a day, we generate a single check-in
trajectory for every user using all his/her check-ins.

Venue category hierarchy. We adopt the ive-layer hierarchical structure of categories from Foursquare as
the category hierarchy. The categories of venues in check-ins could be at any layer of the category hierarchy. The
proposed TME only uses the category hierarchy to construct the category group (i.e., a category and its children),
so it is applicable to other tree structures, e.g., the three-layer tree structure of Baidu Map.

Experimental settings. For the regularization parameter, we set the default values at λ = 0.1. We evaluate
the efect of model parameters (i.e., context window size, embedding size D and weight λ1), and employ grid
search to select the optimal parameters with small but adaptive step size. All the experiments run on a 1.8GHz
Intel Core i7 PC with 16GB main memory.

Evaluation metrics. We mimic the task of semantic venue annotation, i.e., labeling a given venue with the
most possible category based on the venue representations and the category ones. In the training stage, we
randomly mark of x% (x% = 10%, 20%, 30%) of all the venues and replace their categories with the łNULLž tag.
We use these marked of venues and their categories as testing data, and then in the testing stage, we predict
their categories.
Given a venue and the category set, we calculate the pairwise similarity between the venue and a candidate

category based on cosine similarity of their embeddings, and generate the ranking of categories based on the
similarity scores. Finally, we employ four metrics, namely, Macro-F1, Micro-F1, Accuracy and MRR (Mean
Reciprocal Rank), to thoroughly measure the performance. For the Accuracy@k , given a test venue, if the ground
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truth label is within the top k of the prediction set, then a score of 1 is awarded, and else 0. MRR is deined as

MRR =
1

|Ltest |

|Ltest |
∑

i=1

1

ranki
, (9)

where Ltest is the set of test venues, and ranki is the rank of the true category of venue li in our rankings.

5.2 Baselines

We carry out experiments to compare the performance of TME with several state-of-the-art methods:

• Random: It randomly chooses a category as the label of a test venue.
• Majority: It labels the test venue with the most major category.
• EP [41]: This is a traditional SVM classiier, where it extracts explicit patterns (EP) for each venue to obtain
aggregated user behaviors as features.
• STES [40]: This is a spatio-temporal embedding algorithm. As we do not include check-in timestamps in
our model, we adapt STES by considering the venue ID as the feature word, and learn venue representations
with the venue sequences.
• CARA [28]: This is a deep learning method which leverages RNNs to model both sequence of check-ins and
the contextual information (e.g., reviews and time). As in our evaluation there is no contextual information
on venues, we adapt CARA and apply a LSTM encoder to model the venue sequences.
• LCE [34]: This is a location category embedding model, where it models the relationships between venues
and their contexts, and minimizes the distances between venues and their categories.
• MC-TEM [50]: This is a multi-context trajectory embedding model, where it considers a venue and its
corresponding category as the context and uses the CBOW model to predict the target venue.
• CATAPE [32]: This is a two-phase category-aware POI embedding model, consisting of a check-in embed-
ding module and a category embedding module, where it predicts the context categories given both the
target category and the target venue.
• TME-1: It is a variant of the proposed TME, which removes the tree-guided multi-task learning component
from TME and only models the venue context and the category context from check-in trajectories to learn
venue and category embeddings.
• TME-2: It is another variant of TME, which sets λ1 at 0 and does not capture the category relatedness
constrained by a predeined hierarchical structure.

Among these baselines, Random and Majority are two naive methods for venue annotation. EP is a traditional
SVM classiier for semantic venue annotation, which constructs features manually from check-ins. STES and
CARA learn venue representations via modeling the check-in sequences.We then take these venue representations
as features, and adopt a SVM for semantic annotation. LCE, MC-TEM, and CATAPE are embedding-related
methods, which model the local contexts (e.g., surrounding venues, categories) and learn representations of
venues and categories.

5.3 Evaluation on Semantic Venue Annotation

5.3.1 Comparison with baselines. We evaluate all the methods on the same datasets and perform 10 runs to
obtain 10 values for Macro-F1 and Micro-F1, and calculate the mean of 10 values. We report the comparative
results in Table 3, and highlight the best results in boldface. The performance improvements of the proposed
TME are compared with the best of these baseline methods, marked by the asterisk. We have the following
observations from Table 3:
1) We observe that the Random method performs poorly as expected. This is mainly because both datasets

have over 100 categories. There is a very high chance of not annotating venues accurately if we randomly choose
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Table 3. Performance Comparison in Terms of Macro-F1 and Micro-F1.

Datasets Methods

mark of x% venues

10 20 30

Macro-F1 Micro-F1 Macro-F1 Micro-F1 Macro-F1 Micro-F1

TKY

Random 0.91% 1.10% 0.55% 0.70% 0.78% 1.10%

Majority 0.21% 11.84% 0.23% 12.97% 0.22% 13.00%

EP [41] 0.68% 11.77% 1.07% 16.43% 1.06% 15.06%

STES [40] 2.74% 19.06%* 3.28% 19.04% 2.90% 19.56%*

CARA [28] 1.95% 18.12% 1.83% 17.76% 2.02% 18.49%

LCE [34] 7.22% 9.57% 8% 12.27% 6.82% 9.05%

MC-TEM [50] 10.88% 17.33% 11.68% 19.08%* 11.54% 19.03%

CATAPE [32] 11.78%* 17.33% 12.9%* 18.6% 12.02%* 17.21%

TME-1 15.75% 23.53% 15.14% 24.18% 13.65% 22.49%

TME-2 14.54% 23.22% 12.46% 24.73% 11.90% 22.78%

TME 16.41% 28.63% 16.55% 29.98% 14.38% 26.91%

Improvements 39.3% 50.21% 28.29% 57.13% 19.63% 37.58%

NYC

Random 0.60% 0.71% 0.69% 0.86% 0.41% 0.60%

Majority 0.01% 0.97% 0.02% 1.49% 0.02% 1.36%

EP [41] 0.97% 6.04% 0.87% 7.76% 1.45% 14.04%*

STES [40] 2.41% 13.13%* 2.17% 12.62%* 2.65% 13.68%

CARA [28] 1.25% 12.87% 1.08% 11.73% 1.08% 11.64%

LCE [34] 3.88% 7.08% 4.04% 7.41% 4.52% 7.98%

MC-TEM [50] 5.94% 8.9% 6.04% 9.25% 6.26% 9.28%

CATAPE [32] 8.68%* 12.28% 7.72%* 11.51% 8.19%* 12.7%

TME-1 8.86% 11.37% 7.99% 10.01% 8.47% 10.49%

TME-2 7.01% 9.09% 7.43% 8.55% 7.35% 8.72%

TME 10.37% 16.05% 10.44% 14.98% 9.33% 14.36%

Improvements 19.47% 22.24% 35.23% 18.7% 13.92% 2.28%

a category as the label. The Majority method improves the values of Micro-F1 signiicantly, as the number of
venues of each category is not uniformly distributed and a few categories account for the labels of most venues.
Moreover, since it only recommends one category label for venues, this method also obtains the worst values of
Macro-F1.
2) EP performs better than Random and Majority, as it extracts several population features to depict venues

and makes semantic annotation accordingly. But it does not model the check-in trajectories to capture semantic
relationships among venues. STES adopts the embedding methods to model the venue sequences while CARA
leverages the RNN framework to model the sequences. They both perform better than EP, indicating that it is
efective to take the latent venue representations as the classiication features, as these representations could
retain venue semantics. But they perform worse than the proposed TME-1, as STES and CARA do not consider
the category context in the check-in sequences which relect aggregated semantics to learn venue representations.

3) MC-TEM, LCE, and CATAPE are trajectory embedding methods, and obtain decent performance, since they
can learn representations of venues and categories that preserve certain semantics. Compared with MC-TEM, LCE
and CAPATE directly model the categorical information of venues, where LCE minimizes the distances between
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Fig. 3. Performance comparison in terms of Accuracy and MRR.

venues and their corresponding categories in the embedding space and CATAPE predicts the contextual categories
given both the target category and the target venue. All these methods perform worse than the proposed TME, as
they fail to model the relatedness among categories according to the predeined category hierarchical structure.
4) The proposed TME performs the best. For example, compared with CATAPE, TME achieves an average

improvement of 60.9% on the TKY data, and 24.6% on the NYC data, in terms of Micro-F1 for the various
percentages of test venues. Further, the paired t-tests are conducted among TME and these baseline methods, and
it concludes that the improvement of TME over these baseline methods is of statistical signiicance with p value
< 0.01 [17]. The results demonstrate that TME is more efective than the other competitors for semantic venue
annotation, and verify that RQ1 can be positively answered.
In the real scenario, we may care about not only whether the predicted category is accurate but also where

the correct category is placed in the ranking list. We further evaluate the performance of all these methods in
terms of Accuracy and MRR, and report the results of the TKY data in Fig. 3. Similar results are observed on
the NYC data, and are omitted here. Based on the results, we observe that the proposed TME outperforms the
state-of-the-art methods evidently, which further provides a positive answer to RQ1.

5.3.2 Model analyses. We design two variants of TME to verify the efectiveness of our proposal. TME-1 removes
the tree-guided multi-task learning component from TME, which is to evaluate the efects of the tree-guided
multi-task learning component on improving the performance of semantic annotation. TME-2 sets λ1 at 0, which
is to evaluate the efects of the category hierarchy on the prediction performance. We record the comparison
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Fig. 4. Comparing real labels (let) and the output from TME (botom). The categories from let to right (top to botom) are:

Food (Food), T & T (Travel & Transport), S & S (Shop & Service), A & E (Arts & Entertainment), O & R (Outdoors & Recreation),

P & O (Professional & Other Places), C & U (College & University), NS (Nightlife Spot) and Res (Residence).

results in Table 3 and Fig. 3, and observe that the performance of TME-1 is better than MC-TEM that merely
models the venue context, which provides a positive answer to RQ2. Moreover, TME-2 performs worse than
TME-1, indicating that it is not enough to simply incorporate the label information into the check-in embedding
methods. Further, TME outperforms TME-1, as it leverages the tree-guided multi-task learning to jointly model
the label information of venues and the category relatedness. Therefore, a positive answer to RQ3 can be formed.
Moreover, we go through the performance of TME for the task of semantic venue annotation according to

the nine top-layer categories. In speciic, we compare the real top-layer categories of venues with the output of
TME on the TKY data, and report the results in Fig. 4. Evidently, the majority of venues with category Travel

& Transport could be labeled accurately, as they have regular and distinguishable feature patterns. Most of the
errors are due to Shop & Service, Food, and Professional & Other Places being misclassiied as Travel & Transport

by the proposed TME. The reasons lie in that some venues associated with these categories have similar check-in
behaviors to those venues of category Travel & Transport.

We further examine the performance of TME by changing the number of marked of venues in the dataset. We
mark of the number of all the venues from 10% to 80% via replacing their categories with the łNULLž tag and
predict categories for those venues with the łNULLž tag. As shown in Fig. 5, we observe that the performance of
TME drops with the increasing number of marked of venues. It is mainly because the less venues with categorical
information added into the training data, the harder it is to capture the semantic relations between venues and
the corresponding categories.

5.3.3 Case studies. MC-TEM mainly models the venue context from these check-in trajectories, while TME-1
models both the venue context and the category context from trajectories, and TME models both check-in
trajectories and the category hierarchy. We respectively list the top-10 categories with the best performance in
terms of Micro-F1 for MC-TEM, TME-1 and TME in Fig. 6. We have the following observations from Fig. 6: 1) All
these methods achieve stable and satisfactory performance on those categories related to Travel & Transport,
such as Airport Gate and Light Rail Station, as venues related to them usually have typical check-in patterns. 2)
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Fig. 6. Top-10 categories with the best performance of MC-TEM, TME-1 and TME.

TME-1 outperforms MC-TEM, as it models the category context additionally. For example, two diferent venue
sequences l1 → l2 → l3 → l4 and l5 → l6 → l7 → l8 may correspond to the same category sequence Bus Stop→
Noodle House→ Bus Station→ BBQ Joint. Since venues l3 and l7 do not share a similar venue context, MC-TEM
tends to learn diferent embeddings for them. But the two venues have the same category context. TME-1 models
both the venue context and the category context, whereby the semantic relations encoded in the category context
could enrich and enhance venue embeddings, boosting the performance of venue annotation. 3) We ind that the
top-10 best performing categories of TME occur frequently in the set of check-in trajectories. For instance, the
venues associated with the top-10 categories of TME occur 3,458 times in the TKY dataset, while those associated
with the top-10 categories of TME-1 occur 1,200 times. 4) TME enjoys signiicant improvement on the category
of Train Station. To explore the reason of improvement, we fetch all test venues with the Train Station label
and ind that many venues have less than 100 check-ins. It is hard for MC-TEM and TME-1 to learn meaningful
semantic relations between such sparse venues and their categories, as they only model the check-in trajectories,
yielding poor performance. However, TME considers the label information of venues and the category hierarchy,
and leverages the semantic relations among categories to guide venue embedding learning. Therefore, TME
could encode more semantics into sparse venues and improve the classiication performance for such venues
accordingly.

5.3.4 Parameter tuning and sensitivity. We have three parameters (context window size, embedding size D and
weight λ1) in the proposed TME. Fig. 7 shows the performance of TME with varying parameters in terms of
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Fig. 7. Efect of varying parameters in TME.

Micro-F1 with x = 20. We irst ix the embedding size and the weight, and vary the context window size from 1 to
5. We observe from Fig. 7 (a) and (d) that the performance of TME remains relatively stable on both datasets. Next
we ix the context window size and the weight, and vary the dimension D of the feature space from 100 to 1,000.
The values of Micro-F1 on both datasets are shown in Fig. 7 (b) and (e). Evidently, the values of Micro-F1 improve
when we increase the embedding size D from 100 to 500, and then remain relatively stable when increasing it
further. Finally, we ix the embedding size and the context window size, and vary λ1 (which is the weight of the
tree-guided constraint) from 1 to 10−7. Observed from Fig. 7 (c) and (f), the values of Micro-F1 have an obvious
improvement when λ1 decreases from 1 to 10−5, and then remain stable on both datasets.

5.4 ualitative Analyses of Embedding Vectors

Our embedding vectors are designed to retain venue semantics so that venue categories are distinguishable.
We set the embedding size at 500 and obtain category representations in both TKY and NYC datasets. To get a
qualitative impression of these embeddings, we visualize the relations between each pair of top-layer categories
in the form of heatmaps. Speciically, we calculate the cosine similarity for any two categories based on their
embedding vectors, and aggregate them to compute the mean values between two top-layer categories. Diferent
from the cosine metric which measures the in-between angle of two vectors, the Euclidean distance focuses on
the magnitude of diference between two vectors. Therefore, we also calculate the mean Euclidean distance for
each pair of top-layer categories. We report the results in terms of cosine similarity and Euclidean distance on
both datasets in Fig. 8, and observe several signiicant trends.

From Fig. 8 (a) and (b), we observe that the mean cosine similarities of the intra-category embedding vectors
are the largest, which means that the representations of categories belonging to the same top-layer category
show similar semantics. Further, Residence and College & University have small inter-category similarities and
large intra-category similarities, implying that the children of the two categories are the most compact in the
embedding space. The results appear reasonable, as venues related to Residence and College & University are
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Fig. 8. Heatmaps of mean cosine similarities and Euclidean distances for category representations, where the categories from

let to right (top to botom) are: Food (Food), T & T (Travel & Transport), S & S (Shop & Service), A & E (Arts & Entertainment),

O & R (Outdoors & Recreation), P & O (Professional & Other Places), C & U (College & University), NS (Nightlife Spot) and Res

(Residence).

more concentrated in a small district and have evident characteristics. Outdoors & Recreation, Professional &
Other Places, Travel & Transport, and Shop & Service have moderate intra- and inter-category similarities, which
indicates that the children of these categories are widely distributed in the embedding space. Moreover, categories
including similar or overlapping venues usually have large inter-category similarities, such as Food-Nightlife Spot,
and Arts & Entertainment-Nightlife Spot. Similar tendencies exist with the mean Euclidean distances between
categories in Fig. 8 (c) and (d).

5.5 Eficiency Analyses

We learn the optimal parameters of TME using an iterative method. Therefore, we need to guarantee that the
objective of TME could quickly reach a stationary point. Here we vary the number of iterations from 1 to
10 and report the values of the objective on both datasets in Fig. 9. Evidently, when the number of iterations
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Fig. 9. Eficiency performance of TME.

Table 4. Runtime of TME (Unit: Second).

D=100 D=200 D=300 D=400 D=500

TKY 9.5 13.4 17.6 21.3 25.1

NYC 16.0 21.7 27.1 32.8 39.0

increases, the value of objective starts to decline sharply and becomes steady after about 8 iterations. TME updates
these representations of venues and categories including E, L and C at each iteration. Thus the runtime of each
iteration is determined by the dimensionality of embedding space D. We show the runtime of an iteration with
D = 100, 200, 300, 400, 500 in Table 4. Obviously, the runtime with D = 500 is the largest, and that with D = 100
is the smallest, indicating that there is a positive correlation between the runtime and the embedding size D.
Moreover, the runtime on the NYC data is larger than that on the TKY data with the same D, because the number
of venues and categories of the NYC data is larger.

6 CONCLUSIONS AND FUTURE WORK

In this paper, we present a Tree-guided Multi-task Embedding model to semantically annotate venues. The
proposed TME consists of the sequential and categorical embedding component and the tree-guided multi-task
learning component. The irst component is capable of learning latent representations of venues and categories
from users’ check-ins, preserving the sequential and categorical patterns of venues. The second one considers the
relations among multiple annotation tasks according to the hierarchical structure of categories, and learns more
discriminative representations of venues and categories. Based upon our proposed TME, venues associated with
the same category tend to be close to each other in the embedding space. Finally, we evaluate the proposed TME
over two real-world check-in datasets from Foursquare, and compare TME with several state-of-the-art baselines.
Experimental results show that TME contributes to improving the performance of semantic venue annotation.

In the future, we plan to use multi-modal data (e.g., images, tweets) of venues to learn better venue representa-
tions and boost the performance of semantic annotation. Moreover, as TME focuses on learning venue semantics
from check-in sequences, it would be interesting to explore how to make semantic venue annotation for those
new venues with limited check-ins.
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APPENDIX

A OPTIMIZATION

A.1 Calculating L with E and C fixed

With E and C ixed, we irst take the derivative of Γ regarding L as follows,

∂Γ

∂L
= −2(Ml − LET)E − 2(Mc − LCT)C + 2λL. (10)

By setting Equation (10) to zero, it can be derived that,

L = (MlE +McC) (ETE + CTC + λI)−1, (11)

where I ∈ RD×D is an identity matrix. Because of the inverse operation, we need to ensure that Equation (11)
could be solved. Fortunately, in terms of the deinition of positive-deinite matrix, (ETE + CTC + λI) is positive
deinite and invertible.

A.2 Calculating E with L and C fixed

Similarly, we ix L and C, and calculate the derivative of Γ regarding E as follows,

∂Γ

∂E
= −2(Ml T − ELT)L + 2(ECT − Y)C + 2λE. (12)

By setting Equation (12) to zero, we have

E = (Ml TL + YC) (LTL + CTC + λI)−1, (13)

where (LTL + CTC + λI) is also positive deinite and invertible.

A.3 Calculating C with E and L fixed

Note that
∑

c ∈C ec | |CGc | |2,1 in Equation (8) is diferentiable. We replace it via an equivalent formulation following
[3],

λ1 (
∑

c ∈C
ec | |CGc | |)

2
. (14)

But Equation (14) still cannot be solved easily. Therefore, we need another variational formulation to facilitate
optimization. Based on the Cauchy-Schwarz inequality, we derive the following inequality,

(
∑

c ∈C
ec | |CGc | |)

2
≤
∑

c ∈C

D
∑

d=1

e2c | |CdGc | |
2
2

qc,d
, (15)

where Cd
Gc denotes the dth column vector of the group matrix CGc , and

∑

c

∑

d qc,d = 1, qc,d ≥ 0,∀c,d . It is
worthy noting that the equality holds when

qc,d =
ec | |CdGc | |

2
2

∑

c ∈C
∑D
d=1

ec | |CdGc | |
2
2

. (16)
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Algorithm 1: optimization of TME model

Require: Ml ,Mc ,Y, D, λ1, λ

Ensure: E, L, C

1: initialize E, L, and C

2: while not converge do

3: ixing E and C, update L according to Equation (11),

4: ixing L and C, update E according to Equation (13),

5: ixing C, update qc,d according to Equation (16),

6: updating Q according to Equation (17),

7: ixing L, E and Q, update C according to Equation (19).

8: end while

To facilitate the computation of the derivative of Γ with respect to Ci for category ci , we deine a new matrix
Q ∈ RD×D ,

∑

c ∈C

D
∑

d=1

e2c | |CdGc | |
2
2

qc,d
=

∑

c ∈C

D
∑

d=1

∑

ci ∈Gc

e2c
qc,d
| |Cdci | |

2
2 ,

Qi
dd
=

∑

c ∈C,ci ∈Gc

e2c
qc,d
,

Q =

Nc
∑

i

Qi .

(17)

Combining the above equations, we derive that optimizing Γ regardingC is the same as optimizing the following
convex objective,

min
C,Q

Γ =| |Ml − LET | |2F + | |M
c − LCT | |2F

+ | |Y − ECT | |2F + λ1CQC
T

+ λ( | |L| |2F + | |E| |
2
F + | |C| |

2
F ).

(18)

We set the derivative of Γ with respect to C to zero and obtain

C = (McTL + YTE) (LTL + ETE + λ1Q + λI)
−1. (19)

Algorithm 1 shows the pseudo code of training the TME model. Based on users’ check-in trajectories, we irst
construct the venue co-occurrence positive PMI matrixMl using Equation (1), the venue category positive PMI
matrix Mc using Equation (3), and the venue category label matrix Y. Then we use the venue category hierarchy
to build Gc for each category c . TakingMl ,Mc and Y as inputs, we could learn the representations of venues and
categories.
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