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Figure 1: With monocular video input, SHARP reconstructs a high-fidelity, animatable 3D head
avatar that enables realistic relighting effects and simple material editing.

ABSTRACT

Reconstructing animatable and high-fidelity 3D head avatars from monocular
videos, especially with realistic relighting, is a valuable task. However, the limited
information from single-view input, combined with the complex head poses and
facial movements, makes this challenging. Previous methods achieve real-time
performance by combining 3D Gaussian Splatting with a parametric head model,
but the resulting head quality suffers from inaccurate face tracking and limited
expressiveness of the deformation model. These methods also fail to produce
realistic effects under novel lighting conditions. To address these issues, we pro-
pose SHARP, a method that reconstructs high-fidelity, relightable 3D head avatars
using 3D Gaussian points. SHARP reduces tracking errors through end-to-end
optimization and better captures individual facial deformations using learnable
blendshapes and linear blend skinning. Additionally, it decomposes head appear-
ance into several physical properties and incorporates physically-based shading
to account for environmental lighting. Extensive experiments demonstrate that
SHARP not only reconstructs superior-quality heads but also achieves realistic
visual effects under varying lighting conditions.

1 INTRODUCTION

Creating a 3D head avatar is essential for film, gaming, immersive meetings, AR/VR, etc. In these
applications, the avatar must meet several requirements: animatable, real-time, high-quality, and
visually realistic. However, achieving a highly realistic and animatable head avatar from widely-
used monocular video remains challenging.

Research in this area spans many years. Early efforts (Li et al., 2017; Paysan et al., 2009; Cao et al.,
2013) develop parametric head models based on 3D Morphable Models (3DMM) theory (Blanz &
Vetter, 1999). These methods allow registering 3D head scans to parametric models for 3D facial
mesh reconstruction. With the rise of deep learning, methods (Tuan Tran et al., 2017; Chang et al.,
2017; Daněček et al., 2022; Zielonka et al., 2022) use parametric model priors to simplify head
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mesh reconstruction from videos, either through estimation or frame-wise optimization, i.e., 3D
face tracking. While these methods generalize well for expressions and pose variations, their fixed
topology limits complex hair modeling and fine-grained appearance reconstruction. To address this
issue, some researchers have turned to Neural Radiance Fields (NeRF)(Mildenhall et al., 2020) for
modeling head avatars(Grassal et al., 2022; Qin et al., 2024b). These approaches enable complete
geometry and appearance reconstruction, including hair, glasses, earrings, etc. However, they are
limited by slow rendering and long training time. Recently, 3D Gaussian Splatting (3DGS)(Kerbl
et al., 2023) has gained significant attention for its fast rendering speed. Some methods(Xiang et al.,
2024; Shao et al., 2024) have extended 3DGS to head avatar reconstruction, significantly improving
rendering speed compared to NeRF-based methods.

Although previous methods have made progress in animatability and real-time rendering, their re-
construction quality still suffers from two major factors: 1) Limited deformation flexibility and 2)
Inaccurate tracking. Additionally, they are unable to produce realistic relighting effects. First,
head reconstruction is dynamic, requiring a geometric model to deform from a compact canonical
space to various states based on signals for different expressions and poses. Advanced methods (Xi-
ang et al., 2024; Shao et al., 2024) model geometric deformations of Gaussian points by rigging
them to universal parametric model mesh faces. However, parametric models may not accurately
capture individuals’ unique deformations, which restricts flexibility. Second, pseudo-2D key points
are used to track expression and pose parameters before training. Insufficient accuracy in these key
points and uncertainties in the 2D optimization process can lead to errors in tracked parameters, ulti-
mately reducing reconstruction quality. Methods like Point-avatar(Zheng et al., 2023) optimize these
parameters during training to minimize errors, which may create a mismatch with pre-tracked pa-
rameters, limiting generalization to new expressions and poses. Consequently, further optimization
is often needed during testing. Lastly, under monocular and unknown lighting conditions, existing
methods typically model appearance by fitting colors without accounting for external factors, which
fails to simulate the true visual effects under varying lighting conditions.

To address these challenges, we propose SHARP, which utilizes 3D Gaussian points for high-quality
head avatar reconstruction with realistic relighting from monocular video. Unlike previous rigging
methods, we propose learnable blendshapes and learnable linear blend skinning, allowing the Gaus-
sian points for flexible deformation from canonical space to pose space. Additionally, we utilize
an encoder to extract accurate facial expression parameters from images and integrate the encoder
into reconstruction training. This end-to-end optimization not only reduces the impact of tracking
errors on reconstruction but also ensures the generalization of expression parameters estimation. To
achieve realistic relighting, we model the head’s appearance by using albedo, roughness, and Fresnel
reflectance, shading images with a physically-based shading model. An albedo pseudo-prior is also
employed to better decouple the albedo. Benefiting from these techniques, SHARP can reconstruct
fine-grained and expressive avatars while accurately simulating realistic relighting effects.

In summary: a) We present SHARP, a method for monocular reconstruction of head avatars using
3D Gaussian points. SHARP leverages learnable blendshapes and learnable linear blend skinning
for flexible and precise geometric deformations, with end-to-end optimization reducing tracking
errors for high-quality reconstructions. b) We incorporate intrinsic priors to model head appearance
under unknown lighting conditions. Combined with a physically-based shading model, we achieve
realistic lighting effects across different environments. c) Experimental results demonstrate that
SHARP outperforms existing methods in overall quality, enabling realistic relighting and simple
material editing.

2 RELATED WORK

2.1 3D RADIANCE FIELDS

Image-based 3D reconstruction has become a vibrant research area due to its photorealistic visuals.
NeRF(Mildenhall et al., 2020) introduced a novel method using MLPs to represent a 3D scene as a
continuous density and color field, enabling differentiable image rendering through volume render-
ing. This approach has inspired numerous follow-up studies (Martin-Brualla et al., 2021; Yu et al.,
2021; Barron et al., 2021; Wang et al., 2021). However, NeRF faces significant computational chal-
lenges due to extensive MLP queries. Instant-NGP(Müller et al., 2022) employs multi-resolution
hash encoding to speed up inference. Additionally, some methods, propose hybrid 3D representa-
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tions(Chan et al., 2022; Cao & Johnson, 2023; Fridovich-Keil et al., 2023) to improve efficiency.
Recently, 3DGS introduces an explicit representation using Gaussian points, achieving real-time
rendering with an efficient tile-based rasterizer. It rapidly gains attention, and researchers applying
it to various fields(Wu et al., 2024a; Qin et al., 2024a; Zhang et al., 2024; Yu et al., 2024; Charatan
et al., 2024; Huang et al., 2024) to exploit its rendering efficiency. Our work also builds upon 3DGS
to achieve real-time rendering.

2.2 3D HEAD RECONSTRUCTION

3D head reconstruction broadly generally falls into two categories: geometric mesh reconstruction
and novel view image synthesis. Traditional 3DMM(Blanz & Vetter, 1999) uses Principal Com-
ponent Analysis (PCA) to create a parameterized facial model that represents appearance and ge-
ometric variations in a linear space. BFM(Paysan et al., 2009) improves on this by adding more
scanned facial data, resulting in a richer model. FLAME(Li et al., 2017) introduces extra joints
for the eyes, jaw, and neck, enabling more realistic facial motion. Deca(Feng et al., 2021) builds
on FLAME by estimating parameters like shape and pose from a single image and capturing finer
wrinkles through UV displacement maps. SMIRK(Retsinas et al., 2024) enhances tracking accuracy
by using an image-to-image module to provide more precise supervision signals.

Recent advances in neural radiance fields combine 3DMM for view-consistent, photorealistic 3D
head reconstruction. NeRFace(Gafni et al., 2021) extends NeRF to dynamic forms by incorporat-
ing expression and pose parameters as conditional inputs, enabling animatable head reconstruction.
IMavatar(Zheng et al., 2022) models deformation fields for expression and pose motions, using it-
erative root-finding to locate the canonical surface intersection for each pixel. Point-avatar(Zheng
et al., 2023) introduces a novel point-based representation with continuous deformation fields for
more efficient animatable avatars. INSTA(Zielonka et al., 2023) speeds up training by using multi-
resolution hashing for 3D head representation, deforming points based on the nearest mesh trian-
gles. Recent works(Qian et al., 2024; Xiang et al., 2024) based on 3DGS achieve significant break-
throughs in rendering speed. 3D Gaussian Blendshapes(GBS)(Ma et al., 2024) learn Gaussian basis
for blendshapes but struggle with pose variations. Our method enhances the reconstruction quality
and provides realistic relighting effects, offering further advancements in these areas.

In addition to monocular methods, some researchers (Xu et al., 2024a; Giebenhain et al., 2024)
explore multi-view video-based head reconstruction. However, these approaches require multiple
synchronized cameras, making them more complex and less convenient than single-phone captures.
Moreover, generative methods(Xu et al., 2024b; Kirschstein et al., 2024; An et al., 2023) can create
3D head avatars from a single image, providing another reconstruction approach.

2.3 NEURAL RELIGHTING

Implementing relighting in reconstructed 3D scenes is difficult. Some methods (Zhang et al., 2021b;
Gao et al., 2020; Xu et al., 2023) use learning-based approaches to learn relightable appearances
from images under varying lighting. In contrast, inverse rendering methods (Zhang et al., 2021c;a;
Cai et al., 2022; Zhang et al., 2022) leverage reflection models like BRDF for more realistic relight-
ing. Recent works(Gao et al., 2023; Jiang et al., 2024) integrate BRDF into 3DGS for real-time
relighting and methods Wu et al. (2024b); Ye et al. (2024) introduce deferred shading for efficient
relighting or specular rendering. Our approach also employs deferred shading for its effectiveness.
Although some researchers combine physical reflection models with dynamic radiance fields to
achieve relightable head avatars(Li et al., 2022; Yang et al., 2024; Saito et al., 2024), they require
data under controlled lighting conditions. Reconstructing relightable 3D head avatars under monoc-
ular unknown lighting is still underexplored. Point-avatar models lighting but relies on trained shad-
ing networks, limiting its generalization. Our method enables relighting using new environment
maps. While simplified physical rendering models can be inaccurate, many methods (Wu et al.,
2024b; Jin et al., 2023; Li et al., 2024) add fitting-based rendering branches to improve results. We
utilize physical rendering methods alone, achieving comparable effects without redundancy.
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Figure 2: Given a monocular video with unknown lighting and M frames, we first assume fixed
camera parameters. We pre-track fixed shape parameter β and pose parameters {θj}M through
iterative optimization. Expression parameters {ψj}M are inferred using an encoder which is op-
timized during training. With these parameters, we transform the Gaussian points into pose space
using learnable linear blendshapes and linear blend skinning. We then render the Gaussian points
to obtain albedo, roughness, reflectance, and normal maps. Finally, we compute pixel colors using
physically-based shading with optimizable environment maps.

3 METHOD

As mentioned, previous methods for head reconstruction suffer from inaccurate tracking and defor-
mation models with limited expressiveness. They also cannot achieve realistic relighting effects. To
tackle these challenges, we enhance tracking accuracy through end-to-end optimization (Sec.3.2).
We also introduce adaptive learning-based linear blendshapes and blend skinning for more flexi-
ble deformation of Gaussian points (Sec.3.3). Physically-based shading is employed to realistically
model head appearance and achieve relighting (Sec.3.4). Finally, specific loss functions are utilized
for training (Sec.3.5). The pipeline is illustrated in Fig.2.

3.1 PRELIMINARY

3D Gaussian Splatting (Kerbl et al., 2023) represents 3D scene with explicit Gaussian points, each
point G is defined by its position (center) X , rotation r, scaling s, opacity α and color c. During
rendering, each Gaussian point affects nearby pixels anisotropically using a Gaussian function G:

G(x, µ′,Σ2D) = e−
1
2 (x−µ

′)⊤Σ−1
2D(x−µ′), (1)

where µ′ is the projected mean of X on the image plane. Given the viewing transformation W , the
2D covariance matrix Σ2D is derived from the 3D covariance matrix:

Σ2D = JWΣW⊤J⊤, Σ = RSS⊤R⊤. (2)

J is the Jacobian of the affine approximation of the projective transformation. To ensure the covari-
ance matrix Σ remains positive semi-definite during optimization, it is decomposed into a scaling
matrix S and a rotation matrix R, as Eq.2. The scaling matrix S and rotation matrix R are repre-
sented by a 3D vector s and a quaternion r, respectively. The color c is modeled by a third-order
spherical harmonic coefficient for view-dependent effects. During splatting, the image space is di-
vided into multiple 16× 16 tiles and pixel colors are computed with alpha blending:

C(xp) =
∑
i∈Gxp

ciσi

i−1∏
j=1

(1− σj), σi = G(xp, µ′
i,Σ2D,i)αi, (3)

where, xp represents the pixel position, and Gxp
denotes the sorted Gaussian points associated with

pixel xp. Additionally, a gradient-based strategy is proposed to adjust the number of Gaussian points
through densification and pruning.
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3.2 FACE TRACKING

Current tracking methods estimate expression parameters with insufficient accuracy. Since these
parameters control head expressions, inaccuracies can cause deformation errors, compromising re-
construction quality. To mitigate this issue while maintaining good generalization, we propose to
use an encoder E to extract expression parameters from image I and optimize it end-to-end during
reconstruction. This enhances the encoder’s inference accuracy and ensures better generalization:

ψ, θjaw = E(I), (4)

where ψ and θjaw represent the expression and jaw pose parameters, respectively. To prevent over-
fitting in jaw pose estimation, we introduce a regularization loss that constrains the distance between
the inferred and the pre-tracked jaw poses θ̂jaw:

Ljaw =
∥∥∥θ̂jaw − θjaw

∥∥∥
2
. (5)

For simplicity, the pipeline (Fig.2) does not detail the jaw pose. Since no accurate method exists for
full pose inference, other pose parameters in θ are pre-tracked. Furthermore, shape parameters β are
pre-tracked and are shared across all frames.

3.3 GEOMETRY DEFORMATION MODELING

Like most methods, we employ a deformation model to map points from canonical space to pose
space based on expression and pose parameters. However, facial shapes, expressions, and pose de-
formations vary widely among individuals, making it difficult for parametric head models to accu-
rately recover each person’s unique shape and deformations. Simply rigging points on a parametric
model limits expressive capacity. To flexibly model these distinct facial shapes and deformations, we
propose adaptive learnable linear blendshapes and linear blend skinning for geometric deformation.

Adaptively learnable linear blendshapes. Similar to FLAME (Li et al., 2017), we use linear blend-
shapes to model geometric displacement. For each Gaussian point, we introduce three additional
attributes: shape basis S = {S1, ..., S|β|} ∈ RN×3×|β|, expression basis E = {E1, ..., E|ψ|} ∈
RN×3×|ψ| and pose basis P = {P 1, ..., P 9K} ∈ RN×3×9K . These are learnable parameters that
fit the individual head shape and deformations. First, we compute the shape offset to displace the
points to the canonical space Xc using shape blendshapes:

BS(β, S) =
|β|∑
m=1

βmSm, Xc = X + BS(β, S), (6)

where BS denotes linear blendshapes and β = {β1, ..., β|β|} ∈ R|β| is the shape parameter. Next,
we compute expression and pose offsets in the same manner, using expression blendshapes and pose
blendshapes to model facial expressions:

BS(ψ,E) =

|ψ|∑
m=1

ψmEm, BS(θ∗, P ) =
9K∑
m=1

(R(θ∗)m −R(θo)))Pm, (7)

Xe = Xc + BS(ψ,E) + BS(θ∗, P )), (8)
where ψ = {ψ1, ..., ψ|ψ|} ∈ R|ψ| is the expression parameter, and θ ∈ R3(K+1) is the pose param-
eter representing the axis-angle rotation of the points relative to the joints. θ∗ excludes the global
joint, with K = 4. R(θ) is the flattened rotation matrix vector obtained by Rodrigues’ formula, and
θo represents the zero pose.

Adaptively learnable linear blend skinning. After applying linear displacement, we transform
Gaussian points into pose space using Linear Blend Skinning (LBS). Each Gaussian point has a
learnable blend weight W ∈ RN×K to accommodate individual pose deformations. LBS rotates the
points Xe around each joints J (β) and linearly weighted by W , defined as:

Xp = LBS(Xe,J (β),W) = TlbsXe, (9)

where J (β) ∈ RK×3 represents the positions of the neck, jaw, and eyeball joints. To maintain
geometric consistency, the rotation attributes of the Gaussians are also transformed by the weighted
transformation matrix Tlbs: Rp = TlbsR.
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Geometry initialization. To facilitate easier learning, we leverage FLAME’s geometric and de-
formation priors. We initialize the positions of the Gaussian points through linear interpolation
on the FLAME mesh faces. The same method is applied to initialize the blendshapes basis and
blendweights. Other geometric attributes, like rotation and scale, are initialized similarly to 3DGS.

3.4 APPEARANCE MODELING

3DGS uses spherical harmonics to model the view-dependent appearance of each point, but it can-
not simulate visual effects under new lighting conditions. To overcome this, we introduce a novel
appearance modeling approach that decomposes the appearance into three properties: albedo a,
roughness o, and Fresnel base reflectance f0. We then utilize a BRDF model(Burley & Studios,
2012) for physically-based shading of the image. To enhance efficiency, we apply the SplitSum
approximation technique (Karis & Games, 2013) to precompute the environment map.

Shading. First, we render the albedo map A, roughness map O, reflectance map F0, and normal
map N using rasterizer. The specular and diffuse maps are then calculated as follows:

Ispecualr = Ienv(R,O) · (ks · IBRDF (O,N ·V)[0] + IBRDF (O,N ·V)[1]), (10)

Idiffuse = A · Iirr(N), (11)
where V is the view direction map derived from the camera parameters and R is the reflection
direction map, computed as R = 2(N ·V)N−V. IBRDF is a precomputed map of the simplified
BRDF integral. We use an approximate Fresnel equation F̃ to compute the specular reflectance ks:

ks = F̃(N ·V,O,F0) = F0 + (max(1−O,F0)−F0) · 2(−5.55473(N·V)−6.698316)·(N·V). (12)

The final shaded image is computed as: Ishading = Idiffuse + Ispecular. During training, we
optimize two cube maps: the environment irradiance map Iirr and the prefiltered environment map
Ienv . Ienv(R,O) provides radiance values based on the reflection directions and roughness, while
Iirr(N) provides irradiance values based on the normal directions.

Normal estimation. Smooth and accurate normals are essential for physical rendering, as rough
normals can cause artifacts during relighting. Following Jiang et al. (2024), we use the shortest axis
of each Gaussian point as its normal n. To ensure the correct direction and geometric consistency,
we supervise the rendered normal map N with the normal map N̂ obtained from depth derivatives:

Lnormal =
∥∥∥1−N · N̂

∥∥∥
1
. (13)

Intrinsic prior. Disentangling material properties under constant unknown lighting is challenging
due to inherent uncertainties. When reconstructing heads under non-uniform lighting, local lighting
effects can be erroneously coupled into the albedo, resulting in unrealistic relighting. To address
this, we use the existing model Chen et al. (2024) to extract pseudo-ground-truth albedos Agt,
supervising the rendered albedos for a more realistic appearance, as Eq.14. We also constrain the
roughness and base reflectance within predefined ranges: o ∈ [τomin, τ

o
max], f0 ∈ [τf0min, τ

f0
max].

Lalbedo =
∥∥A−Agt

∥∥
1
. (14)

3.5 OPTIMIZATION

During optimization, we retain the point densification and pruning strategy from 3DGS, with addi-
tional attributes inherited similarly. In addition to the previously mentioned losses, we use the Mean
Absolute Error (MAE) and a D-SSIM to calculate the error between the rendered image and ground
truth, as Eq.16. We also apply Total Variation (TV) loss Ltv to the rendered roughness map O to
ensure smoothness. The total loss function is given in Eq.15. The weights for each loss component
are set as follows: λjaw = 0.1, λ1 = 0.8, λW = 0.1, λnormal = 10−5, λalbedo = 0.25, λtv = 0.02.

Ltotal = Lrgb + λjawLjaw + λnormalLnormal + λalbedoLalbedo + λtvLtv(O), (15)

where Lrgb = λ1 ∥Ishading − Igt∥1 + (1− λ1)LD−SSIM(Ishading, Igt). (16)
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Table 1: Average quantitative results on the INSTA, HDTF, and self-captured datasets. Our method
outperforms others in PSNR, MAE∗ (MAE × 102), SSIM, and LPIPS metrics.

Method INSTA dataset HDTF dataset self-captured dataset
PSNR↑ MAE∗↓ SSIM↑ LPIPS↓ PSNR↑ MAE∗↓ SSIM↑ LPIPS↓ PSNR↑ MAE∗↓ SSIM↑ LPIPS↓

INSTA 27.85 1.309 0.9110 0.1047 25.03 2.333 0.8475 0.1614 25.91 1.910 0.8333 0.1833
Point-avatar 26.84 1.549 0.8970 0.0926 25.14 2.236 0.8385 0.1278 25.83 1.692 0.8556 0.1241

Splatting-avatar 28.71 1.200 0.9271 0.0862 26.66 2.01 0.8611 0.1351 26.47 1.711 0.8588 0.1550
Flash-avatar 29.13 1.133 0.9255 0.0719 27.58 1.751 0.8664 0.1095 27.46 1.632 0.8348 0.1456

GBS 29.64 1.020 0.9394 0.0823 27.81 1.601 0.8915 0.1297 28.59 1.331 0.8891 0.1560
SHARP (Ours) 30.36 0.845 0.9482 0.0569 28.55 1.373 0.9089 0.0825 28.97 1.123 0.9054 0.1059

Table 2: Ablation quantitative results on the INSTA dataset. Bold marks the best results, and
underline marks the second best results.

full (ours) rigged to FLAME w/o encoder w/o learnable w/o PBS

PSNR↑ 30.36 29.79 29.70 29.83 30.34
MAE∗↓ 0.845 0.937 0.933 0.923 0.850
SSIM↑ 0.9482 0.9431 0.9438 0.9440 0.9480
LPIPS↓ 0.0569 0.0695 0.0667 0.0684 0.0563

4 EXPERIMENT

4.1 EXPERIMENTAL SETUP

Implementation details. We build our model using PyTorch (Paszke et al., 2019) and train it with
the Adam optimizer (Kingma, 2014) on a single NVIDIA 3090 GPU. Each monocular head video
is trained for 15 epochs. All videos are cropped and resized to a resolution of 512 × 512. We use
RVM (Lin et al., 2022) to extract the foreground, setting the background to black. Moreover, we
follow Zheng et al. (2022) to pre-track FLAME parameters for the videos. For our encoder E , we
utilize the pre-trained weight from SMIRK (Retsinas et al., 2024).

Dataset. We evaluate different methods on 10 subjects from the INSTA dataset (Zielonka et al.,
2023), which provides pre-cropped and segmented images. Following INSTA, we use the last 350
frames of each video as the test set for self-reenactment evaluation. For a more robust assessment,
we include 8 subjects from the HDTF dataset (Zhang et al., 2021d), which is collected from the
internet. We also include 5 self-captured subjects using a mobile phone. For these two datasets, the
last 500 frames are used as the test set. All methods adopt the same cropped and segmented process.

Baseline and metrics. We compare our method against several SOTA methods: Point-avatar(Zheng
et al., 2023), INSTA(Zielonka et al., 2023), Splatting-avatar(Shao et al., 2024), Flash-avatar(Xiang
et al., 2024), and 3D Gaussian Blendshapes (GBS)(Ma et al., 2024). For each method, we use the
tracking approach described in their papers. Note that we disable the post-training optimization of
test images’ parameters in Point-avatar to ensure fairness. We use PSNR, MAE∗ (MAE × 102),
SSIM, and LPIPS (Zhang et al., 2018) to evaluate the image quality.

4.2 EVALUATION

Quantitative results. We evaluate all methods for self-reenactment, as shown in Tab.1. Our method
outperforms others across all three metrics, especially in LPIPS. This highlights that our method
reconstructs more detailed and high-quality animatable avatars, with the improved LPIPS score
suggesting sharper images.

Qualitative results. The visual comparison of our method with baseline methods on self-
reenactment is shown in Fig.3. INSTA and Splatting-avatar often struggle with challenging poses,
resulting in significant artifacts. Point-avatar maintains decent rendering in such poses but suffers
from point artifacts and lacks detail in the mouth. Flash-avatar shows improvements but still loses
some fine textures and has expression inaccuracies. GBS achieves relatively accurate facial expres-
sions in normal poses but introduces blurring around edges, like the ears, hair, and neck. In contrast,
our method accurately restores fine textures, such as hair and eye luster, while preserving precise
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Ground Truth GBSSHARP (Ours) Flash-avatar Splatting-avatar Point-avatar INSTA

Figure 3: Qualitative comparison results on self-reenactment. Compared to others, ours captures
finer texture details and renders sharper images. Ours also achieves more accurate expression defor-
mations and reconstructs better geometric details.

geometric details like ears and teeth. Ours handles wrinkles and blinking more effectively due to the
flexible deformation model and accurate tracking.

We also present cross-reenactment visual comparisons. As shown in Fig.4, our method better retains
the source actor’s expressions and preserves original head details, even in challenging poses and
expressions, while other methods exhibit blurring and artifacts. It’s worth noting that Flash-avatar
and GBS treat head poses as camera poses, which may cause minor scale discrepancies, resulting in
variations in the size and positioning of rendered avatars.

4.3 ABLATION STUDIES

The quantitative results of the ablation study on self-reenactment are summarized in Tab.2, with
qualitative results in Fig.5 and Fig.6, validating the effectiveness of each component.

Rigged to FLAME. We replace SHARP’s deformation model with the method from Qian et al.
(2024), which rigs Gaussian points to the FLAME mesh. The results in Tab.2 and Fig.5 demonstrate
that our model improves on metrics and achieves more accurate texture and tooth details.

Without learnable. We set the blendshapes basis and blendweights as non-learnable to assess the
importance of adapting to individual deformations. This leads to decreased performance on metrics
and reduced geometry and texture quality.
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Source actor SHARP (Ours) GBS Flash-avatar Splatting-avatar Point-avatar

Figure 4: Visual comparison on cross-reenactment. SHARP accurately simulates actors’ poses and
expressions, preserving textures and geometric details, while others exhibit artifacts and blurring.

Ground Truth Full (Ours) Rigged to FLAME Without learnable Without encoder

Figure 5: Qualitative results of the ablation study. Our full method renders better texture and geom-
etry details and captures more accurate facial expressions, including mouth shapes and blinking.

Without encoder. To verify the end-to-end trained encoder’s effectiveness in extracting expression
parameters, we use pre-tracked parameters instead. Results indicate our method better restores facial
expressions, including mouth shapes and blinking, and improves performance metrics.

Without PBS. This means using the standard 3DGS appearance model instead of our shading
model. While the fitting-based method of 3DGS performs well due to more learnable parameters
and flexibility, our method achieves comparable results while enabling realistic relighting.

Without Lnormal. As shown in Fig.6, removing normal consistency loss results in chaotic normal
maps, causing blocky artifacts during relighting.

Without Lalbedo. Without the albedo prior loss, appearance attributes become entangled, causing
incorrect coupling of local highlights with albedo. This results in unrealistic relighting effects, with
highlights appearing in areas without actual lighting, as shown in Fig.6.

9



486
487
488
489
490
491
492
493
494
495
496
497
498
499
500
501
502
503
504
505
506
507
508
509
510
511
512
513
514
515
516
517
518
519
520
521
522
523
524
525
526
527
528
529
530
531
532
533
534
535
536
537
538
539

Under review as a conference paper at ICLR 2025

Fu
ll 

(O
ur

s)
w

/o
 ℒ
𝑎𝑎𝑎𝑎
𝑎𝑎𝑎𝑎
𝑎𝑎𝑎𝑎

w
/o

 ℒ
𝑛𝑛𝑎𝑎
𝑛𝑛𝑛𝑛

𝑎𝑎𝑎𝑎

Reconstruct Albedo Reflectance Normal Relighting

Figure 6: Ablation study for albedo and normal losses. Without Lalbedo, entangled attributes yield
unrealistic relighting. Without Lnormal, chaotic normal maps cause artifacts when relighting.

Reconstruct Environment map Relighting by rotating light

Figure 7: Relighting visual results. For each environment map, we rotate the lighting to illuminate
the head from different directions.

4.4 APPLICATION

Relighting. We show the relighting results of the head illuminated by rotating environment maps in
Fig.7. For each map, we extract the corresponding irradiance and prefiltered maps, applying them
in the shading process (Sec.3.4). Our method effectively simulates realistic visual effects.

Material editing and novel view synthesis. We present these results in appendices.

5 CONCLUSION

In this paper, we introduce SHARP, a novel method for high-fidelity, relightable 3D head avatar
reconstruction from monocular video. To address errors incorporated from inaccurate facial ex-
pression tracking, we train an encoder in an end-to-end manner to extract more precise parameters.
We model individual-specific deformations using learnable blendshapes and linear blend skinning
for flexible Gaussian point deformation. By employing physically-based shading for appearance
modeling, our method enables realistic relighting. Experimental results show that SHARP achieves
state-of-the-art quality and realistic relighting effects.
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Guy Gafni, Justus Thies, Michael Zollhöfer, and Matthias Nießner. Dynamic neural radiance fields
for monocular 4d facial avatar reconstruction. In Proceedings of the IEEE/CVF Conference on
Computer Vision and Pattern Recognition (CVPR), pp. 8649–8658, June 2021.

Duan Gao, Guojun Chen, Yue Dong, Pieter Peers, Kun Xu, and Xin Tong. Deferred neural lighting:
free-viewpoint relighting from unstructured photographs. ACM Transactions on Graphics (TOG),
39(6):1–15, 2020.

11



594
595
596
597
598
599
600
601
602
603
604
605
606
607
608
609
610
611
612
613
614
615
616
617
618
619
620
621
622
623
624
625
626
627
628
629
630
631
632
633
634
635
636
637
638
639
640
641
642
643
644
645
646
647

Under review as a conference paper at ICLR 2025

Jian Gao, Chun Gu, Youtian Lin, Hao Zhu, Xun Cao, Li Zhang, and Yao Yao. Relightable 3d gaus-
sian: Real-time point cloud relighting with brdf decomposition and ray tracing. arXiv preprint
arXiv:2311.16043, 2023.

Simon Giebenhain, Tobias Kirschstein, Martin Rünz, Lourdes Agapito, and Matthias Nießner. Npga:
Neural parametric gaussian avatars. arXiv preprint arXiv:2405.19331, 2024.

Philip-William Grassal, Malte Prinzler, Titus Leistner, Carsten Rother, Matthias Nießner, and Jus-
tus Thies. Neural head avatars from monocular rgb videos. In Proceedings of the IEEE/CVF
Conference on Computer Vision and Pattern Recognition, pp. 18653–18664, 2022.

Binbin Huang, Zehao Yu, Anpei Chen, Andreas Geiger, and Shenghua Gao. 2d gaussian splatting
for geometrically accurate radiance fields. In ACM SIGGRAPH 2024 Conference Papers, pp.
1–11, 2024.

Yingwenqi Jiang, Jiadong Tu, Yuan Liu, Xifeng Gao, Xiaoxiao Long, Wenping Wang, and Yuexin
Ma. Gaussianshader: 3d gaussian splatting with shading functions for reflective surfaces. In Pro-
ceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pp. 5322–
5332, 2024.

Haian Jin, Isabella Liu, Peijia Xu, Xiaoshuai Zhang, Songfang Han, Sai Bi, Xiaowei Zhou, Zex-
iang Xu, and Hao Su. Tensoir: Tensorial inverse rendering. In Proceedings of the IEEE/CVF
Conference on Computer Vision and Pattern Recognition, pp. 165–174, 2023.

Brian Karis and Epic Games. Real shading in unreal engine 4. Proc. Physically Based Shading
Theory Practice, 4(3):1, 2013.

Bernhard Kerbl, Georgios Kopanas, Thomas Leimkühler, and George Drettakis. 3d gaussian splat-
ting for real-time radiance field rendering. ACM Trans. Graph., 42(4):139–1, 2023.

Diederik P Kingma. Adam: A method for stochastic optimization. arXiv preprint arXiv:1412.6980,
2014.

Tobias Kirschstein, Simon Giebenhain, Jiapeng Tang, Markos Georgopoulos, and Matthias Nießner.
Gghead: Fast and generalizable 3d gaussian heads. arXiv preprint arXiv:2406.09377, 2024.

Gengyan Li, Abhimitra Meka, Franziska Mueller, Marcel C Buehler, Otmar Hilliges, and Thabo
Beeler. Eyenerf: a hybrid representation for photorealistic synthesis, animation and relighting of
human eyes. ACM Transactions on Graphics (ToG), 41(4):1–16, 2022.

Tianye Li, Timo Bolkart, Michael J Black, Hao Li, and Javier Romero. Learning a model of facial
shape and expression from 4d scans. ACM Trans. Graph., 36(6):194–1, 2017.

Zhe Li, Yipengjing Sun, Zerong Zheng, Lizhen Wang, Shengping Zhang, and Yebin Liu. An-
imatable and relightable gaussians for high-fidelity human avatar modeling. arXiv preprint
arXiv:2311.16096v4, 2024.

Shanchuan Lin, Linjie Yang, Imran Saleemi, and Soumyadip Sengupta. Robust high-resolution
video matting with temporal guidance. In Proceedings of the IEEE/CVF Winter Conference on
Applications of Computer Vision, pp. 238–247, 2022.

Shengjie Ma, Yanlin Weng, Tianjia Shao, and Kun Zhou. 3d gaussian blendshapes for head avatar
animation. In ACM SIGGRAPH 2024 Conference Papers, pp. 1–10, 2024.

Ricardo Martin-Brualla, Noha Radwan, Mehdi SM Sajjadi, Jonathan T Barron, Alexey Dosovitskiy,
and Daniel Duckworth. Nerf in the wild: Neural radiance fields for unconstrained photo collec-
tions. In Proceedings of the IEEE/CVF conference on computer vision and pattern recognition,
pp. 7210–7219, 2021.

Ben Mildenhall, Pratul P. Srinivasan, Matthew Tancik, Jonathan T. Barron, Ravi Ramamoorthi, and
Ren Ng. Nerf: Representing scenes as neural radiance fields for view synthesis. In ECCV, 2020.

Thomas Müller, Alex Evans, Christoph Schied, and Alexander Keller. Instant neural graphics prim-
itives with a multiresolution hash encoding. ACM transactions on graphics (TOG), 41(4):1–15,
2022.

12



648
649
650
651
652
653
654
655
656
657
658
659
660
661
662
663
664
665
666
667
668
669
670
671
672
673
674
675
676
677
678
679
680
681
682
683
684
685
686
687
688
689
690
691
692
693
694
695
696
697
698
699
700
701

Under review as a conference paper at ICLR 2025

Adam Paszke, Sam Gross, Francisco Massa, Adam Lerer, James Bradbury, Gregory Chanan, Trevor
Killeen, Zeming Lin, Natalia Gimelshein, Luca Antiga, et al. Pytorch: An imperative style, high-
performance deep learning library. Advances in neural information processing systems, 32, 2019.

Pascal Paysan, Reinhard Knothe, Brian Amberg, Sami Romdhani, and Thomas Vetter. A 3d face
model for pose and illumination invariant face recognition. In 2009 sixth IEEE international
conference on advanced video and signal based surveillance, pp. 296–301. Ieee, 2009.

Shenhan Qian, Tobias Kirschstein, Liam Schoneveld, Davide Davoli, Simon Giebenhain, and
Matthias Nießner. Gaussianavatars: Photorealistic head avatars with rigged 3d gaussians. In Pro-
ceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pp. 20299–
20309, 2024.

Minghan Qin, Wanhua Li, Jiawei Zhou, Haoqian Wang, and Hanspeter Pfister. Langsplat: 3d lan-
guage gaussian splatting. In Proceedings of the IEEE/CVF Conference on Computer Vision and
Pattern Recognition, pp. 20051–20060, 2024a.

Minghan Qin, Yifan Liu, Yuelang Xu, Xiaochen Zhao, Yebin Liu, and Haoqian Wang. High-fidelity
3d head avatars reconstruction through spatially-varying expression conditioned neural radiance
field. In Proceedings of the AAAI Conference on Artificial Intelligence, volume 38, pp. 4569–
4577, 2024b.

George Retsinas, Panagiotis P Filntisis, Radek Danecek, Victoria F Abrevaya, Anastasios Roussos,
Timo Bolkart, and Petros Maragos. 3d facial expressions through analysis-by-neural-synthesis.
In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pp.
2490–2501, 2024.

Shunsuke Saito, Gabriel Schwartz, Tomas Simon, Junxuan Li, and Giljoo Nam. Relightable gaussian
codec avatars. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern
Recognition, pp. 130–141, 2024.

Zhijing Shao, Zhaolong Wang, Zhuang Li, Duotun Wang, Xiangru Lin, Yu Zhang, Mingming Fan,
and Zeyu Wang. SplattingAvatar: Realistic Real-Time Human Avatars with Mesh-Embedded
Gaussian Splatting. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern
Recognition (CVPR), 2024.

Anh Tuan Tran, Tal Hassner, Iacopo Masi, and Gérard Medioni. Regressing robust and discrimina-
tive 3d morphable models with a very deep neural network. In Proceedings of the IEEE conference
on computer vision and pattern recognition, pp. 5163–5172, 2017.

Peng Wang, Lingjie Liu, Yuan Liu, Christian Theobalt, Taku Komura, and Wenping Wang. Neus:
Learning neural implicit surfaces by volume rendering for multi-view reconstruction. arXiv
preprint arXiv:2106.10689, 2021.

Guanjun Wu, Taoran Yi, Jiemin Fang, Lingxi Xie, Xiaopeng Zhang, Wei Wei, Wenyu Liu, Qi Tian,
and Xinggang Wang. 4d gaussian splatting for real-time dynamic scene rendering. In Proceedings
of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pp. 20310–20320,
2024a.

Tong Wu, Jia-Mu Sun, Yu-Kun Lai, Yuewen Ma, Leif Kobbelt, and Lin Gao. Deferredgs: Decoupled
and editable gaussian splatting with deferred shading. arXiv preprint arXiv:2404.09412, 2024b.

Jun Xiang, Xuan Gao, Yudong Guo, and Juyong Zhang. Flashavatar: High-fidelity head avatar
with efficient gaussian embedding. In The IEEE Conference on Computer Vision and Pattern
Recognition (CVPR), 2024.

Yingyan Xu, Gaspard Zoss, Prashanth Chandran, Markus Gross, Derek Bradley, and Paulo Go-
tardo. Renerf: Relightable neural radiance fields with nearfield lighting. In Proceedings of the
IEEE/CVF International Conference on Computer Vision, pp. 22581–22591, 2023.

Yuelang Xu, Benwang Chen, Zhe Li, Hongwen Zhang, Lizhen Wang, Zerong Zheng, and Yebin Liu.
Gaussian head avatar: Ultra high-fidelity head avatar via dynamic gaussians. In Proceedings of
the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pp. 1931–1941, 2024a.

13



702
703
704
705
706
707
708
709
710
711
712
713
714
715
716
717
718
719
720
721
722
723
724
725
726
727
728
729
730
731
732
733
734
735
736
737
738
739
740
741
742
743
744
745
746
747
748
749
750
751
752
753
754
755

Under review as a conference paper at ICLR 2025

Yuelang Xu, Lizhen Wang, Zerong Zheng, Zhaoqi Su, and Yebin Liu. 3d gaussian parametric head
model. arXiv preprint arXiv:2407.15070, 2024b.

Haotian Yang, Mingwu Zheng, Chongyang Ma, Yu-Kun Lai, Pengfei Wan, and Haibin Huang.
Vrmm: A volumetric relightable morphable head model. In ACM SIGGRAPH 2024 Conference
Papers, pp. 1–11, 2024.

Keyang Ye, Qiming Hou, and Kun Zhou. 3d gaussian splatting with deferred reflection. In ACM
SIGGRAPH 2024 Conference Papers, pp. 1–10, 2024.

Alex Yu, Vickie Ye, Matthew Tancik, and Angjoo Kanazawa. pixelnerf: Neural radiance fields from
one or few images. In Proceedings of the IEEE/CVF conference on computer vision and pattern
recognition, pp. 4578–4587, 2021.

Zehao Yu, Anpei Chen, Binbin Huang, Torsten Sattler, and Andreas Geiger. Mip-splatting: Alias-
free 3d gaussian splatting. In Proceedings of the IEEE/CVF Conference on Computer Vision and
Pattern Recognition, pp. 19447–19456, 2024.

Dongbin Zhang, Chuming Wang, Weitao Wang, Peihao Li, Minghan Qin, and Haoqian Wang.
Gaussian in the wild: 3d gaussian splatting for unconstrained image collections. arXiv preprint
arXiv:2403.15704, 2024.

Kai Zhang, Fujun Luan, Qianqian Wang, Kavita Bala, and Noah Snavely. Physg: Inverse rendering
with spherical gaussians for physics-based material editing and relighting. In Proceedings of the
IEEE/CVF Conference on Computer Vision and Pattern Recognition, pp. 5453–5462, 2021a.

Richard Zhang, Phillip Isola, Alexei A Efros, Eli Shechtman, and Oliver Wang. The unreasonable
effectiveness of deep features as a perceptual metric. In Proceedings of the IEEE conference on
computer vision and pattern recognition, pp. 586–595, 2018.

Xiuming Zhang, Sean Fanello, Yun-Ta Tsai, Tiancheng Sun, Tianfan Xue, Rohit Pandey, Sergio
Orts-Escolano, Philip Davidson, Christoph Rhemann, Paul Debevec, et al. Neural light transport
for relighting and view synthesis. ACM Transactions on Graphics (TOG), 40(1):1–17, 2021b.

Xiuming Zhang, Pratul P Srinivasan, Boyang Deng, Paul Debevec, William T Freeman, and
Jonathan T Barron. Nerfactor: Neural factorization of shape and reflectance under an unknown
illumination. ACM Transactions on Graphics (ToG), 40(6):1–18, 2021c.

Yuanqing Zhang, Jiaming Sun, Xingyi He, Huan Fu, Rongfei Jia, and Xiaowei Zhou. Modeling
indirect illumination for inverse rendering. In CVPR, 2022.

Zhimeng Zhang, Lincheng Li, Yu Ding, and Changjie Fan. Flow-guided one-shot talking face gen-
eration with a high-resolution audio-visual dataset. In Proceedings of the IEEE/CVF Conference
on Computer Vision and Pattern Recognition, pp. 3661–3670, 2021d.

Yufeng Zheng, Victoria Fernández Abrevaya, Marcel C Bühler, Xu Chen, Michael J Black, and
Otmar Hilliges. Im avatar: Implicit morphable head avatars from videos. In Proceedings of the
IEEE/CVF Conference on Computer Vision and Pattern Recognition, pp. 13545–13555, 2022.

Yufeng Zheng, Wang Yifan, Gordon Wetzstein, Michael J Black, and Otmar Hilliges. Pointavatar:
Deformable point-based head avatars from videos. In Proceedings of the IEEE/CVF conference
on computer vision and pattern recognition, pp. 21057–21067, 2023.

Wojciech Zielonka, Timo Bolkart, and Justus Thies. Towards metrical reconstruction of human
faces. In European conference on computer vision, pp. 250–269. Springer, 2022.

Wojciech Zielonka, Timo Bolkart, and Justus Thies. Instant volumetric head avatars. In Proceedings
of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pp. 4574–4584, 2023.

14



756
757
758
759
760
761
762
763
764
765
766
767
768
769
770
771
772
773
774
775
776
777
778
779
780
781
782
783
784
785
786
787
788
789
790
791
792
793
794
795
796
797
798
799
800
801
802
803
804
805
806
807
808
809

Under review as a conference paper at ICLR 2025

A VIDEO DEMO

We strongly encourage readers to watch the video provided in the supplementary materials. It show-
cases the self-reenactment animation of avatars reconstructed by SHARP and includes novel view
renderings. The video also illustrates the visual results of relighting the avatars under various ro-
tating environment maps and the ability to perform simple material editing to enhance specular
reflections. Additionally, we provide visual comparisons of SHARP with two advanced methods,
GBS(Ma et al., 2024) and Flash-avatar(Xiang et al., 2024), in self-reenactment, cross-reenactment,
and novel view synthesis. Overall, the video highlights our method’s capability to create fine-grained
avatars with excellent expressiveness and realistic lighting effects in diverse environments.

B MORE IMPLEMENTATION DETAILS

B.1 TRAINING DETAILS

In the first 1500 iterations, we take the albedo map as the rendered image to learn the head’s albedo
properties initially. Afterward, we switch to shaded image to learn other attributes. While we gener-
ally follow 3DGS hyperparameters, we make some adjustments. During training, point densification
starts at iteration 1000 and ends at 500 iterations before training completes, with a densification in-
terval of 500 iterations. The gradient threshold is increased to 3 × 10−4 to avoid excessive point
growth. The learning rates for the Gaussian point positions, appearance attributes, and environment
map gradually decrease as training progresses, while the encoder learning rate is set to 5 × 10−5.
Training a video with 2500 frames takes about one hour.

When using albedo prior to supervision, we apply it every 3 frames due to the time-consuming pro-
cess of extracting pseudo-ground-truth albedo during preprocessing. Additionally, since the lighting
in the INSTA and self-captured datasets is relatively uniform, we only apply albedo prior supervi-
sion during training on the HDTF dataset. Furthermore, for subjects in the HDTF dataset, we set a
higher upper bound for reflectance (τf0max) to account for the specific lighting conditions.

B.2 MODEL DETAILS

The shape and expression basis in FLAME are derived through PCA, with higher dimensions having
a small effect on deformation. To avoid unnecessary computations, we use only the first 100 shape
parameters and 50 expression parameters, i.e., |β| = 100 and |ψ| = 50. Since FLAME lacks an
interior mesh for the mouth, we follow Qian et al. (2024) by adding a mesh for the teeth, where the
upper and lower teeth move according to the neck and jaw joints, respectively. Additionally, we add
extra mesh behind the teeth to provide a reasonable initialization for the rest of the mouth interior.

During shading, normal and reflection vectors sample lighting from the irradiance and pre-filtered
environment maps. Since both maps must be backpropagated and mipmaps reconstructed in each
training iteration, the computation increases with resolution. To maintain efficient training, we set
the irradiance map Iirr resolution to 16× 16 and the pre-filtered environment map Ienv to 32× 32
with 3 mipmap levels.

B.3 BRDF REFLECTION MODEL.

For physical-based shading, we use the Disney model(Burley & Studios, 2012) to describe light in-
teractions with geometry and materials, a method commonly employed in real-time rendering. This
model breaks reflection into two components: Lambertian diffuse reflection and specular reflection:

Lo(X,ωo) = Ld+Ls =

∫
Ω

a

π
Li(X,ωi)n ·ωidωi+

∫
Ω

DFH
4(n · ωo)(n · ωi)

Li(X,ωi)n ·ωidωi, (17)

where Li and Lo denote the radiance for the incoming direction ωi and outgoing direction ωo,
respectively with n as the normal. The Lambertian term models diffuse reflection, independent of
viewing direction, allowing us to precompute and store this part in an irradiance map. The specular
reflection term models appearance based on viewing angle, with D, F , and H representing the
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Table 3: Complete quantitative results of self-reenactment for each subject on the INSTA dataset.
SHARP achieves better performance metrics in most cases. Bold marks the best, and underline
marks the second.

INSTA dataset
Bala biden justin malte 1 marcel nf 01 nf 03 obama person0004 wojtek 1

PSNR↑

INSTA 29.53 29.92 31.66 27.44 22.99 26.45 28.31 31.21 25.44 31.36
Point-avatar 27.88 27.64 30.40 24.98 24.66 25.25 26.60 28.83 23.29 28.82

Splatting-avatar 32.14 30.42 30.93 27.66 24.34 27.08 27.85 30.64 26.49 29.54
Flash-avatar 30.27 31.25 32.16 27.45 24.85 28.02 28.28 31.46 25.49 32.03

GBS 32.47 32.23 33.10 28.23 26.11 27.59 28.12 31.35 25.16 32.05
SHARP (Ours) 33.10 31.70 33.29 29.28 26.58 28.95 29.68 33.24 26.54 31.26

MAE∗↓

INSTA 1.154 0.849 0.642 1.160 2.996 1.705 1.381 0.775 1.594 0.834
Point-avatar 1.386 1.203 0.869 1.596 2.662 1.800 1.583 1.103 2.083 1.042

Splatting-avatar 0.854 0.838 0.783 1.135 2.309 1.533 1.340 0.917 1.376 0.910
Flash-avatar 1.175 0.670 0.610 1.058 2.133 1.326 1.249 0.819 1.589 0.700

GBS 0.747 0.583 0.520 1.010 1.608 1.311 1.162 0.802 1.803 0.655
SHARP (Ours) 0.657 0.616 0.498 0.902 1.293 1.133 1.031 0.580 1.070 0.668

SSIM↑

INSTA 0.8896 0.9460 0.9591 0.9159 0.8736 0.8937 0.8676 0.9484 0.8478 0.9452
Point-avatar 0.8658 0.9116 0.9373 0.8853 0.9063 0.8919 0.8807 0.9145 0.8576 0.9192

Splatting-avatar 0.9272 0.9466 0.9482 0.9243 0.9041 0.9202 0.9113 0.9411 0.9075 0.9400
Flash-avatar 0.8494 0.9614 0.9611 0.9326 0.9086 0.9270 0.9155 0.9493 0.8996 0.9509

GBS 0.9390 0.9658 0.9690 0.9374 0.9217 0.9365 0.9271 0.9476 0.8910 0.9593
SHARP (Ours) 0.9473 0.9635 0.9687 0.9429 0.9352 0.9398 0.9334 0.9647 0.9278 0.9590

LPIPS↓

INSTA 0.0992 0.0541 0.0521 0.0731 0.1351 0.1262 0.1286 0.0446 0.1453 0.0540
Point-avatar 0.0829 0.0637 0.0588 0.0758 0.1247 0.1257 0.1143 0.0589 0.1637 0.0576

Splatting-avatar 0.0865 0.0564 0.0651 0.0749 0.1326 0.1107 0.0966 0.0545 0.1246 0.0602
Flash-avatar 0.1535 0.0299 0.0378 0.0477 0.1069 0.0868 0.0760 0.0376 0.1035 0.0392

GBS 0.0862 0.0433 0.0481 0.0737 0.1219 0.1076 0.0861 0.0564 0.1417 0.0582
SHARP (Ours) 0.0451 0.0306 0.0367 0.0476 0.0992 0.0868 0.0649 0.0279 0.0940 0.0358

Table 4: Complete quantitative results of self-reenactment for each subject on the HDTF dataset.
SHARP achieves better performance metrics in most cases.

HDTF dataset self-captured dataset
elijah haaland katie marcia randpaul schako tom veronica ckj ft lyf zdb zzy

PSNR↑

INSTA 25.00 24.94 21.36 24.61 23.50 26.45 29.16 26.45 25.88 25.37 29.33 24.86 24.086
Point-avatar 24.05 25.56 22.51 23.76 26.28 25.44 27.01 26.51 25.35 27.32 28.09 23.56 24.85

Splatting-avatar 26.08 26.31 22.23 25.80 29.25 25.51 30.98 27.14 25.05 28.20 29.54 25.34 24.22
Flash-avatar 26.29 26.46 23.39 26.67 29.05 28.28 31.56 28.95 26.37 27.26 30.59 28.01 25.09

GBS 26.76 28.29 22.74 26.59 29.20 27.88 31.54 29.48 28.15 29.50 31.64 27.48 26.17
SHARP (Ours) 28.24 28.91 24.92 27.23 29.70 27.95 31.75 29.71 29.40 30.19 31.40 27.00 26.84

MAE∗↓

INSTA 1.835 2.161 4.179 2.191 2.602 1.936 1.272 2.487 1.877 1.637 1.377 1.841 2.807
Point-avatar 2.058 2.177 3.493 2.423 1.746 2.092 1.683 2.212 1.852 1.312 1.204 1.903 2.210

Splatting-avatar 1.652 1.915 3.841 2.026 1.260 2.200 0.988 2.183 2.093 1.296 1.110 1.565 2.489
Flash-avatar 1.602 2.052 2.922 1.755 1.312 1.519 0.980 1.865 1.909 1.364 1.079 1.251 2.557

GBS 1.406 1.403 3.216 1.659 1.234 1.452 0.901 1.535 1.379 1.022 0.950 1.285 2.018
SHARP (Ours) 1.108 1.319 2.283 1.483 1.079 1.384 0.847 1.477 1.142 0.896 0.792 1.117 1.666

SSIM↑

INSTA 0.8808 0.8337 0.7474 0.8290 0.8528 0.8586 0.9143 0.7700 0.8218 0.8659 0.8722 0.8634 0.7431
Point-avatar 0.8631 0.8275 0.7771 0.8160 0.8694 0.8578 0.8634 0.8339 0.8460 0.8763 0.8867 0.8573 0.8117

Splatting-avatar 0.8952 0.8562 0.7562 0.8477 0.9094 0.8586 0.9321 0.8337 0.8279 0.8775 0.9038 0.8817 0.8031
Flash-avatar 0.8898 0.8146 0.8133 0.8636 0.9040 0.8982 0.9305 0.8170 0.7774 0.8659 0.8967 0.8850 0.7491

GBS 0.9113 0.8924 0.8068 0.8783 0.9110 0.9091 0.9404 0.8826 0.8799 0.9098 0.9188 0.9029 0.8339
SHARP (Ours) 0.9335 0.9036 0.8597 0.8961 0.9254 0.9135 0.9446 0.8951 0.9019 0.9232 0.9283 0.9142 0.8596

LPIPS↓

INSTA 0.1005 0.1698 0.2222 0.1586 0.1417 0.1390 0.0729 0.2415 0.1897 0.1583 0.1523 0.1678 0.2483
Point-avatar 0.0886 0.1360 0.1683 0.1200 0.1147 0.1283 0.0981 0.1686 0.1255 0.0942 0.1024 0.1364 0.1623

Splatting-avatar 0.0902 0.1476 0.1982 0.1385 0.1033 0.1455 0.0664 0.1907 0.1773 0.1271 0.1194 0.1539 0.1972
Flash-avatar 0.0759 0.1595 0.1387 0.0881 0.0829 0.1011 0.0609 0.1688 0.2346 0.0736 0.0901 0.109 0.2208

GBS 0.0875 0.1515 0.1899 0.1289 0.1113 0.1160 0.0679 0.1850 0.1696 0.1198 0.1305 0.1599 0.2004
SHARP (Ours) 0.0504 0.0929 0.1208 0.0723 0.0683 0.0846 0.0485 0.12228 0.1063 0.0662 0.0939 0.1153 0.1478

normal distribution, Fresnel equation, and geometric function. We use the SplitSum approximation
to simplify the BRDF integral into two parts:

Ls ≈ (
1

Z

Z∑
z=1

Li(ωz))(
1

Z

Z∑
z=1

DFH · n · ωz
4(n · ωo)(n · ωz)pdf(ωz, ωo)

) = Ienv · IBRDF . (18)

Here, pdf(ωm, ωo) is the probability density function related to D. Both components are precom-
puted and stored: Ienv as a multi-resolution mipmap for different roughness levels and IBRDF , as a
lookup table (LUT) based on roughness and n · ωo.
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Source actor Full (Ours) Without ℒ𝑗𝑗𝑗𝑗𝑗𝑗

Figure 8: Ablation result on Ljaw. Without the jaw pose regularization loss, the avatar exhibits
mouth distortion during cross-reenactment.

C FURTHER EXPERIMENTS

C.1 COMPLETE QUANTITATIVE RESULTS

We present the complete quantitative results of self-reenactment for each subject on the INSTA,
HDTF, and self-captured datasets in Tab.3 and Tab.4. As shown, SHARP achieves superior perfor-
mance for most subjects, demonstrating the robustness of our method.

C.2 ABLATION ON Ljaw

Without the jaw pose regularization loss, Ljaw, the trained encoder may extract jaw poses that devi-
ate from the normal distribution. This can lead to incorrect mouth motion during cross-reenactment.
As shown in Fig.8, removing Ljaw results in mouth distortion, while including this loss effectively
prevents the issue.

C.3 RENDERING SPEED

Despite the additional computational load introduced by the deformation and appearance models,
our method still achieves real-time rendering speeds. To provide a reference, we test the rendering
speed on a subject from the INSTA dataset using a single NVIDIA 3090 GPU. This trained avatar
contains 84,382 Gaussian points. We set the rendering resolution to 512×512 and render 500 images
to calculate the average speed. SHARP reaches a real-time rendering speed of approximately 154
FPS for this subject, with the encoder extracting parameters at about 179 FPS. Similarly, when
relighting with a new environment map, we measured a rendering speed of approximately 154 FPS
under the same setup, ensuring real-time performance.

D ADDITIONAL APPLICATIONS

D.1 RELIGHTING

We present the relighting results of various avatars under rotating environment maps in Fig.7 of the
main paper. Here, we provide additional details on the relighting implementation.

For convenience during relighting, we use off-the-shelf tools to precompute the irradiance map and
pre-filtered environment map from the environment map. Specifically, we use CmftStudio, a tool
commonly used in real-time rendering pipelines to process HDR images for image-based lighting.
With CmftStudio, we extract the original environment map with a resolution of 1024 × 512 into
an irradiance map of 512 × 256 and a pre-filtered environment map with 6 mipmaps, ranging from
1024× 512 to 16× 8.

D.2 MATERIAL EDITING

By modeling the avatar’s material properties for physical shading, we can easily edit the avatar’s
materials. In Fig.9, we show material editing under new lighting conditions by gradually increasing

17

https://github.com/dariomanesku/cmftStudio


918
919
920
921
922
923
924
925
926
927
928
929
930
931
932
933
934
935
936
937
938
939
940
941
942
943
944
945
946
947
948
949
950
951
952
953
954
955
956
957
958
959
960
961
962
963
964
965
966
967
968
969
970
971

Under review as a conference paper at ICLR 2025

Reconstruct Material Editing with increasing base fresnel reflectance

Figure 9: Visual results of material editing. We gradually increase the avatar’s base Fresnel re-
flectance under new environment lighting, enhancing specular reflections. The results align with
intuitive expectations, validating the effectiveness of our shading model.

Reference Reconstruct view Novel views

Figure 10: Visual results of novel view synthesis. In each row, the original view of the reconstructed
subject is shown on the left, while the rendered novel views are on the right. Our method produces
high-fidelity novel views with strong 3D consistency.

the base Fresnel reflectance, which enhances the metallic effect and reduces diffuse reflection. As
shown, higher reflectance results in stronger specular reflections, validating the effectiveness of our
physically-based shading model.

D.3 NOVEL VIEWS SYNTHESIS

Although the 3D avatar is reconstructed from a monocular video, it can still render novel views.
Fig.10 shows the visual results of our method. As shown, SHARP renders novel views of the head
with high 3D consistency and quality, preserving fine texture details.

18
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E DISCUSSION

E.1 LIMITATION.

While our method effectively models individual-specific deformations, it remains constrained by
FLAME’s priors when training data is insufficient. This hinders accurate control of elements like
hair or accessories. Moreover, under extreme unseen poses and expressions, performance may de-
grade, and artifacts may appear in the rendering results. Inaccurate tracking of certain extreme
expressions also limits the success of cross-reenactment. Additionally, the use of blendshapes, lin-
ear skinning, and shading adds extra computation, slowing down the original 3DGS rendering speed.
Offloading these operations to the GPU via CUDA could alleviate this issue. Improvements in these
areas offer promising avenues for future research.

E.2 ETHICAL CONSIDERATIONS.

Creating realistic, controllable head avatars raises concerns about potential violations of portrait
rights and privacy. It may also lead to identity theft and misuse in fraud. We strongly condemn any
unauthorized use of this technology for illegal purposes. It’s crucial to consider ethical implications
in all applications of our method to prevent harm to the public.
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