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Abstract

Large Language Models (LLMs) could strug-001
gle to fully understand legal theories and per-002
form complex legal reasoning tasks. In this003
study, we introduce a challenging task (confus-004
ing charge prediction) to better evaluate LLMs’005
understanding of legal theories and reasoning006
capabilities. We also propose a novel frame-007
work: Multi-Agent framework for improving008
complex Legal Reasoning capability (MALR).009
MALR employs non-parametric learning, en-010
couraging LLMs to automatically decompose011
complex legal tasks and mimic human learn-012
ing process to extract insights from legal rules,013
helping LLMs better understand legal theo-014
ries and enhance their legal reasoning abilities.015
Extensive experiments on multiple real-world016
datasets demonstrate that the proposed frame-017
work effectively addresses complex reasoning018
issues in practical scenarios, paving the way for019
more reliable applications in the legal domain.020

1 Introduction021

Large Language Models (LLMs) have shown022

remarkable generalization ability across diverse023

range of tasks and applications (Chowdhery et al.,024

2023; Touvron et al., 2023; OpenAI, 2023). But,025

current benchmarks may not adequately reflect the026

reasoning capabilities of LLMs (Valmeekam et al.,027

2024) and do not accurately reflect real-world sit-028

uations (Huang and Chang, 2023). The validation029

of LLMs in more realistic and meaningful applica-030

tions, such as legal reasoning, still requires exten-031

sive exploration.032

In the legal domain, the core competency of le-033

gal professionals is to apply legal rules to facts and034

draw conclusions, as described by the IRAC (Issue,035

Rule, Application, Conclusion) framework. As036

shown in Figure 2, a legal professional can deter-037

mine whether a case fact conforms to specific crim-038

inal charges based on legal rules. They critically039

assess a case against potential charges, focusing on040

the key points of relevant legal rules, to accurately 041

identify the appropriate charge and distinguish in- 042

applicable charges. Legal rules, which manifest 043

legal theories, determine the legal consequences of 044

factual situations (MacCormick, 2005). Therefore, 045

properly applying legal rules reflects the grasp of 046

legal theories. 047

However, powerful LLMs may struggle to fully 048

understand legal theories and perform basic legal 049

reasoning tasks. Existing study (Dahl et al., 2024) 050

has found that when LLMs are given criminal facts 051

and legal rules, then asked whether cases constitute 052

a certain charge, they tend to answer “yes,” regard- 053

less of whether the charge is correct (golden charge) 054

or a closely related one (confusing charge). Our 055

empirical experiments also confirmed this issue. 056

We sampled real-world criminal cases involving 057

the charge of Misappropriation of Public Fund, 058

inputting the criminal facts and legal rules into 059

LLMs, and asked whether the case constituted the 060

golden charge. Meanwhile, we created a control 061

group where we input the same criminal facts and 062

related legal rules, asking whether the case con- 063

stituted a confusing charge (Fund Misappropri- 064

ation). These two charges are very similar, with 065

the key difference being whether the defendant’s 066

subject position is that of a state functionary. As 067

shown in Figure 1, when performing legal reason- 068

ing, regardless of the prompt method or the version 069

of GPT used, LLMs exhibit significant declines in 070

performance when predicting confusing charges. 071

Generally, LLMs could face following chal- 072

lenges in legal reasoning: Inconsistent reasoning. 073

Legal reasoning involves multi-step, compositional 074

logic processes (Servantez et al., 2024). LLMs can 075

be easily distracted by the interaction when gen- 076

erating reasoning steps (Shi et al., 2023) and may 077

not be trustworthy by the tendency to give affir- 078

mative answers (Dahl et al., 2024). Missing key 079

details. Legal rules and criminal facts are often 080

described in complex natural language, making it 081
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Figure 1: The performance of LLMs on predicting the
golden (Misappropriation of Public Fund) or con-
fusing charge (Fund Misappropriation) for the cases
from CAIL-2018 datasets. The horizontal axis repre-
sents 5 advanced promt methods to solve legal reasoning
problems (detailed information is described in Section
5). In each method, GPT-3.5 and GPT-4 both exhibit a
significant performance gap.

challenging for LLMs to fully understand and rea-082

son based on them. Consequently, they often over-083

look key information in the rules. Lacking domain084

knowledge. LLMs may hallucinate erroneous legal085

knowledge (Dahl et al., 2024) or encounter gaps086

in common-sense knowledge (Huang et al., 2023).087

Their overconfidence can obscure these shortcom-088

ings, making them difficult to identify (Ni et al.,089

2024).090

To better evaluate LLMs’ understanding of legal091

theories and their reasoning capabilities, we intro-092

duce and construct a challenging task: confusing093

charge prediction (The detailed task definition is094

provided in Section 3). We also propose a novel095

framework: Multi-Agent framework for improv-096

ing complex Legal Reasoning capability (MALR).097

First, an auto-planner breaks down complex le-098

gal rules into sub-tasks, allocating them to expert099

agents, reducing inconsistent reasoning in LLMs.100

Second, a non-parametric learning framework is101

proposed to draw adaptive rule-insights from tri-102

als and errors. To address the problem that LLMs103

may overlook crucial information in legal rules, we104

design a module that mimics human learning by105

gaining experience through reasoning trajectories106

and knowledge feedback, then learning insights107

through self-reflection. These insights supplement108

the rules, encouraging LLMs to focus on key fac-109

tors from legal knowledge and fully understand110

the rules, while also guiding them to automatically111

seek help when they feel uncertain. These designs 112

effectively improve LLMs’ reasoning and critical- 113

thinking skills. 114

Our contributions are threefold: 115

•We propose a multi-agent framework based on 116

non-parametric learning, which encourages LLMs 117

to automatically decompose complex legal tasks 118

and extract insights from legal rules. Our frame- 119

work assists LLMs in gaining a deeper understand- 120

ing of legal rules and enhances their legal reasoning 121

capabilities. 122

• We introduce a challenging task, predicting 123

potentially confusing charges, to better evaluate 124

LLMs’ understanding of legal theories and their 125

reasoning capabilities. 126

• Extensive experiments are conducted on the 127

multiple real-world datasets, demonstrating that 128

the proposed framework can effectively addresses 129

complex reasoning issues in real-world scenarios. 130

Our work paves the way for more trustworthy ap- 131

plication in legal domain1. 132

2 Related Work 133

2.1 Legal AI and LLMs 134

Legal AI aims to improve legal tasks through AI 135

techniques, particularly showing significant poten- 136

tial in alleviating the issue of “too many cases but 137

too fewer legal experts” in the legal field (Katz 138

et al., 2023; Dahl et al., 2024). One of the main 139

challenges in legal domain is the training dataset 140

can be considerably expensive and sparse (Sun 141

et al., 2020), primarily comes in text, such as 142

statutes, law articles and criminal cases. Un- 143

der these circumstances, LLMs shows promising 144

prospects in legal scenarios due to their powerful 145

generalization capabilities in understanding and 146

generating text. These applications include areas 147

such as legal summarization (Deroy et al., 2023), 148

legal document retrieval (Sun et al., 2024), legal 149

question answering (Louis et al., 2024) and legal 150

judgment prediction (Yu et al., 2022; Wu et al., 151

2023; Servantez et al., 2024). 152

2.2 Legal Reasoning and LLMs 153

Reasoning based on judicial rules and case fact 154

descriptions is a fundamental ability of legal pro- 155

fessionals, reflecting their understanding and appli- 156

cation of legal theories (Servantez et al., 2024). Pre- 157

vious studies on Legal Judgment Prediction (LJP) 158

1Code and data will be available after the double-blind
review.
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Law Article 271 <Legal Rule 2>
Fund Misappropriation

Any employee of a company, enterprise or 
any other unit (non-state functionary) 
who, taking advantage of his position, 
misappropriates the funds for illegal 
activities or ······

Law Article 384 <Legal Rule 1>
Misappropriation of Public Fund

Any state functionary who, 
taking advantage of his position, 
misappropriates the funds for illegal activities 
or ······ f

KEY DIFFERENCE

whether the defendant is 

a state functionary

Fact Description of a Case

In 2009, the defendant A was appointed as the deputy director of the Bureau of Finance in X district. 

On January 29, 2014, the defendant took advantage of his role overseeing tax coordination funds to misappropriate 487,000 yuan of 

funds, lending it to his wife for profit-making activities, ······

Golden Charge: Misappropriation of Public Fund

Yes No

Q1: Does the defendant satisfied Rule1?

The defendant was[..], belonging to the state

functionary √, satisfied “state functionary”.

Answer: Yes

The defendant was[..], belonging to state functionary 

√, not satisfied “employee of a company, enterprise or 

any other unit ”. 

Answer: No

Law Law

Any employee of a company, enterprise 
or any other unit (non-state functionary) 

state functionary 

Q2: Does the defendant satisfied Rule2?

The defendant was[..], belonging to the staff of the 

unit ×, satisfied “employee of a company, 

enterprise or any other unit ”. 

Answer: Yes 

Answer: Yes

Q1: Does the defendant satisfied Rule1?

The defendant was[..], belonging to the state

functionary √, satisfied “state functionary”.

Q2: Does the defendant satisfied Rule2?

Subject Element Mental Element Object Element Conduct Element

Figure 2: An example to demonstrate how a judge and an LLM apply legal rules to conclude whether a case satisfies
a specific charge. This example outlines two confusing charges under Chinese criminal law: the Crime of Fund
Misappropriation and the Crime of Misappropriation of public fund. The most significant difference between
the two charges is whether the defendant is a state functionary. In the case description, the defendant is “the Deputy
Director of the Bureau of Finance in X district”, a position that qualifies as a state functionary. Therefore, the
judge can easily infer that the case falls under the Crime of Misappropriation of public funds, rather than Fund
Misappropriation. However, the LLM fails to predict the confusing charge.

have primarily focused on automatically predicting159

case charges mainly from fact descriptions (Zhong160

et al., 2018; Chalkidis et al., 2019; Liu et al., 2022).161

Additionally, similar precedents can be retrieved as162

supplementary guides to improve performance (Wu163

et al., 2023). However, this approach can lead to164

inaccurate judgments due to overlooked potential165

differences in case details. To address the subtle166

differences between case details and legal rules,167

knowledge graphs have been introduced to solve168

confusing charges problems (Yue et al., 2021; Li169

et al., 2024). Despite these efforts, utilizing Four170

Elements Theory and innocent datasets, An et al.171

(2022) found that charge prediction models do not172

take legal theories into consideration. Instead, mod-173

els learn certain shortcuts for legal reasoning. Fur-174

thermore, Chain-of-Logic (Servantez et al., 2024)175

directly incorporates legal rules into prompts to176

elicit rule-based reasoning, achieving good perfor-177

mance on legal reasoning tasks involving three dis-178

tinct rules from the LegalBench benchmark. Simu-179

Court proposes a multi-agent framework to simu-180

late the decision-making process of a judge (He 181

et al., 2024). 182

Unlike existing works, we aim to evaluate and 183

enhance the capacity of LLMs to reason based on 184

legal theories, rather than treating legal rules as 185

supplementary information. 186

3 Preliminary 187

We propose Confusing Charge Prediction Task 188

to evaluate the LLMs’ ability to identify correct 189

legal charges based on fact descriptions and legal 190

rules, differentiating them from similar but incor- 191

rect charges. 192

Fact Description: a concise description of a 193

legal case, represented as a word sequence f = 194

{w1, w2, ..., wl}. Legal Rule: the definition of 195

a specific criminal charge from law articles, also 196

a word sequence rc = {w1, w2, ..., wn}, where c 197

is the criminal charge. Golden Charge: The true 198

crime label of a case. Confusing Charge: A charge 199

similar to the golden charge but differing in one 200

element (An et al., 2022). 201
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To ensure LLMs’ trustworthiness in applying
legal rules, we require them to confirm the golden
charge as True and reject the confusing charge as
False. The task can be formalized as:

y = Γ(f, rgc) ∧ ¬Γ(f, rcc)

where gc refers to the golden charge, cc refers to the202

confusing charge, and Γ is the charge prediction203

model. y is True only if the fact description f204

satisfies the rule of golden charge rgc and does not205

match the rule of confusing charge rcc.206

LLMs should correctly identify the golden207

charge and explain why the fact description doesn’t208

match the confusing charge, demonstrating under-209

standing of legal theories.210

4 The Proposed Framework211

Figure 3 shows an overview of our proposed frame-212

work, which consists of four core components:213

Auto-Planner for Task Decompose, Role Assign-214

ment for Sub-task Agent, Adaptive Rule-Insights215

Training, and Reasoning with Rule-Insights.216

4.1 Auto-Planner217

A single LLM may exhibit inconsistencies when218

directly generating the whole reasoning pro-219

cess (Wang et al., 2024). Therefore, we designed220

an automatic planning module to decompose the221

task. Given a question q, a case fact description f,222

and the corresponding legal rule rc about a criminal223

charge c, we guide an LLM as auto-planner to de-224

compose the question into a sequence of sub-tasks225

based on the input of the fact and the rule:226

[st1, ..., stk] = LLM(q, rc, f, pauto) (1)227

where pauto is the guideline prompt for LLMs to228

generate the sub-task set for the question q, and the229

st stands for the specific sub-task action and the k230

is the length of the sub-task set.231

Given the resource-intensive nature of generat-232

ing sub-tasks for every criminal cases, we design a233

more effective strategy. We first sample a smaller234

scale dataset, then generate the sub-task set for each235

sample. Subsequently, an LLM is used to identify236

semantically duplicate sub-task and compute the237

probability distribution for each sub-task. Based on238

this process, important sub-tasks with probability239

exceeding the threshold ζ are used to constitute the240

final sub-task set.241

4.2 Assigning Roles to Sub-task Agent 242

Assigning roles can help the LLMs better perform
complex task reasoning (Wang et al., 2023). There-
fore, based on the sub-task set [st1, ..., stk], we
employ k LLM-based agents to tackle each sub-
task. Formally, we use the content of the sub-tasks
to generate the appropriate prompts pst and gener-
ate k agents to tackle each sub-task. Each agents
will break down specific aspects of legal rule, check
whether the fact description f conforms the corre-
sponding sub-rule rcst and generate the answer Ast.
This process can be formulated as:

Ast = Mst(rcst , f, pst)

4.3 Adaptive Rule-Insights Training 243

As aforementioned, LLMs can be easily distracted 244

by the irrelevant context (Shi et al., 2023) and 245

tend to overlook the key information and impor- 246

tant details within rules. Therefore, we aim to 247

enable LLMs to automatically extract the most 248

critical information for legal judgement directly 249

from the rules. Previous research demonstrated 250

that LLMs can autonomously learn from their 251

own experiences (Shinn et al., 2024; Zhao et al., 252

2024). Inspired by the Kolb’s Experiential Learn- 253

ing Model (Kolb, 2014), we design the insights 254

training module, as shown in Figure 3 (B), which 255

consists of three core processes: experience gain- 256

ing, insights drawing from errors and successes, 257

and insights filtering. This module mimics human 258

learning process and facilitates the LLMs to auto- 259

matically learn rules, discovering and summarizing 260

the most critical information in the rules. 261

Experience Gaining. A small training dataset 262

with N charges is constructed, with each charge 263

containing case samples and corresponding con- 264

fusing charges. Based on the fact descriptions 265

of a case, sub-task agents Mst will respectively 266

generate sub-answers for both golden charge and 267

confusing charge. These sub-answers will be syn- 268

thesized into a final determination of whether the 269

case satisfies the legal rule for the golden charge 270

or confusing charge. On the l-th trial, ground truth 271

is used as feedback. Successful trials are saved 272

as successful experience, while failed trials trigger 273

the Aspect-level Self-Reflector to identify incorrect 274

sub-task agents M e
st and generate reasons rse for 275

the errors. In the next trial, the error reasons are 276

used to improve sub-task agents’ predictions. Such 277

approach of learning from trials and errors can be 278

effective, as demonstrated in (Shinn et al., 2024). 279
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Aspect-level

Self-Reflect

Rule-Insight 

Knowledge

Base

The final result is incorrect, 

due to an error in

Reason: mistakenly 

assume that …

1.Experience Gaining

2.Drawing Insights 

from Errors and 

Successes

3.Insight 

Filtering

Insight：
If the defendant is not a state 

functionary,

then they do not meet the subject for the 

crime of funds misappropriation.

Law

Case Fact

Legal Rule

Successful

Experience

Error-Success-Pair

Experience

A

B

1.Auto-Planner for Task Decompose

Law Articles

2.Assign Roles to Sub-task Agents

Case Fact Sub-task

4.Reasoning with Rule-Insights

Auto-Planner

Rule

Facts

Final Judgement

3. Adaptive Rule-Insights Training

Experience Gaining

Insights Drawing from Errors 

and Successes

Insights Filtering

Sub-task

Agents

Knowledge Feedback from 

External Environment

Rule-Insights

Knowledge

Base

Figure 3: Our research framework in (A) and Adaptive Rule-Insights training process in (B).

This iterative process continues for a maximum of280

L rounds, and corrected trajectories are retained281

as error-success-pair experience. The algorithm282

procession is detailed in Alg 1.283

Insights Drawing from Errors and Successes.284

We gain insights into rules by analyzing experi-285

ence collections using different methods. For error-286

success pairs, we use a contrast-based approach,287

comparing incorrect and correct attempts. This288

enables the Minsight to identify the most critical289

task-level judgments where errors occur, outputting290

insights in an if-then format. Successful experi-291

ences reveal common best practices (Zhao et al.,292

2024), so we provide the entire successful reason-293

ing process to Minsight to generate corresponding294

insights.295

Insights Filtering. To address the potential for gen-296

erating duplicate or incorrect insights when inter-297

preting rules from the aforementioned process, we298

employ an LLM as an automatic checker, Mfilter,299

to identify and remove redundant insights and filter300

out invalid ones. Ultimately, the retained insights301

are stored in the rule-insight knowledge base as302

memory. The pseudo-code for insight drawing and 303

filtering is presented in Algorithm 2. 304

4.4 Reasoning through Insights 305

The generated insights serve two purposes: (1) they 306

supplement the rules as additional notes, and (2) 307

they guide LLMs to inquire about uncertainties 308

when facing knowledge gaps in specific sub-tasks. 309

For implementation, we retrieve relevant insights 310

inst from the knowledge base I for each question 311

to improve reasoning. If the rule does not exist, 312

the most similar rule from the knowledge base is 313

selected based on semantic similarity, and a few- 314

shot method is used to generate new insights. To 315

address potential knowledge gaps in LLMs, our 316

insights guide them to ask factuality questions. 317

Based on the insights, we identify sub-tasks re- 318

quiring fact-checking and use a few-shot method to 319

prompt LLMs to ask key questions like “Is a <job 320

position> a <state functionary>?” The generated 321

question is then presented to a knowledgeable ex- 322

pert (a legal professional, a domain-specific LLM, 323

or a search engine) to obtain knowledge feedback 324
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Alg 1: Experience Gaining
Initialze:Self-Reflector, Sub-task Agent,

Evaluator: Mreflect,Mst,Me

Number of charges N
Successful Experience Esuccess

Error-Success-Pair Experience Eesp

trajectory τ , Fact Description f
Golden Charge gc, Confusing Charge cc
while charge n ≤ N do

Set rgc, rcc ← gcn, ccn
Generate τl,gc = [A1,gc, ..Ak,gc] using
Mst, rgc, f

Generate τl,cc = [A1,cc, ..Ak,cc] using
Mst, rcc, f

while trial l ≤ L do
Evaluate (τl,gc, τl,cc) using Me

if success then
if l = 1 then

Append τl,gc, τl,cc to
Esuccess

break
else

Append τl,gc, τl,cc to Eesp

break
end

else
Identify error M e

st and Generate
rse using Mreflect

e ∈ {gc, cc}
Generate Ak,e using
M e

st, re, f, rse
Updating τl+1,e using Ak,e

end
end

end

kgst. Finally, we incorporate related insights inst325

and knowledge feedback kgst into our ultimate rea-326

soning process. As shown in Figure 3(A)(4), the327

improved reasoning process for each sub-task agent328

can be represented as:329

Ast = Mst(rst, f, inst, kgst, pst) (2)330

All prompt templates for our MALR agents are331

provided in Appendix A.332

5 Experiment333

5.1 Experimental Setting334

Dataset. We evaluate LLMs’ legal reasoning ca-335

pability on three datasets: CAIL2018 (Xiao et al.,336

Alg 2: Insight Drawing and Filtering
Initialze:Insight-Drawer, Insight-Filter:
Minsight,Mfilter

Successful Experience Esuccess

Error-Success-Pair Experience Eesp

Number of charges N
Number of sub-task k
Rule-Insight Knowledge Base I
while charge n ≤ N do

Construct error-success pair of sub-task
trial from Eesp:
P = {(Aerror

stk
, Asuccess

stk
), ...}

for each p in P do
Drawing insight i using Minsight(p)
Update i to I[charge][stk]

end
for each exp in Eesp do

Drawing insight i using
Minsight(exp)

Update i to I[charge][stk]
end
Filter I[charge] using Mfilter

end

2018), CJO (Wu et al., 2023), and CAIL-I (An et al., 337

2022). CAIL2018 and CJO consist of real-world 338

cases with fact descriptions and golden charges. 339

We match corresponding confusing charges based 340

on the golden charges and randomly sample 400 341

cases from CAIL2018 and 100 from CJO for evalu- 342

ation. CAIL-I’s testset contains 462 innocent cases 343

without crimes and the most similar charges to each 344

non-criminal fact. Further dataset information is 345

available in Appendix B. 346

The pairs of confusing charges are carefully 347

selected by a group of legal experts, including: 348

(1) Misappropriation of Public Fund (MP) v.s. 349

Fund Misappropriation (FM); (2) Bribery (BY) v.s. 350

Bribery of Non-State Officials (BN); (3) Kidnap- 351

ping (KD) v.s. Illegal Detention (ID); (4) Fraudu- 352

lently Obtaining Loans (FL) v.s. Loan Fraud (LF); 353

(5) Fund Misappropriation (FM) v.s. Official Em- 354

bezzlement (OE); (6) Fraud (FD) v.s. Loan Fraud 355

(LF); (7) Fraud (FD) v.s. Cheating and Bluffing 356

(CB); (8) Forging, Altering, Trading Official Docu- 357

ments, Certificates and Seals of State Organs (FO) 358

v.s. Forging the Seals of Companies, Enterprise, 359

Institution (FS). Key differences between each pair 360

are provided in Appendix B. 361

Implementation. We employ the publicly 362

available GPT-3.5-Turbo-0125 and GPT-4-0125- 363
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preview models, with the temperature set to 0 for364

all text generation tasks. We sample two cases of365

each charge from the confusing pairs in CAIL-2018366

(totally 32 training cases) for auto-planner and in-367

sights training. The threshold ζ for the sub-task368

auto-planner is set to 0.8. Sentence-BERT (Thakur369

et al., 2021) and cosine similarity are used to com-370

pute semantic distances between rules and unseen371

legal rules, facilitating rule-insight inference test-372

ing in CJO and CAIL-I. During the insights training373

period, we limit the maximum number of trial at-374

tempts L to 2. For providing knowledge feedback,375

we employ Farui-200B2, which can be replaced376

by other legal models or even legal experts in real-377

world scenarios. Additionally, we construct a legal378

rule knowledge base that includes Chinese Crim-379

inal Law Articles and all charge definitions. All380

legal rules are retrieved from this knowledge base381

based on the charge name. The cost can be seen in382

Appendix B.383

5.2 Baselines384

Zero-shot Setting: (1) ZS-CoT (Kojima et al.,385

2022) uses “Let’s think step by step” to encour-386

ages LLMs to generate intermediate steps and im-387

prove reasoning. (2) Legal Reasoning Prompting388

(LRP) (Yu et al., 2022) is a zero-shot legal prompt-389

ing method that teaches LLMs to reason like a390

lawyer, following the “Approach, Issue, rule, appli-391

cation and conclusion” framework.392

Few-shot Setting: (1) Few-Shot prompt-393

ing (Brown et al., 2020) is the standard prompting394

method includes only the sample and answer. We395

use a two-shot setting with one positive and one396

negative examples. (2) Few-Shot CoT (Wei et al.,397

2022) uses a few chain-of-thought demonstrations398

as exemplars to improve the ability of LLMs to399

perform complex reasoning. Again, we employ a400

two-shot setting with one positive and one negative401

examples.(3) Chain-of-Logic (Servantez et al.,402

2024) elicits rule-based reasoning by decomposing403

the rule into elements, answering each rule element404

separately, and finally using a logical expression405

to obtain the final answer. This approach is406

meticulously designed for legal reasoning tasks.407

All prompt template can be seen in Appendix C.408

5.3 Experiment Results409

Main Results: From Table 2, we observe the fol-410

lowing findings. (1) LLMs fail to distinguish con-411

2A legal-domain fine-tuned LLM based on Qwen(Bai et al.,
2023), https://tongyi.aliyun.com/farui.

fusing charges using simple but effective prompt 412

methods such as CoT, and legal-specific prompt- 413

ing approaches also fail to predict accurately. By 414

examining the actual prediction results, we found 415

that LLMs using these methods tend to respond 416

with “yes.” (2) “MALR w/o insight”, which only 417

decomposes the task into sub-tasks, outperforms 418

all the baselines. This result indicates that de- 419

composing the task into sub-tasks may mitigate 420

LLMs’ biased tendencies. Notably, without any 421

human intervention, our auto-planning strategy can 422

decompose legal rules into four aspects: Subject 423

(Sub), Mental (Men), Object (Obj) and Conduct 424

(Con). This aligns with the Four Elements The- 425

ory (An et al., 2022), which is widely recognized 426

in the legal domain. (3) “MALR w/o ask” does 427

not utilize external knowledge feedback but still 428

achieves the second-best results, indicating that 429

the learned insights did significantly enhance the 430

LLM’s understanding of legal rules.(4) The com- 431

plete MALR achieves the best performance on all 432

datasets, demonstrating the effectiveness of pro- 433

posed framework and the necessity of its core com- 434

ponents. MALR achieves the best performance 435

on nearly all confusing charge pairs (refer to Ap- 436

pendix D). (5) Regarding the base models, GPT-3.5 437

benefits more from our proposed MALR compared 438

to GPT-4, achieving a more significant improve- 439

ment over the baseline methods. This suggests that 440

our framework has a stronger enhancing effect on 441

LLMs with weaker foundational capabilities. 442

Ablation Results: Table 1 demonstrates the effec- 443

tiveness of the components in adaptive rule-insights 444

training module. (1) The results of “w/o Esuccess 445

(without Successful Experience)”, “w/o Eesp (with- 446

out Error-Success-Pair Experience)”, and “w/o 447

Mfiltering (without Insight Filtering)” prove the 448

significance of each designed component in the 449

learning from the trial-and-error process. (2) The 450

“directly generate” approach involves encouraging 451

the LLM to generate insights directly based on the 452

Datasets CAIL2018 CJO
Methods GPT-3.5 GPT-4 GPT-3.5 GPT-4

w/o insights 32.3 43.8 22.0 44.0
w/o Esuccess 38.8 50.0 29.0 48.0

w/o Eesp 46.0 48.8 33.0 48.0
w/o Mfiltering 38.0 54.0 31.0 53.0

directly generate 32.0 43.3 35.0 38.0
complete MALR 40.8 56.8 39.0 55.0

Table 1: Ablation test for adaptive rule-insights training
module.
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Methods CAIL2018 CJO CAIL-I
GPT-3.5 GPT-4 GPT-3.5 GPT-4 GPT-3.5 GPT-4

ZS-CoT (Kojima et al., 2022) 12.5 35.8 3.0 29.0 20.9 36.0
LRP (Yu et al., 2022) 9.8 37.8 1.0 37.0 22.3 49.6

FS-Prompt (Brown et al., 2020) 18.0 41.0 3.0 43.0 28.1 46.8
FS-CoT (Wei et al., 2022) 12.0 34.0 12.0 18.0 12.2 32.4

Chain-of-Logic (Servantez et al., 2024) 6.5 36.0 5.0 25.0 10.1 29.5
MALR w/o insight 32.3 43.8 22.0 44.0 45.3 53.2

MALR w/o ask 37.3 53.3 31.0 53.0 51.1 55.4
MALR (our) 40.8 56.8 39.0 55.0 56.1 57.6

Table 2: Main results on three legal datasets, the best is bolded and the second is underlinded. The metric is
accuracy. w/o insight refers to only decompose to sub-tasks, w/o ask refers to do not get any external knowledge
feedback.

Fact Description of a Case

In 2009, the defendant A was appointed as the deputy director of the Bureau of Finance in X district. 

On January 29, 2014, the defendant took advantage of his role overseeing tax coordination funds to misappropriate 487,000 yuan 

of funds, lending it to his wife for profit-making activities, [···]

Golden Charge: Misappropriation of Public Fund Confusing Charge: Crime of Fund Misappropriation

Legal Rule: Crime of Fund Misappropriation

“Any employee of a company, enterprise or any other unit (non-state functionary) who, taking advantage of his position, 
misappropriates the funds for personal use or for loaning them to another person, or for profit-making activities or for illegal
activities, [···].”

[···]

Issue: Does A commit the Crime of 

Fund Misappropriation?

Rule: The essential elements for the 

crime include: 1.The person is an 

employee of a company, enterprise, or 

other units; 2. […]; 3. [….];4.[…]

Application: 1. A, the deputy director 

of the Bureau of Finance in X district, is 

an employee of the unit; 

2.[…]; 3.[…]; 4.[…].

Conclusion: Based on the analysis 

above, A's actions meet the essential 

elements for the crime. 

Therefore, A is guilty of 

misappropriating funds. 

The answer is True.

[···]

it is necessary to analyze from four 

elements: subject, mental, object, and 

conduct.

Q1: Judgment on whether the subject 

meets the criteria for the subject of the 

crime(staff members of companies, 

enterprises, or other units)? 

A1: X, as the deputy director of the 

Bureau of Finance in X district, is a staff 

member of a unit, meeting the criteria 

for the subject of the crime of 

misappropriation of funds. (True)

Q2:[···]?    A2: [···] (True)

Q3:[···]?    A3: [···] (True)

Q4:[···]?    A4: [···] (True)

Based on the analysis, A constituted the 

crime.

Final Answer: True

Judgment logic: 

According to the rule explanation, the 

specific subject of the crime of 

misappropriation of funds is the employee 

of a company, enterprise or any other unit , 

and individuals with the status of state 

functionaries cannot be the subject of this 

crime. 

In the case facts, A was appointed as the 

deputy director of the Bureau of Finance in 

X district. 

Based on the nature of his position, A can be 

identified as a state functionary. 

Therefore, as a state functionary, A does not 

meet the specific subject requirements for 

the crime of Fund Misappropriation. 

Answer: False

LRP: True Chain-of-Logic: True MALR: False

[···]

Issue: Does A commit the Crime of 

Fund Misappropriation?

Rule: The essential elements for the 

crime include: 1.The person is an 

employee of a company, enterprise, or 

other units; 2. […]; 3. [….];4.[…]

Application: 1. A, the deputy director 

of the Bureau of Finance in X district, 

is an employee of the unit; 

2.[…]; 3.[…]; 4.[…].

Conclusion: Based on the analysis 

above, A's actions meet the essential 

elements for the crime. 

Therefore, A is guilty of 

misappropriating funds. 

Final Answer: True. [···] [···] [···]

Final Answer: False

Figure 4: Case study for a given case. The green parts mean are the most critical information for distinguish the
confusing charges, the red parts are contents that do not match the facts of the case.

legal rules without any training process. However,453

the performance drops in most situations, some-454

times even worse than without using insights at all.455

A possible explanation is that directly generating456

insights may lead to the inclusion of unimportant457

information. We provide case examples with expla-458

nations comparing the directly generated insights459

with those obtained through our training process in460

Appendix E.461

5.4 Case Study462

Figure 4 presents an example of different meth-463

ods used to predict confusing charges. As demon-464

strated in the case, our framework effectively fo-465

cuses on the most critical aspects of the legal rules466

and makes a well-reasoned judgment. In contrast,467

both LRP and Chain-of-Logic overlook the cru- 468

cial information in the legal rules, resulting in their 469

failure to accurately predict the confusing charge. 470

6 Conclusion 471

In the study, we introduce a challenging task to 472

better evaluate LLMs’ capability to comprehend le- 473

gal theories. The proposed MALR framework can 474

automatically decomposes complex legal tasks and 475

extracts insights from legal rules, enhancing LLMs’ 476

legal reasoning abilities. Extensive experiments 477

demonstrate MALR’s effectiveness in equipping 478

LLMs with a robust understanding of legal rules. 479

8



7 Ethical Considerations480

The datasets we used for evaluation are all from481

public legal datasets, and information about the482

defendants has been anonymized. Thus, our study483

does not involve potential ethical concerns.484

As Legal AI continues to evolve, our aim is to ad-485

dress the issue of "too many cases but too few legal486

experts." Moving forward, we hope to dedicate our487

efforts towards researching the interpretability of488

the LLMs, with the goal of building more reliable489

AI and supporting AI for good.490

8 Limitations491

Our work has two main limitations. First, even492

though we achieved great results, MALR did not493

predict correctly on all confusing charge pair cases.494

In the future, retrieval augmented generation could495

help our model perform better.496

Second, our framework shows that LLMs can497

self-improve by summarize insights into the rules498

from trials and errors, which helps LLMs to better499

perform in complex legal reasoning tasks. Never-500

theless, the potential for applying this approach in501

other fields such as medicine, finance, and scientific502

discovery remains unexplored. In the future, our503

framework could be applied in diverse domains.504
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A Prompt Template for our MALR694

Agents695

The prompt Templates for each agents can refer696

to Figure 5, 6, 7. We provide prompt templates in697

English; however, when applied in practice, these698

templates can be adapted to different languages by699

translating them into the corresponding language-700

specific prompts.701

B Dataset and Experiments Information702

CAIL2018 is a popular Chinese charge prediction703

datasets. It consists of real-world cases, each of704

which includes a fact description and the corre-705

sponding charges labels.706

CJO is another Chinese legal dataset, same707

source from the CAIL2018, which is constructed708

to mitigate the potential data leakage.709

CAIL-I contains 462 innocent cases that did not710

involve any crime. The dataset also has annotations711

for the criminal charge most similar to the non-712

criminal facts. The legal judgment prediction for713

an innocent case adheres to the presumption of714

innocence. It can evaluate whether LLMs can fully715

conform to legal rules for reasoning.716

Key differences between each pair of confusing717

charges are provided in Figure 8. Model Cost.718

Statistically, the total token of our method is 1365719

for each CAIL2018 example and the inference time720

per example is about 22s.721

C Prompt Template for Baseline722

The prompt templates for each baseline can refer to723

Figure 9, 10, 11. We provide prompt templates in724

English; however, when applied in practice, these725

templates can be adapted to different languages by726

translating them into the corresponding language-727

specific prompts.728

D Specific Performance in the CAIL2018729

dataset730

Table 3 details the specific performance for each731

confusing-charge pair in the CAIL2018 dataset.732

The proposed MALR framework achieves the best733

performance on nearly all confusing charge pairs.734

E More Cases for our insights735

Figure 12 shows our training rule-insights can bet-736

ter learn the slight difference in the legal rules,737

which encourage the LLMs to better understand738

the legal rules.739
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You are currently in the task planning stage. Given a [Legal Rule Description] and related [Fact Descriptions of the 

case]. Please break it down into sub-tasks.

[Legal Rule Description]

{legal rule} 

[Fact Descriptions of the case] 

{fact description}

- Each sub-task action MUST have a unique ID, which is strictly increasing.

- Ensure the plan maximizes parallelizability.

- Never explain the sub-task actions with comments.

Auto-Planner

You are a helpful legal profession. With a clear definition of the rule of {sub-task}.

Please determine whether {criminals} commit the crime of {charge_name} on the {sub-task} aspect, based on the 

[Legal Rule Description] and [Fact Descriptions of the case]. 

(Answer True if it constitutes the crime of {charge_name}, and answer False if it does not). 

[Legal Rule Description]

{legal rule on sub-task} 

Note: {rule-insights into the sub-task legal rule} //When training insights, this is Empty String//

[Fact Descriptions of the case] 

{fact description}

[Knowledge feedback based on insight]

{Knowledge_feedback_by_external expert} //When training insights, this is Empty String//

Note:

Clarify the elements of {sub-task} and their corresponding relationship with the rules, clearly express your judgment 

logic, and provide a definite conclusion answer: True, False (answer True if it constitutes the {sub-task} of the crime 

of  {charge_name}, answer False if it does not). 

Answer format: [Judgment Logic] + [Answer]

Sub-task Agent

Self-Reflector

You are an advanced legal agent who can analyze the incorrect answer and reasons through self-reflection.

By breaking down the task into following sub-tasks: {sub-task list}, sub-task experts reason that whether the 

defendant commits the crime of certain charge on the corresponding sub-aspect, based on the [Sub-task Legal Rule] 

and [Fact Descriptions of the case]. 

But sub-task experts incorrectly answered the question, please analyze where the judgment was mistatken based on 

the error trial, which could be one or more sub-tasks.

[Legal Rule Description]

{legal rule on sub-task} 

[Fact Descriptions of the case] 

{fact description}

[Incorrect Answer]

{initial_error_answers}

[ground truth]

{GROUND TRUTH FROM EXERTNAL FEEDBACK}

[Requirement]

[answer format]

Aspect1: <ONLY the option word of the four aspects; not a complete sentence!>

Reason1: <ONLY the reason why Aspect1 you conclude error results in Chinese>

...

Select the key error aspect, NOT all aspects are necessary to analyze.

Figure 5: Prompt Template for Auto-Planer, Sub-task Agent and Self-Reflector
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Insight Drawer for error-success-pair experience

You are an advanced legal agent who can draw insight into the rule to improve by self-reflection. 

I will give your two attempts at answering a legal reasoning question based on a given the [Legal Rule Description] 

and [Fact Descriptions of the case].

There are one incorrect answer and one correct answer. Please generate one-sentence insight into the sub-task legal 

rule to highlight the most critical task-level judgment factor, NOT mention any specific information like defendant’s 

name.

[Legal Rule Description]

{legal rule on error sub-task} 

[Fact Descriptions of the case] 

{fact description}

[Question]

Please determine whether {criminal} commit the crime of {charge_name} on the {sub-task} aspect, based on the 

[Legal Rule Description] and [Fact Descriptions of the case]. 

[Error Trial]

{error_trial}

[Success Trial]

{success_trial}

[Output]

Insight Drawer for successful experience

You are an advanced legal agent who can draw insight into the rule to improve by self-reflection. 

I will give your two attempts regarding the judgment of a case. The first is to answer whether the fact meets [Legal 

Rule of {golden_charge}], and the second is whether it meets [Legal Rule of {confuing_charge}].

Please generate one-sentence insight into the rule to highlight the most critical task-level judgment factor between 

the two charges. NOT mention any specific information like defendant’s name.

[Fact Descriptions of the case] 

{fact description}

[Legal Rule Description 1]

{Golden charge’s legal rule} 

[Question]

Please determine whether {criminal} commit the crime of {golden_charge}

[Answer]

{Successful Trial for all sub-tasks responses}

[Legal Rule Description 2]

{Confusing charge’s legal rule} 

[Question]

Please determine whether {criminal} commit the crime of {confusing_charge}

[Answer]

{Successful Trial for all sub-tasks responses}

[Output]

Figure 6: Prompt Template for Insight Drawer
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Insight Filtering

You are an insight filtering who can filter the insights in the rule-insight knowledge base.

[Insights knowledge base]

{insight_from_knowledge_base} /JSON Format/

[Requirement]

1. Check the correctness for insights

2. Filter and remove duplicate insights

3. Don’t change the original expression of any insights

4. Return the same json format as [Insights knowledge base]

Insight Inferencer

You are an expert at extracting the most critical information from rules, and you will be given some legal rules and 

the insights that have been extracted from them. 

These insights can help judges make court decisions.

Please refer to the following rules and insights, and generate the corresponding insight within a new legal rule.

[Example 1]

Legal Rule: 

{similar_rule}

Insight: 

{similar_rule_insight}

[Your turn]

Legal Rule:

{new_charge_rule} 

Insight: 

Ask Key Question for Fact Checking

Please form a key question based on the [insight] and [case fact]. 

[Start of Examples] 

[insight] 

If the subject is a state functionary, it does not meet the subject criteria for the crime of fund misappropriation. 

[case fact] 

[…]The defendant, taking advantage of his position as a customer manager at the X of the Agricultural Bank of 

China XXX, misappropriated RMB 400,000 of the unit's funds under the name of loan customer XXX by forging 

materials required for the "second use of credit application" of a business loan in XXX name on January 6, 2015.  

[…]

[Question] 

Does Xiao Moujia qualify as the subject for the crime of fund misappropriation? 

[Your response] 

S1: Review of the subject for the crime of fund misappropriation: The defendant Xiao Moujia is a customer manager 

at X of the Agricultural Bank of China XXX. 

S2: Relationship between the subject and the insight: If the subject is a state functionary, it does not meet the subject 

criteria for the crime of fund misappropriation.

S3: Therefore, the key question formed is: Is the customer manager at X of the Agricultural Bank of China XXX  a 

state functionary?

[End of Examples] 

[Your turn] 

[insight] {insight} 

[case fact] {fact} 

[question] Does this case constitute the element of {charge_name}? 

[Your response]

Figure 7: Prompt Template for Insight Filtering, Insight Inference and Ask Key Question for Fact Checking
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Figure 8: Key difference between each pair of confusing charge

Golden Charge MP FM BY BN KD ID FL LF FM OE FD LF FD CB FO FS
GPT-3.5

ZS-CoT 4.0 0.0 12.0 8.0 32.0 4.0 0.0 0.0 0.0 16.0 36.0 0.0 24.0 8.0 56.0 0.0
LRP 0.0 0.0 0.0 0.0 32.0 0.0 4.0 0.0 0.0 16.0 20.0 4.0 20.0 4.0 48.0 8.0

FS-Prompt 0.0 0.0 0.0 0.0 40.0 8.0 0.0 0.0 8.0 8.0 76.0 4.0 72.0 4.0 68.0 0.0
FS-CoT 8.0 64.0 12.0 0.0 20.0 0.0 0.0 0.0 0.0 12.0 36.0 0.0 16.0 0.0 24.0 0.0

Chain-of-Logic 0.0 28.0 0.0 8.0 0.0 8.0 0.0 0.0 4.0 0.0 4.0 0.0 28.0 0.0 20.0 40.0
MALR (Our) 24.0 64.0 64.0 16.0 68.0 28.0 28.0 12.0 8.0 28.0 24.0 72.0 32.0 44.0 52.0 88.0

GPT-4
ZS-CoT 12.0 52.0 68.0 12.0 24.0 0.0 0.0 0.0 4.0 40.0 96.0 4.0 96.0 8.0 76.0 80.0

LRP 20.0 76.0 60.0 32.0 16.0 44.0 8.0 0.0 28.0 24.0 80.0 8.0 80.0 16.0 56.0 60.0
FS-Prompt 12.0 56.0 84.0 32.0 20.0 0.0 16.0 60.0 88.0 20.0 56.0 32.0 92.0 20.0 40.0 28.0

FS-CoT 8.0 64.0 48.0 12.0 24.0 0.0 0.0 0.0 0.0 20.0 100.0 0.0 92.0 4.0 84.0 88.0
Chain-of-Logic 8.0 80.0 56.0 16.0 24.0 0.0 0.0 0.0 8.0 16.0 100.0 0.0 92.0 12.0 80.0 84.0
MALR (Our) 36.0 88.0 84.0 32.0 36.0 76.0 32.0 28.0 44.0 20.0 96.0 56.0 100.0 12.0 72.0 96.0

Table 3: Results on each criminal charge of confusing-charge pairs on CAIL2018 dataset.
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You are a helpful legal profession.

Please determine whether {criminals} commit the crime of {charge_name} based on the [Legal Rule Description] 

and [Fact Descriptions of the case]. 

(Answer True if it constitutes the crime of {charge_name}, and answer False if it does not). 

[Legal Rule Description]

{legal rule} 

[Fact Descriptions of the case] 

{fact description}

Let's think step by step.

ZS-CoT

You are a helpful legal profession.

Please determine whether {criminals} commit the crime of {charge_name} based on the [Legal Rule 

Description] and [Fact Descriptions of the case] through IRAC (Issue, Rule, Application, Conclusion) legal

reasoning approach.

(Answer True if it constitutes the crime of {charge_name}, and answer False if it does not). 

[Legal Rule Description]

{legal rule} 

[Fact Descriptions of the case] 

{fact description}

ZS-LRP

You are a helpful legal profession.

Please determine whether {criminals} commit the crime of {charge_name} based on the [Legal Rule 

Description] and [Fact Descriptions of the case]. 

(Answer True if it constitutes the crime of {charge_name}, and answer False if it does not). 

[Legal Rule Description]

{legal rule} 

Here are some demonstrations:

<Demonstration 1>

[Fact Descriptions of the case] 

{fact description of the positive example}

[Question]: Whether {criminals_demo1} commit the crime of {charge_name}?

[Answer]:True

<Demonstration 2>

[Fact Descriptions of the case] 

{fact description of the negative example}

[Question]: Whether {criminals_demo2} commit the crime of {charge_name}?

[Answer]:False

Now, it is your turn!

[Fact Descriptions of the case] 

{fact description}

[Question]: Whether {criminals} commit the crime of {charge_name}?

[Answer]:

FS-Prompt

Figure 9: Prompt Template for baseline ZS-CoT, ZS-LRP and FS-Prompt
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You are a helpful legal profession.

Please determine whether {criminals} commit the crime of {charge_name} based on the [Legal Rule 

Description] and [Fact Descriptions of the case]. 

(Answer True if it constitutes the crime of {charge_name}, and answer False if it does not). 

Here are some demonstrations:

<Demonstration 1>

[Legal Rule Description]

{legal rule} 

[Fact Descriptions of the case] 

{fact description of the positive example}

[Question]: Whether {criminals_demo1} commit the crime of {charge_name}?

[Judgment Logic]:

{chain_of_thought_for_demo1}

[Answer]: True

<Demonstration 2>

[Legal Rule Description]

{legal rule} 

[Fact Descriptions of the case] 

{fact description of the negative example}

[Question]: Whether {criminals_demo2} commit the crime of {charge_name}?

[Judgment Logic]:

{chain_of_thought_for_demo2}

[Answer]: False

Now, it is your turn!

[Legal Rule Description]

{legal rule} 

[Fact Descriptions of the case] 

{fact description}

[Question]: Whether {criminals} commit the crime of {charge_name}?

[Judgment Logic]:

FS-CoT

Figure 10: Prompt Template for baseline FS-CoT
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You are a helpful legal profession.

Please determine whether {criminals} commit the crime of {charge_name} based on the [Legal Rule 

Description] and [Fact Descriptions of the case]. 

(Answer True if it constitutes the crime of {charge_name}, and answer False if it does not). 

Here are some demonstrations:

<Demonstration 1>

[Legal Rule Description]

{legal rule} 

[Fact Descriptions of the case] 

{fact description of the positive example}

[Question]: Whether {criminals_demo1} commit the crime of {charge_name}?

[Judgment Logic]:

Decompose the rule into elements:

The rule can be decomposed by (A) subject rule, (B) mental aspect rule, (C) object rule, (D) conduct 

aspect rule.

Logical Expression: (A and B and C and D)

Answer each rule element separately:

Q1: Does the defendant satisfy the subject rule (specific content in the subject rule of {charge_name})? 

A1:The defendant is the xx, so satisfied the subject rule.(True)

Q2: Does the defendant satisfy the mental aspect rule (specific content in the mental aspect rule of 

{charge_name})? 

A2:The defendant is the xx, so satisfied the mental aspect rule.(True)

Q3: Does the defendant satisfy the object rule (specific content in the object rule of {charge_name})? 

A3:The defendant is the xx, so satisfied the object rule.(True)

Q4: Does the defendant satisfy the conduct aspect rule (specific content in the conduct aspect rule of 

{charge_name})? 

A4:The defendant is the xx, so satisfied the conduct aspect rule.(True)

Logical expression with answer: (True and True and True and True) = True

So the defendant commits the crime of {charge_name}.

[Answer]The final answer is: True

<Demonstration 2>

[Legal Rule Description]

{legal rule} 

[Fact Descriptions of the case] 

{fact description of the positive example}

[Question]: Whether {criminals_demo2} commit the crime of {charge_name}?

[Judgment Logic]: 

…

//The Judgment Logic format is similar to the Demonstration 1//

…

Logical expression with answer: (False and True and True and True) = False

So the defendant does not commits the crime of {charge_name}.

[Answer]The final answer is: False

Now, it is your turn!

[Legal Rule Description]

{legal rule} 

[Fact Descriptions of the case] 

{fact description}

[Question]: Whether {criminals} commit the crime of {charge_name}?

[Judgment Logic]:

Chain-of-Logic

Figure 11: Prompt Template for baseline Chain-of-Logic
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Charge 

Name

Key Difference Sub-task Legal Rule Our Training Insights Directly Generate Insights

Misappropri

ation of 

Public Fund

Whether the 

subject of the 

defendant is a 

state 

functionary

yes Subject: The subject of this 

crime is a special subject, 

namely state functionaries.

If one is not a state 

functionary, then they do not 

meet the subject requirement 

for the crime of 

misappropriation of public 

funds.

pay attention to "Special 

subject, namely state 

functionaries"

Fund 

Misappropri

ation

no Subject: The subject of this 

crime is a special subject, 

namely employees of 

companies, enterprises, or 

other units. Individuals with 

the status of state 

functionaries cannot be 

subjects of this crime.

If the individual is a state 

functionary, then they do not 

meet the subject requirement 

for the crime of funds 

misappropriation.

pay attention to "Employees 

of companies, enterprises, or 

other units"

Kidnapping Whether the 

mental aspect 

is to extort 

property

yes Mental aspect: This crime 

is subjectively constituted 

by direct intent, and has the 

purpose of extorting 

property or taking hostages. 

If the action is not intended 

for the purpose of extorting 

property, then it does not 

meet the subjective 

requirement of the crime of 

kidnapping.

pay attention to 1: "Direct 

intent" 2: "The purpose of 

extorting property or taking 

hostages"

Illegal 

Detention

no Mental aspect: The crime 

of illegal detention is 

subjectively characterized 

by intent and aimed at 

depriving another person of 

personal freedom.

If the main purpose of the 

perpetrator is to extort 

property, then it does not 

meet the subjective 

requirement of the crime of 

illegal detention.

pay attention to 1: 

"Intentionally" 2: "With the 

purpose of depriving another 

person of personal freedom" 

3: "Negligence does not 

constitute the crime of illegal 

detention"

Figure 12: Case study for illustrating the effectiveness of our training insights.
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