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ABSTRACT

Public data has been frequently used to improve the privacy-accuracy trade-off of
differentially private machine learning, but prior work largely assumes that this
data come from the same distribution as the private. In this work, we look at how
to use generic large-scale public data to improve the quality of differentially pri-
vate image generation in Generative Adversarial Networks (GANs), and provide
an improved method that uses public data effectively. Our method works under
the assumption that the support of the public data distribution contains the support
of the private; an example of this is when the public data come from a general-
purpose internet-scale image source, while the private data consist of images of a
specific type. Detailed evaluations show that our method achieves SOTA in terms
of FID score and other metrics compared with existing methods that use public
data, and can generate high-quality, photo-realistic images in a differentially pri-
vate manner.

1 INTRODUCTION

Differential privacy (DP) (Dwork et al., 2006; 2014) is considered the gold standard for privacy
in machine learning and data analytics with sensitive data, with many use-cases in industry and
government. While differentially private machine learning has seen considerable recent progress (Li
et al., 2021; Yu et al., 2021; De et al., 2022), the main challenge remains balancing the privacy-utility
trade-off. DP provides individual-level privacy by injecting noise into the training process in order
to obscure the private value of a single data point. This reduces the statistical efficiency, or accuracy
per sample of the trained model – sometimes rather significantly. As a result, a large body of work in
differentially private machine learning has focused on how to design algorithms that provide better
privacy vs. statistical efficiency trade-offs (Abadi et al., 2016; Sheffet, 2017; Iyengar et al., 2019).

In particular, for use-cases that involve small amounts of private data, a line of work has looked
into combining sensitive data with publicly available data to improve the utility of private machine
learning (Papernot et al., 2016; 2018; Zhu et al., 2020). However, the vast majority of this line of
work assume that the public data is drawn from the same data distribution as the private data. This
assumption is unrealistic in practice, since very often public data comes from a different source and
may have very different qualities than the private data.

In this work, we relax this assumption and consider the problem of generative modeling of a distri-
bution of private images based on generic large-scale public data. In particular, we assume that the
support of the public data distribution contains the support of the private. An example use-case is
when the public data comes from a general-purpose internet-scale source (such as ImageNet (Deng
et al., 2009)), while the private data consists of images of a specific type. Under this assumption,
our goal is to train a Generative Adversarial Network (GAN) to generate samples from the private
data distribution while preserving differential privacy of the private data.

The main challenge in this problem is ensuring high image generation quality. Learning the private
distribution either through direct training or fine-tuning using differentially private stochastic gradi-
ent descent (DP-SGD; (Song et al., 2013; Abadi et al., 2016)) requires the addition of a large amount
of noise during training, which results in noisy models that generate blurry or malformed images.
The key insight in our work is that instead of privately learning to generate highly detailed images
from scratch, it is much more efficient to privately adapt a generative model trained on public data.
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To leverage this insight, we first use a pair of encoder and decoder trained entirely on public data.
The encoder maps images to a low-dimensional feature space and the decoder generates images
given a feature vector. This architecture effectively reduces the problem of learning the private
image distribution to learning a private feature distribution in the latent space of the encoder. We do
so either by modeling the private features as a multivariate Gaussian, or by modeling the difference
between the public and private feature distributions using a density ratio estimator. Both methods
are highly sample-efficient when applied differentially privately. Using the estimated private feature
distribution, we then sample from it to obtain feature vectors and use the decoder to generate a new
image from the private image distribution.

Finally, we evaluate our proposed algorithms choosing ImageNet as public data, and six separate
image datasets as private data. We show that when privacy levels are moderate to high, our al-
gorithms vastly outperform existing baselines in terms of FID scores as well as other distribution
quality metrics. Visual inspection of the generated images reveals that unlike prior work, our meth-
ods are capable of producing drawn from the private distribution that are high quality and realistic
even for moderate to high privacy levels.

2 PRELIMINARIES

2.1 DIFFERENTIALLY PRIVATE MACHINE LEARNING

Differential privacy (DP) (Dwork et al., 2006; 2014) is a cryptographically motivated privacy def-
inition and now considered the gold standard in private data analysis. DP applies to a randomized
algorithm, and the main idea is that the participation of a single data point in the dataset should not
change the probability of any outcome by much. Formally, the definition is as follows.
Definition 1 ((ε, δ)-Differential Privacy). Let ε, δ ∈ R≥0. A randomized algorithm M : (X ×
Y)n → R with domain (X × Y)n and range R satisfies (ε, δ)-differential privacy if for any two
datasets D,D′ ∈ (X × Y)n that differ by a single person’s private data (x, y), and for any subset
of outputs S ⊆ R, we have:

P[M(D) ∈ S] ≤ eε · P[M(D′) ∈ S] + δ.

Observe that the definition involves two privacy parameters ε and δ; for both, higher values imply
lower privacy. DP has achieved considerable popularity in the literature because of its excellent
properties – resistance to prior information, effectiveness against privacy attacks (Yeom et al., 2018;
Humphries et al., 2020; Guo et al., 2022), as well as graceful composition under data re-use.

The standard tool for differentially private deep learning is differentially private stochastic gradient
descent (DP-SGD; (Song et al., 2013; Abadi et al., 2016)), which aims to train a deep learning
model by minimizing an empirical loss function calculated over the training data points. For this
purpose, in each iteration, DP-SGD samples a batch of training data points with the poisson sample
rate q, and calculates the gradients of the loss function corresponding to those points. Each gradient
is then clipped to a pre-set norm C, and Gaussian noise is added to the average gradient as follows:

ĝ =
1

B
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+N (0,σ2C2I)

󰀖
,

where gi is the gradient of the loss function corresponding to example i in the batch. Mironov et al.
(2019) proposes an advanced privacy accounting method, which can calculate the privacy parameters
from the total iterations T , poisson sample rate q, training set size n, and the scale of the noise σ.
Given the privacy parameters (ε, δ), although there is no explicit form to set the value σ, a binary
search can help find an appropriate σ as ε (with fixed δ) are monotonically increasing as σ decreases.

2.2 GENERATIVE ADVERSARIAL NETWORKS

For image generation models, we use Generative Adversarial Networks (GANs; (Goodfellow et al.,
2020)), a standard tool in deep generative modeling. To facilitate learning from off-distribution data,
we use as our backbone the recently proposed Instance-Conditioned GAN (IC-GAN; (Casanova
et al., 2021)). IC-GAN has shown excellent performance in generating “transfer” samples.
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Step 2: Sample     and generate a new image fom IC-GAN

Step 1: Obtain the private feature distribution

Private Data

z ⇠ N (0, I)

<latexit sha1_base64="ipNZMK/hIeo7sCmTl1g3IrtX8Kw=">AAACE3icbVDLSsNAFJ3UV62vqEs3g0WoIiWRii6LbnQjFewDmlAm00k7dCYJMxOhhvyDG3/FjQtF3Lpx5984SSto9cDAmXPu5d57vIhRqSzr0yjMzS8sLhWXSyura+sb5uZWS4axwKSJQxaKjockYTQgTUUVI51IEMQ9Rtre6Dzz27dESBoGN2ocEZejQUB9ipHSUs88cDhSQ89P7lLoSMph/seIJVdp5duz0kN4ud8zy1bVygH/EntKymCKRs/8cPohjjkJFGZIyq5tRcpNkFAUM5KWnFiSCOERGpCupgHiRLpJflMK97TSh34o9AsUzNWfHQniUo65pyuzLeWsl4n/ed1Y+aduQoMoViTAk0F+zKAKYRYQ7FNBsGJjTRAWVO8K8RAJhJWOsaRDsGdP/ktaR1W7Vj2+rpXrZ9M4imAH7IIKsMEJqIML0ABNgME9eATP4MV4MJ6MV+NtUlowpj3b4BeM9y9mi53U</latexit>

Ppriv

<latexit sha1_base64="lsjq2mAD/xc/IpXqp5M/EW0bvOY=">AAACAHicbVBNS8NAEN3Ur1q/oh48eAkWwVNJpKLHohePFewHNLFstpt26WYTdifFEnLxr3jxoIhXf4Y3/42bNgdtfTDweG+GmXl+zJkC2/42Siura+sb5c3K1vbO7p65f9BWUSIJbZGIR7LrY0U5E7QFDDjtxpLi0Oe0449vcr8zoVKxSNzDNKZeiIeCBYxg0FLfPHJDDCOCedrMHlygj5DGkk2yvlm1a/YM1jJxClJFBZp988sdRCQJqQDCsVI9x47BS7EERjjNKm6iaIzJGA9pT1OBQ6q8dPZAZp1qZWAFkdQlwJqpvydSHCo1DX3dmZ+rFr1c/M/rJRBceSkTcQJUkPmiIOEWRFaehjVgkhLgU00wkUzfapERlpiAzqyiQ3AWX14m7fOaU69d3NWrjesijjI6RifoDDnoEjXQLWqiFiIoQ8/oFb0ZT8aL8W58zFtLRjFziP7A+PwB+YOXTw==</latexit>

Feature 
Extractor

h

Ppriv

<latexit sha1_base64="lsjq2mAD/xc/IpXqp5M/EW0bvOY=">AAACAHicbVBNS8NAEN3Ur1q/oh48eAkWwVNJpKLHohePFewHNLFstpt26WYTdifFEnLxr3jxoIhXf4Y3/42bNgdtfTDweG+GmXl+zJkC2/42Siura+sb5c3K1vbO7p65f9BWUSIJbZGIR7LrY0U5E7QFDDjtxpLi0Oe0449vcr8zoVKxSNzDNKZeiIeCBYxg0FLfPHJDDCOCedrMHlygj5DGkk2yvlm1a/YM1jJxClJFBZp988sdRCQJqQDCsVI9x47BS7EERjjNKm6iaIzJGA9pT1OBQ6q8dPZAZp1qZWAFkdQlwJqpvydSHCo1DX3dmZ+rFr1c/M/rJRBceSkTcQJUkPmiIOEWRFaehjVgkhLgU00wkUzfapERlpiAzqyiQ3AWX14m7fOaU69d3NWrjesijjI6RifoDDnoEjXQLWqiFiIoQ8/oFb0ZT8aL8W58zFtLRjFziP7A+PwB+YOXTw==</latexit>

v ⇠ Ppriv

<latexit sha1_base64="ZLhkgwhSumgg981BEpQluIxsLNA=">AAACEHicbVC7TsMwFHV4lvIKMLJYVAimKkFFMFawMBaJPqQmVI7rtFadh+ybiirKJ7DwKywMIMTKyMbf4KQdoOVIlo7PuVf33uPFgiuwrG9jaXlldW29tFHe3Nre2TX39lsqSiRlTRqJSHY8opjgIWsCB8E6sWQk8ARre6Pr3G+PmVQ8Cu9gEjM3IIOQ+5wS0FLPPHECAkPPT8cZdhQPcPGnRKSN7N4B9gBpLPk465kVq2oVwIvEnpEKmqHRM7+cfkSTgIVABVGqa1sxuCmRwKlgWdlJFIsJHZEB62oakoApNy0OyvCxVvrYj6R+IeBC/d2RkkCpSeDpynxdNe/l4n9eNwH/0k15GCfAQjod5CcCQ4TzdHCfS0ZBTDQhVHK9K6ZDIgkFnWFZh2DPn7xIWmdVu1Y9v61V6lezOEroEB2hU2SjC1RHN6iBmoiiR/SMXtGb8WS8GO/Gx7R0yZj1HKA/MD5/AFVinhA=</latexit>

(c) Private Density Estimation

µ

<latexit sha1_base64="FBdeAubSLfRgtu9n6cy+C+bRoGw=">AAAB+XicbVBLSwMxGMzWV62vVY9egkXwVHaloseiF48V7AO6S8lms21oHkuSLZSl/8SLB0W8+k+8+W/MtnvQ1oGQYeb7yGSilFFtPO/bqWxsbm3vVHdre/sHh0fu8UlXy0xh0sGSSdWPkCaMCtIx1DDSTxVBPGKkF03uC783JUpTKZ7MLCUhRyNBE4qRsdLQdYNIsljPuL3ygGfzoVv3Gt4CcJ34JamDEu2h+xXEEmecCIMZ0nrge6kJc6QMxYzMa0GmSYrwBI3IwFKBONFhvkg+hxdWiWEilT3CwIX6eyNHXBfh7CRHZqxXvUL8zxtkJrkNcyrSzBCBlw8lGYNGwqIGGFNFsGEzSxBW1GaFeIwUwsaWVbMl+KtfXifdq4bfbFw/Nuutu7KOKjgD5+AS+OAGtMADaIMOwGAKnsEreHNy58V5dz6WoxWn3DkFf+B8/gBP85Qc</latexit>

s

<latexit sha1_base64="+iBpzHbXDsEF/NiDrey2xFzLYik=">AAAB8XicbVDLSgMxFL1TX7W+qi7dBIvgqsxIRZdFNy4r2Ae2Q8mkd9rQTGZIMkIZ+hduXCji1r9x59+YtrPQ1gOBwzn3knNPkAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHssHM0nQj+hQ8pAzaqz02IuoGQVhpqf9csWtunOQVeLlpAI5Gv3yV28QszRCaZigWnc9NzF+RpXhTOC01Es1JpSN6RC7lkoaofazeeIpObPKgISxsk8aMld/b2Q00noSBXZyllAvezPxP6+bmvDaz7hMUoOSLT4KU0FMTGbnkwFXyIyYWEKZ4jYrYSOqKDO2pJItwVs+eZW0LqperXp5X6vUb/I6inACp3AOHlxBHe6gAU1gIOEZXuHN0c6L8+58LEYLTr5zDH/gfP4A+DiRHw==</latexit>

Public Data

Private Data

Feature 
Extractor

h

Ppriv(v) ⇡ N (µ, diag(s))

<latexit sha1_base64="QjWqUFJsWImaSy/V3c3phpEKhVk=">AAACS3icbVBBSxtBGJ2NtbVRa6pHL4NBMCBhVyL2KPXiSSIYFbIxfDs7Gwdnd4aZb4Nh2f/nxYs3/0QvPSilh84mQVvtB8M83vse8+ZFWgqLvv/o1RY+LH78tPS5vryy+mWt8XX93KrcMN5jSipzGYHlUmS8hwIlv9SGQxpJfhHdHFX6xZgbK1R2hhPNBymMMpEIBuioYSMKU8BrBrLollch8lsstBHjcmfKR0kxLls0BK2NuqUvuydOj5SM7SR1VxGmeblLZ+5YwOjVbctWa9ho+m1/OvQ9COagSebTHTYewlixPOUZMgnW9gNf46AAg4JJXtbD3HIN7AZGvO9gBim3g2LaRUm3HRPTRBl3MqRT9m9HAamtYrvNKqN9q1Xk/7R+jsm3QSEynSPP2OyhJJcUFa2KpbEwnKGcOADMCJeVsmswwNDVX3clBG+//B6c77WDTnv/tNM8/D6vY4lski2yQwJyQA7JMemSHmHkjvwgT+TZu/d+er+837PVmjf3bJB/prb4B7Xvths=</latexit>

DP-MGE
Ppriv(v) ⇡ D†

✓(v)P
pub(v)

<latexit sha1_base64="5cfVQWZ83zi592tAdbU7MJ0yB/I=">AAACVnicbVFNT+MwEHVSWKD7FeDIxaJaib1UyYoVHCvgwLFIFJCaUk3cSWvhJJY9qaii/En2svwULgi39LC0+yRLT2/ejMfPiVbSUhg+e35jY/PT1vZO8/OXr9++B7t7N7YojcCeKFRh7hKwqGSOPZKk8E4bhCxReJs8nM/rt1M0Vhb5Nc00DjIY5zKVAshJwyCLM6CJAFV16/uY8JEqbeS0PlroSVpN6588Bq1N8cgvhjFNkOC+ikcwHqNZsa2PKpMPlmHQCtvhAnydREvSYkt0h8FTPCpEmWFOQoG1/SjUNKjAkBQK62ZcWtQgHmCMfUdzyNAOqkUsNf/hlBFPC+NOTnyh/ttRQWbtLEucc76iXa3Nxf/V+iWlp4NK5rokzMX7RWmpOBV8njEfSYOC1MwREEa6XbmYgAFB7ieaLoRo9cnr5OZXOzpu/746bnXOlnFsswN2yI5YxE5Yh12yLusxwf6wF8/3Gt5f79Xf9Lferb637NlnH+AHb1tttxo=</latexit>

DP-DRE

Density Ratio 
Estimator

D†
✓

<latexit sha1_base64="YmDscKcfeoXMn4IylXq6kq5xHBI=">AAAB+3icbVBNS8NAEN3Ur1q/Yj16CRbBU0lE0WNRDx4r2A9oatlsJu3SzQe7E7GE/BUvHhTx6h/x5r9x2+agrQ8GHu/NMDPPSwRXaNvfRmlldW19o7xZ2dre2d0z96ttFaeSQYvFIpZdjyoQPIIWchTQTSTQ0BPQ8cbXU7/zCFLxOLrHSQL9kA4jHnBGUUsDs3ozcHEESB8y16fDIch8YNbsuj2DtUycgtRIgebA/HL9mKUhRMgEVarn2An2MyqRMwF5xU0VJJSN6RB6mkY0BNXPZrfn1rFWfCuIpa4IrZn6eyKjoVKT0NOdIcWRWvSm4n9eL8Xgsp/xKEkRIjZfFKTCwtiaBmH5XAJDMdGEMsn1rRYbUUkZ6rgqOgRn8eVl0j6tO2f187uzWuOqiKNMDskROSEOuSANckuapEUYeSLP5JW8GbnxYrwbH/PWklHMHJA/MD5/AEE7lJg=</latexit>

(d) Private Generation
Step 1: Sample feature vector from estimated

p =
1

N
(D†

✓(v
pub
1 ), . . . , D†

✓(v
pub
m ))

<latexit sha1_base64="n9dJ6JYXtorXRq8IaaOKOX3s9VE=">AAACYnicfVHLSgMxFM2M7/qqutRFsAgVpMyIohtB1IUrUbAqdOqQydxpg5kHyR2xhPlJd67c+CGmtYIvvBA4nAe5OYkKKTR63ovjTkxOTc/MztXmFxaXlusrqzc6LxWHNs9lru4ipkGKDNooUMJdoYClkYTb6OF0qN8+gtIiz65xUEA3Zb1MJIIztFRYHwQpw36UmKKiRzRIFOPGr8xFRZtnYYB9QHZvgpj1eqCq5qf5sQr9+wDhCU1RRtX2TiDjHPXO/5H0a2Q7rDe8ljca+hv4Y9Ag47kM689BnPMyhQy5ZFp3fK/ArmEKBZdQ1YJSQ8H4A+tBx8KMpaC7ZlRRRbcsE9MkV/ZkSEfs14RhqdaDNLLO4cL6pzYk/9I6JSaHXSOyokTI+MdFSSkp5nTYN42FAo5yYAHjSthdKe8zWzPaX6nZEvyfT/4NbnZb/l5r/2qvcXwyrmOWrJNN0iQ+OSDH5Jxckjbh5NWZcpacZefNrbkr7tqH1XXGmTXybdyNd/OauS0=</latexit>

with prob.

Ppriv

<latexit sha1_base64="lsjq2mAD/xc/IpXqp5M/EW0bvOY=">AAACAHicbVBNS8NAEN3Ur1q/oh48eAkWwVNJpKLHohePFewHNLFstpt26WYTdifFEnLxr3jxoIhXf4Y3/42bNgdtfTDweG+GmXl+zJkC2/42Siura+sb5c3K1vbO7p65f9BWUSIJbZGIR7LrY0U5E7QFDDjtxpLi0Oe0449vcr8zoVKxSNzDNKZeiIeCBYxg0FLfPHJDDCOCedrMHlygj5DGkk2yvlm1a/YM1jJxClJFBZp988sdRCQJqQDCsVI9x47BS7EERjjNKm6iaIzJGA9pT1OBQ6q8dPZAZp1qZWAFkdQlwJqpvydSHCo1DX3dmZ+rFr1c/M/rJRBceSkTcQJUkPmiIOEWRFaehjVgkhLgU00wkUzfapERlpiAzqyiQ3AWX14m7fOaU69d3NWrjesijjI6RifoDDnoEjXQLWqiFiIoQ8/oFb0ZT8aL8W58zFtLRjFziP7A+PwB+YOXTw==</latexit>

v ⇠ N (µ, diag(s))

<latexit sha1_base64="R8/kgnWJfPzjlj7St0NhQwkXlx0=">AAACL3icbVBdS8MwFE39nPOr6qMvwSFMkNHKRB+HgvgkCk6FdYw0TbewpC3J7XCU/iNf/Cu+iCjiq//CdPZBpxdCTs65h9x7/ERwDY7zYs3Mzs0vLFaWqssrq2vr9sbmjY5TRVmbxiJWdz7RTPCItYGDYHeJYkT6gt36w9NCvx0xpXkcXcM4YV1J+hEPOSVgqJ595kkCAz/MRjn2NJd48qZEZBd53fNjEeixNFfmyTTfxx6we8gCTvpGLZ0639vr2TWn4UwK/wVuCWqorMue/eQFMU0li4AKonXHdRLoZkQBp4LlVS/VLCF0SPqsY2BEJNPdbLJvjncNE+AwVuZEgCfsT0dGpC7GNp3FjHpaK8j/tE4K4XE341GSAovo90dhKjDEuAgPB1wxCmJsAKGKm1kxHRBFKJiIqyYEd3rlv+DmoOE2G4dXzVrrpIyjgrbRDqojFx2hFjpHl6iNKHpAT+gVvVmP1rP1bn18t85YpWcL/Srr8wuwYKqq</latexit>

v ⇠ {vpub
1 , . . . ,vpub

m }

<latexit sha1_base64="c8MN/7PKyJ9JCVUYUBWDcGh2s8Q=">AAACM3icbVDLSgNBEJz1GeMr6tHLYBA8hLArET0GvYinCOYB2RhmJ7PJkJndZaY3GJb9Jy/+iAdBPCji1X9w8gBjYkFDUdVNd5cXCa7Btl+tpeWV1bX1zEZ2c2t7Zze3t1/TYawoq9JQhKrhEc0ED1gVOAjWiBQj0hOs7vWvRn59wJTmYXAHw4i1JOkG3OeUgJHauRtXEuh5fjJIsau5xG7yq7SdexfYAyRR7KUFV3RC0IUZW87YbtrO5e2iPQZeJM6U5NEUlXbu2e2ENJYsACqI1k3HjqCVEAWcCpZm3ViziNA+6bKmoQGRTLeS8c8pPjZKB/uhMhUAHquzEwmRWg+lZzpHB+t5byT+5zVj8C9aCQ+iGFhAJ4v8WGAI8ShA3OGKURBDQwhV3NyKaY8oQsHEnDUhOPMvL5LaadEpFc9uS/ny5TSODDpER+gEOegcldE1qqAqougRvaB39GE9WW/Wp/U1aV2ypjMH6A+s7x/yDK2S</latexit>

DP-MGE DP-DRE

Step 2: Generate a new image fom IC-GAN

IC-GAN
g

z ⇠ N (0, I)

<latexit sha1_base64="ipNZMK/hIeo7sCmTl1g3IrtX8Kw=">AAACE3icbVDLSsNAFJ3UV62vqEs3g0WoIiWRii6LbnQjFewDmlAm00k7dCYJMxOhhvyDG3/FjQtF3Lpx5984SSto9cDAmXPu5d57vIhRqSzr0yjMzS8sLhWXSyura+sb5uZWS4axwKSJQxaKjockYTQgTUUVI51IEMQ9Rtre6Dzz27dESBoGN2ocEZejQUB9ipHSUs88cDhSQ89P7lLoSMph/seIJVdp5duz0kN4ud8zy1bVygH/EntKymCKRs/8cPohjjkJFGZIyq5tRcpNkFAUM5KWnFiSCOERGpCupgHiRLpJflMK97TSh34o9AsUzNWfHQniUo65pyuzLeWsl4n/ed1Y+aduQoMoViTAk0F+zKAKYRYQ7FNBsGJjTRAWVO8K8RAJhJWOsaRDsGdP/ktaR1W7Vj2+rpXrZ9M4imAH7IIKsMEJqIML0ABNgME9eATP4MV4MJ6MV+NtUlowpj3b4BeM9y9mi53U</latexit>

v

<latexit sha1_base64="d+H3oq4oz1zXhdpffhBZFMdWla8=">AAAB8XicbVDLSgMxFL1TX7W+qi7dBIvgqsyIosuiG5cV7APbUjLpnTY0kxmSTKEM/Qs3LhRx69+482/MtLPQ1gOBwzn3knOPHwuujet+O4W19Y3NreJ2aWd3b/+gfHjU1FGiGDZYJCLV9qlGwSU2DDcC27FCGvoCW/74LvNbE1SaR/LRTGPshXQoecAZNVZ66obUjPwgncz65Ypbdecgq8TLSQVy1Pvlr+4gYkmI0jBBte54bmx6KVWGM4GzUjfRGFM2pkPsWCppiLqXzhPPyJlVBiSIlH3SkLn6eyOlodbT0LeTWUK97GXif14nMcFNL+UyTgxKtvgoSAQxEcnOJwOukBkxtYQyxW1WwkZUUWZsSSVbgrd88ippXlS9y+rVw2WldpvXUYQTOIVz8OAaanAPdWgAAwnP8ApvjnZenHfnYzFacPKdY/gD5/MH/MeRIg==</latexit>

(a) Encoder/Decoder Training

Public Data

Feature 
Extractor

h

IC-GAN
g

v

<latexit sha1_base64="d+H3oq4oz1zXhdpffhBZFMdWla8=">AAAB8XicbVDLSgMxFL1TX7W+qi7dBIvgqsyIosuiG5cV7APbUjLpnTY0kxmSTKEM/Qs3LhRx69+482/MtLPQ1gOBwzn3knOPHwuujet+O4W19Y3NreJ2aWd3b/+gfHjU1FGiGDZYJCLV9qlGwSU2DDcC27FCGvoCW/74LvNbE1SaR/LRTGPshXQoecAZNVZ66obUjPwgncz65Ypbdecgq8TLSQVy1Pvlr+4gYkmI0jBBte54bmx6KVWGM4GzUjfRGFM2pkPsWCppiLqXzhPPyJlVBiSIlH3SkLn6eyOlodbT0LeTWUK97GXif14nMcFNL+UyTgxKtvgoSAQxEcnOJwOukBkxtYQyxW1WwkZUUWZsSSVbgrd88ippXlS9y+rVw2WldpvXUYQTOIVz8OAaanAPdWgAAwnP8ApvjnZenHfnYzFacPKdY/gD5/MH/MeRIg==</latexit>

Figure 1: Method overview. We first train a feature extractor and IC-GAN on public data in (a),
which can be used for non-private data generation from the private distribution Ppriv as shown in (b).
To make this generation process private, we estimate Ppriv privately in (c) using either a multivariate
Gaussian distribution (DP-MGE; Section 3.1) or a density ratio estimator combined with the public
distribution (DP-DRE; Section 3.2). The private generation process then proceeds by sampling a
feature vector v from the estimated distribution and using the IC-GAN to generate an image in (d).

In particular, IC-GAN works as follows. First, we train an unsupervised feature extractor h on the
training data, and use it to obtain representations h(x) of the input. Then, we learn a generator
that models the data distribution as a mixture of the instance-conditional distributions. Specifically,
given an instance x, the IC-GAN generator takes its feature vector h(x) as input and samples from
a distribution of images x′ whose feature vectors h(x′) are close to the input feature h(x).

To generate samples from a distribution that is different from the training, we simply need to sample
an instance x from the dataset, compute the feature vector h(x), and generate a new sample by
feeding h(x) to the generator. If x still lies within the support of the training distribution – even if it
is not directly drawn from it – the IC-GAN should be able to generate a sample close to it.

2.3 PROBLEM SET-UP.

Problem statement. Our precise problem statement is as follows. We are given a private image
dataset Dpriv and an auxiliary public image dataset Dpub. Our goal is to learn a generator G that can
generate new images such that (a) the distribution of the generated images is close to the distribution
of Dpriv and (b) the learning algorithm that outputs the generator satisfies (ε, δ)-differential privacy
with respect to Dpriv. This problem setting follows Harder et al. (2022), and is motivated by the
difficulty of private image generation from only a relatively small private dataset (Xie et al., 2018;
Jordon et al., 2018; Long et al., 2021; Chen et al., 2020).

Observe that the learning algorithm can use Dpub as it sees fit, and hence is easy if Dpub and Dpriv

are drawn from the same distribution. The challenge however is this may not be true, and often is
not, in real-world settings. In this work, we relax this by assuming that the support of the public data
distribution contains the support of the private. An example of this is when the public data comes
from a general-purpose internet-scale source, while the private data consists of images of a specific
type. For example, if the private dataset contains images of different objects, ImageNet (Deng et al.,
2009) is a reasonable public dataset that includes a wide variety of objects.

3 METHOD

Main ideas. Our core insight is that instead of privately learning to generate highly detailed images
from scratch, it is more sample-efficient to privately adapt a generative model trained on public data.
This adaptation process can be broken into three steps (see Figure 1 for the illustration):
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1. We use a pair of encoder and decoder trained entirely on public data. The encoder maps images
to a low-dimensional feature space and the decoder generates images given a feature.

2. The encoder-decoder architecture effectively reduces the problem of learning the private image
distribution to learning the private feature distribution in the encoder feature space. This can
be done either by modeling the private features as a multivariate Gaussian, or by modeling the
difference between the public and private feature distributions using a density ratio estimator.
Both algorithms are highly sample-efficient when applied differentially privately.

3. Using the estimated private feature distribution, we can sample from it to obtain feature vectors
and use the decoder to generate a novel image.

Encoder-decoder architecture. Given an image x, the encoder is a neural network that maps x to
some feature vector v = h(x) in a low-dimensional feature space. For instance, we can instantiate
the encoder with the convolutional layers of a ResNet50 (He et al., 2016) network. The decoder is
a generative model that takes the feature vector v and generates an image similar to x, which can
be done using an IC-GAN (Casanova et al., 2021). Both the encoder (i.e., feature extractor) and the
decoder are trained on public data using standard training methodologies.

The encoder-decoder architecture can be readily used for non-private image generation. In Figure
1(b), the private data is converted to a private feature distribution Ppriv using the feature extractor
h. To generate an image, we can sample v ∼ Ppriv and use the IC-GAN g to output an image.
Notably, since IC-GAN is capable of generating new images whose feature vectors are close to v,
this allows us to obtain new samples from the private distribution.

Private adaptation via density estimation. The generation process outlined above is not differen-
tially private since it depends on particular samples in the private data distribution. However, if we
can estimate Ppriv by modeling it privately then we can sample feature from the estimated distribu-
tion to generate new samples. Since Ppriv is a distribution on a low-dimensional feature space, we
can model it privately in a sample-efficient manner by leveraging existing DP techniques. In Sec-
tions 3.1 and 3.2, we propose two modeling algorithms: 1. DP Multivariate Gaussian Estimation
(DP-MGE), which models Ppriv as a multivariate Gaussian; and 2. DP Density Ratio Estimation
(DP-DRE), which models the ratio between Ppriv and the public feature distribution Ppub using a
trained network. Figure 1(c) gives an illustration of the two algorithms.

Private image generation. Given a differentially private estimator of the private feature distribution
Ppriv, we can sample from it to obtain a feature vector v and use the decoder to output a new
generated image g(v) just as in non-private generation. Figure 1(d) details the sampling procedure
for both DP-MGE and DP-DRE. The only remaining question is how to model Ppriv differentially
privately, which we detail in the following sections.

3.1 DIFFERENTIALLY PRIVATE MULTIVARIATE GAUSSIAN ESTIMATION (DP-MGE)

Our first idea is to simply model Ppriv as a normal distribution N (µ, diag(s)) where diag(s) is a
diagonal matrix with the diagonal s. This is a plausible model for Ppriv if it is unimodal, e.g., if
the private dataset Dpriv contains different breeds of dogs. Denote vpriv

i as the feature vector of
the ith data in Dpriv. From samples {vpriv

1 , · · · ,vpriv
n }, the non-private estimators for µ and s are:

µ = 1
n

󰁓n
i=1 v

priv
i and s = 1

n

󰁓n
i=1(v

priv
i )2 − µ2, where (·)2 denotes elementary-wise squaring.

We employ the Gaussian mechanism to estimate µ and s privately. Assume that 󰀂vpriv
i 󰀂 ≤ 1 for

i = 1, · · · , n. The following estimators are (ε, δ)-DP:

µdp =
1

n

n󰁛

i=1

vpriv
i +N

󰀣
0,

4σ2
ε/2,δ/2

n2
I

󰀤
, sdp =

1

n

n󰁛

i=1

(vpriv
i )2−

󰀃
µdp

󰀄2
+N

󰀣
0,

4σ2
ε/2,δ/2

n2
I

󰀤
,

(1)

where σε,δ =

√
2 log 1/δ+2ε+

√
2 log 1/δ

2ε . We formally state this in the following Claim that this
estimator satisfies DP and put the proof in the appendix.

Claim 1. If 󰀂vpriv
i 󰀂 ≤ 1 for i = 1, · · ·n, then the estimators for (µdp, sdp) defined in Equation 1

are (ε, δ)-DP w.r.t. the private image dataset Dpriv.
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Algorithm 1 Differentially private training of density ratio estimator between public and private
data.

1: Input: public feature vectors {vpub
1 , · · · ,vpub

m }, private feature vectors {vpriv
1 , · · · ,vpriv

n }, DP
parameters (ε, δ)

2: Training hyperparameters: total iteration T , learning rate η, batch size B, norm bound C.
3: Compute the proper σ that guarantees the output to be (ε, δ)-DP from Mironov et al. (2019) and

Yousefpour et al. (2021).
4: Initialize the weight θ0, the 1st moment vector m0, the 2nd moment vector v0.
5: for t = 1, · · · , T do
6: Sample a batch of private feature vectors {vpriv

r1 , · · ·vpriv
rBt

} with the poisson sample rate q.
7: Uniformly sample Bt public feature vectors {vpub

s1 , · · ·vpub
sBt

}.

8: Compute the gradient gt by gt ← 1
Bt

󰁫󰁓Bt

i=1
gt
i

max{1,󰀂gt
i󰀂/C} +N

󰀃
0,σ2C2 · I

󰀄󰁬
, where gti =

∇θ

󰀅
logDθ(v

priv
ri ) + log

󰀃
1−Dθ(v

pub
si )

󰀄󰀆
.

9: Update mt, vt, θt according to Adam.
10: end for
11: Output: D†

θ := Dθ

1−Dθ
.

Sampling. With µdp and sdp, we can generate a new latent vector v by sampling from
N (µdp, diag(sdp)), and then use the IC-GAN to generate a new image g(v).

3.2 DIFFERENTIALLY PRIVATE DENSITY RATIO ESTIMATION (DP-DRE)

The DP-MGE estimator proposed in Section 3.1 is simple and sample-efficient under a wide range
of privacy budgets. However, when Ppriv

v is more complicated and multi-modal, modeling it as a
unimodal Gaussian distribution can suffer from a high bias.

We address this issue in DP-DRE, where we make additional use of the public data to model the pri-
vate feature distribution. We use the encoder to map the public dataset Dpub to a feature distribution
Ppub and then model the difference between Ppub and Ppriv. For instance, if Dpub is the ImageNet
dataset and Dpriv contains only birds, we only need to train a discriminator to filter out all non-bird
samples from ImageNet and use the features of the remaining samples to generate new images.

Density ratio estimation. To model the difference between the public and private data distributions,
we propose estimating the ratio Ppriv(v)/Ppub(v) by training a discriminator (similar to those used
in GAN training) Dθ to minimize:

min
θ

1

n

n󰁛

i=1

󰁫
logDθ(v

priv
i )

󰁬
+

1

m

m󰁛

j=1

󰁫
log

󰀓
1−Dθ(v

pub
j )

󰀔󰁬
, (2)

where vpriv
i = h(xpriv

i ) and vpub
j = h(xpub

j ) are features for the ith private data and jth public
data. The loss function for the discriminator Dθ in Equation 2 is the empirical loss for the objective:

Ev∼Ppriv [logDθ(v)] + Ev∼Ppub [log (1−Dθ(v))] .

Importantly, Goodfellow et al. (2014) showed that under this objective, the optimal discriminator is
D∗(v) = Ppriv(v)

Ppriv(v)+Ppub(v)
. Hence using a trained discriminator with Dθ ≈ D∗, we can define the

density ratio estimator D†
θ(v) :=

Dθ(v)
1−Dθ(v)

, with D†
θ(v) =

Dθ(v)
1−Dθ(v)

≈ D∗(v)
1−D∗(v) = Ppriv(v)

Ppub(v)
which

recovers the desired density ratio.

Sampling. The density ratio estimator allows us to approximate Ppriv(v) ≈ D†
θ(v)Ppub(v), which

is a re-weighting of the public feature distribution Ppub. Thus, to sample approximately from
Ppriv, we can define an empirical distribution over {vpub

1 , . . . ,vpub
m } with sampling probability

p = 1
N (D†

θ(v
pub
1 ), . . . , D†

θ(v
pub
m )), where N is a normalization factor. A new image from the

private distribution can then be generated using the IC-GAN decoder.

Private discriminator training. To make the density ratio estimator training private, we employ
DP-SGD (Abadi et al., 2016) with the Adam optimizer (Kingma & Ba, 2014). We use the pri-
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vacy accounting method in Mironov et al. (2019) and Balle et al. (2020) and its implementation in
Yousefpour et al. (2021) for DP-SGD. Algorithm 1 gives a summarization of the training algorithm.

4 EXPERIMENT

We evaluate our methods and demonstrate their practical applicability in realistic image generation1.
Our evaluation aims to answer the following questions: 1. How do our methods compare with
existing baselines in terms of standard image-generation metrics and image quality? 2. How does
DP-MGE compare with DP-DRE? 3. How do DP-DRE and DP-MGE perform when the assumption
about the distribution supports does not hold?

4.1 EXPERIMENT SET-UP

Datasets. For all our experiments, we use ImageNet (Deng et al., 2009) as the public data, with
the pretrained ResNet50 feature extractor h and IC-GAN g from Casanova et al. (2021)2. We use
multiple private datasets – CIFAR10 (Cifar10; (Krizhevsky et al., 2009)), Oxford-IIIT Pet Dataset
(Pet; (Parkhi et al., 2012)), Stanford Cars Dataset (Car; (Krause et al., 2013)), Caltech-UCSD Birds
Dataset (Bird; (Wah et al., 2011)), Nico+ (Zhang et al., 2022) with Grass (Objects-grass) and Nico+
with Autumn (Objects-autumn). These are considerably smaller than Imagenet, and have sizes
50000, 3680, 5992, 8144, 16256 and 7272 respectively. Images in Cifar10 have resolution 32 and
we resize images from the other datasets to resolution 128. We use the train split of each dataset for
training the image generation algorithms and validation or test splits for evaluation.

Algorithm set-up. We evaluate both DP-MGE and DP-DRE. For DP-MGE, the normalization
operator inside the feature extractor h, as implemented in the IC-GAN, ensures that the norm of the
features 󰀂vi󰀂 ≤ 1, thus ensuring privacy (see Claim 1). For DP-DRE, we choose a two-layer MLP
as our discriminator D†

θ. More training details are provided in the appendix.

Baselines. We compare our methods with the following three baselines that all utilize public data;
details on how they are trained are provided in the appendix. In all baselines, for fair comparison, we
make our best to reuse IC-GAN as much as possible, which is aimed to demonstrate the efficiency
of our method in terms of leveraging both the public data and IC-GAN. We also report a non-private
baseline: the scores for images generated from the IC-GAN when the private data is directly input
to it. This is an upper bound for any IC-GAN based image generation algorithm.

1. DP finetuning on private data (DP-GAN-FT) finetunes a pretrained public GAN on private data
with differential privacy. For our experiment, we train a GAN on ImageNet in the feature space
described by the pretrained feature extractor h. Both the generator and discriminator of this GAN
are 4-layer MLPs. We sequentially combine the generator of this trained GAN with the IC-GAN
generator, and its discriminator with the IC-GAN discriminator to get a complete unconditional
GAN on ImageNet. The combined generator and discriminator are then finetuned together on the
private data using a differentially private version of Adam.

2. DP mean embedding with perceptual features (DP-MEPF; (Harder et al., 2022)) uses the public
data to extract pretrained features, and calculates the first and second moments of the private data in
the feature space with differential privacy. A generative model is then trained to generate data that
matches these moments. For CIFAR10, we follow the same set-up as in Harder et al. (2022) – the
pre-trained features are the perceptual features from each layer of the VGG-19 network (Simonyan
& Zisserman, 2014) and the generator is a ResNet. For the other datasets, we pretrain a ResNet50
on ImageNet. We use BigGAN as the architecture of the generator and set the deep features as the
output of the layer right before the last pooling layer.

3. DP-GAN with model inversion (DP-GAN-MI; (Chen et al., 2021)) pretrains a GAN on the public
data and then trains a differentially private GAN in its latent space. To generate a new image, it
first generates a latent vector via the private GAN, and passes it to the pretrained GAN. We use this

1Our code is released at https://anonymous.4open.science/r/dp_img_gen_with_
public_data-8FC5/README.md

2The pretrained ResNet50 feature extractor is from https://github.com/facebookresearch/
ic_gan, and we train the IC-GAN on face-blurred ImageNet using code from the same repo.
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Table 1: FID score (lower is better) of generated data for 6 different private datasets.

Method Cifar10 Pet

ε = ∞ ε = 10 ε = 3 ε = 1 ε = 0.1 ε = ∞ ε = 10 ε = 3 ε = 1 ε = 0.1

Non-private IC-GAN 16.6 29.7

DP-GAN-FT 33.8 36.7 36.7 38.3 38.3 46.8 103.3 103.0 104.7 103.6
DP-MEPF 36.9 37.0 41.8 68.3 296.5 95.2 89.3 91.4 104.2 217.9

DP-GAN-MI 19.5 97.2 94.4 75.6 150.7 29.1 127.2 189.6 209.7 192.2

DP-MGE 33.9 43.3 39.9 39.9 51.1 77.1 74.8 76.1 109.7 166.4
DP-DRE 19.8 21.2 21.0 20.9 20.9 30.7 33.0 34.3 32.7 93.7

Method Car Bird

ε = ∞ ε = 10 ε = 3 ε = 1 ε = 0.1 ε = ∞ ε = 10 ε = 3 ε = 1 ε = 0.1

Non-private IC-GAN 17.7 20.5

DP-GAN-FT 26.5 150.5 148.6 149.3 149.3 20.4 109.8 109.9 109.7 109.7
DP-MEPF 58.4 52.4 44.5 52.4 140.5 52.9 65.3 65.0 67.1 97.2

DP-GAN-MI 15.8 38.8 62.6 239.9 239.1 19.4 71.1 78.0 206.2 190.4

DP-MGE 20.0 18.8 19.6 43.1 203.3 27.1 26.3 27.1 64.7 166.5
DP-DRE 17.8 18.6 18.4 17.3 68.3 20.7 21.6 23.0 24.3 86.6

Method Objects-Grass Objects-Autumn

ε = ∞ ε = 10 ε = 3 ε = 1 ε = 0.1 ε = ∞ ε = 10 ε = 3 ε = 1 ε = 0.1

Non-private IC-GAN 20.8 38.4

DP-GAN-FT 31.6 57.8 58.8 56.9 57.9 44.1 70.2 69.8 71.3 69.9
DP-MEPF 92.3 80.7 76.7 84.7 101.2 85.5 82.7 95.0 126.6 159.9

DP-GAN-MI 24.2 86.3 79.0 89.2 145.1 40.6 80.7 125.2 124.6 157.7

DP-MGE 56.3 51.0 50.8 50.1 87.2 74.2 71.1 69.5 73.2 113.5
DP-DRE 25.5 26.3 26.7 27.4 28.9 44.9 46.7 46.7 48.3 53.7

Table 2: Precision and recall (higher is better) of our methods and baselines on Cifar10 dataset.

Method ε = ∞ ε = 10 ε = 3 ε = 1 ε = 0.1
Prec. Rec. Prec. Rec. Prec. Rec. Prec. Rec. Prec. Rec.

Non-private IC-GAN Precision: 0.971, Recall: 0.969

DP-GAN-FT 0.854 0.889 0.880 0.884 0.867 0.870 0.876 0.890 0.876 0.875
DP-MEPF 0.929 0.879 0.922 0.880 0.908 0.847 0.825 0.638 0.011 0.000

DP-GAN-MI 0.965 0.961 0.521 0.544 0.540 0.420 0.785 0.541 0.217 0.444

DP-MGE 0.886 0.697 0.885 0.719 0.908 0.727 0.898 0.739 0.836 0.733
DP-DRE 0.950 0.933 0.946 0.925 0.943 0.926 0.944 0.933 0.946 0.936

procedure with the IC-GAN architecture, and train a differentially private GAN in the latent space
of the feature extractor h. The generator and discriminator both are 4-layer MLPs.

Evaluation metrics. Since there is no one perfect metric for evaluating generation quality, we
use three popular metrics to measure the effectiveness of our methods: Frechet Inception Distance
(FID; lower is better) score (Heusel et al., 2017), Precision and Recall (higher is better) (Sajjadi
et al., 2018), and Number of Different Bins (NDB; lower is better)(Richardson & Weiss, 2018). The
details of these metrics are in the appendix.

4.2 RESULTS

We run methods on each dataset with ε ∈ {∞, 10, 3, 1, 0.1} and δ = 10−5. Table 1 reports the FID
scores. Table 2 and Figure 3 present the precision and recall and NDB on Cifar10; the results for
the other five datasets are presented in the appendix. We find that the conclusions drawn from the
precision and recall and NDB tables largely agree with the results of the FID scores.

Quantitative comparison with baselines. Without privacy guarantee (ε = ∞), we see that DP-
GAN-MI outperforms all other methods at all datasets, which shows that in the absence of privacy,
GAN has the strongest ability to learn an arbitrary distribution. The FID scores of DP-DRE are
close to DP-GAN-MI on all datasets; this suggests the bias of DP-DRE is almost as small as that of
a strong generative method, e.g. GAN. In contrast, DP-MGE suffers from a larger bias as expected.

However, at higher privacy levels (ε ≤ 10), our methods DP-MGE and DP-DRE fare better than all
three baselines. DP-MEPF already has a large bias at ε = ∞ for all datasets except Cifar10. This
might be because it is difficult to adapt to high resolution images. DP-GAN-FT and DP-GAN-MI
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Figure 2: Examples of all algorithms (ε = 1) across six datasets.

also performs poorly with DP noise. The training process of GANs is known to be quite brittle, and
so this might be because DP makes the training even harder. Moreover, the goal of DP-GAN-FT
and DP-GAN-MI is hard: they are to learn the entire private distribution. In contrast, DP-MGE
and DP-DRE have more stable training processes and simpler goals to learn: DP-MGE is to learn
the first and second moments of the distribution in the feature space and DP-DRE is to learn the
difference between the public and the private distributions.

Figure 3: The percentage of different bins
NDB/K (lower is better) of our methods
and baselines on Cifar10 dataset.

Image quality comparison with baselines. Figure 2
shows the randomly generated examples for each algo-
rithm with ε = 1. More examples with different ε are in
the appendix. We see that DP-DRE and DP-MGE gen-
erate the most in-distribution images with high quality
for all datasets. Other methods either generate many ir-
relevant out-of-distribution images (DP-GAN-FT, DP-
GAN-MI) or have many artifacts (DP-MEPF). These
artifacts may be due to the fact that DP-MEPF does not
use a pretrained public encoder.

Comparison between DP-MGE and DP-DRE. Be-
cause gaussian distribution might have pool approxima-
tion to complicated distribution, we expect DP-MGE to
have a larger bias than DP-DRE. This is what we observe. DP-DRE is considerably better than DP-
MGE on the datasets with multiple different objects (Cifar10, Pet, Objects-Grass, Objects-Autumn).
Moreover, we can observe that for some datasets, DP-DRE has better robustness at small ε than
DP-MGE. This looks counterintuitive because DP-MGE has less parameters to estimate. Neverthe-
less, DP-DRE by its design is indeed more robust to the noise perturbation: any noise perturbation
for the mean and variance estimators in DP-MGE will be reflected in the distribution to be gener-
ated, while DP-DRE essentially learns a boundary to select representative data from public data and
when the representative data has a certain margin with the remaining data, a noise perturbation on
the boundary may not influence the data selection.

Table 3: The weight assigned
to same semantic superclass.

ε = ∞ ε = 10 ε = 3 ε = 1 ε = 0.1

Bird 0.98 0.99 0.98 0.97 0.18
Car 0.97 0.96 0.96 0.98 0.58

Sanity check for DP-DRE. To check whether DP-DRE learns
meaningful weights p, we compare DP-DRE with a naive base-
line: uniformly sample feature vectors from ImageNet validation
set and get images from IC-GAN with these feature vectors. The
FID scores of this baseline are 37.9 (Cifar10), 100.1 (Pet), 147.5
(Car), 111.3 (Bird), 49.0 (Objects-grass) and 63.5 (Objects-autumn). By comparing them with Ta-
ble 1, even with ε = 1.0, DP-DRE achieves much better FID score on all datasets. This means that
DP-DRE learns meaningful weights to approximate the private distribution.

Moreover, to see to what extent DP-DRE generates in-distribution images, we record the weights
assigned by DP-DRE to images in the ImageNet validation set. For the Bird dataset, we sum up
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the weights for images belonging to the superclass bird. For the Car dataset, we similarly sum up
the weights belonging to the superclass wheeled vehicle. The results in Table 3 indicate that at least
96% of the images generated are close to that of Birds or Cars when the ε ≥ 1.0.

Rejection sampling in the latent space versus the image space. In fact, DP-DRE can be viewed
as a form of (efficient) rejection sampling in the latent space of the IC-GAN. We also made a first at-
tempt to learn an image space discriminator (WideResNet16-4) between public IC-GAN and private
images and apply rejection sampling on public IC-GAN. The FID scores are not good even when
ε = ∞: 38.3 (Car), 120.6 (Pet) and 119.4 (Bird). Indeed, this is expected for two reasons. First,
the rejection sampler requires accurate probability scores, while probability scores from deep neural
networks (e.g. WideResNet16-4 has 2.7M parameters) need careful calibration (Guo et al., 2017);
Second, the deep neural network has overfitting problems. We have checked that on the pet and bird
dataset, the model only learns to assign high probability scores to private images, but not to images
generated from IC-GAN in these categories. Instead, the discriminator in DP-DRE is only an MLP
with a width no larger than 16, so it does not encounter these two obstacles. Besides the image
generation performance, sampling computational efficiency becomes to an issue as well. Rejection
sampling in the image space needs a lot of samples from IC-GAN. For example, to get one sample
on the Car dataset, it requires ∼ 1400 samples generated from IC-GAN on average. By contrast, to
get a single sample, DP-DRE only requires one sample from IC-GAN.

Image generation results when the assumption is severely violated. The success of DP-DRE
relies on the assumption: the support of the private distribution is contained by the support of the
public distribution. DP-DRE has great performance on the private datasets so far, because these
datasets are closed to some subsets of ImageNet. We further considered two datasets very different
from ImageNet: Chest X-Ray Images (Pneumonia) (Kermany et al., 2018) and Describable Textures
Dataset (Cimpoi et al., 2014). As expected, even the FID scores of non-private IC-GAN, which
serves as the performance upper bound for DP-DRE, DP-MGE and DP-GAN-MI, are very high:
221.4 and 68.7. This shows the necessity of the assumption for DP-MGE and DP-DRE.

5 RELATED WORK

DP image generation. There has been a body of work on differentially private GAN-training solely
from private data (Xie et al., 2018; Jordon et al., 2018; Chen et al., 2020; Long et al., 2021; Wang
et al., 2021). Cao et al. (2021) and Harder et al. (2021) explore DP-generation algorithms that use
an alternative loss or match the first and second feature moments. Ghalebikesabi et al. (2023) and
Dockhorn et al. (2022) study the diffusion model with DP. Unfortunately, these work are far away
from generating realistic high resolution images with high quality with the reliable DP guarantees.

DP classifier training with the public data. A line of work has looked into this setting in order
to balance a privacy vs. classification accuracy tradeoff. Examples that public data and private data
have the same distribution include the PATE framework (Papernot et al., 2016; 2018) as well as its
extensions (Zhu et al., 2020). Tramer & Boneh (2020) studies the usage of public data which have
different distribution from private data.

Transfer learning in GAN. GAN transfer has been investigated to train a generative model with
the limited data. Wang et al. (2018; 2020); Zhao et al. (2020) and Mo et al. (2020) propose different
finetuning strategies to transfer knowledge from a pretrained unconditional GAN. Shahbazi et al.
(2021); Laria et al. (2022) and Dinh et al. (2022) study the transfer between the conditional GAN.
None of these work involve differential privacy.

6 CONCLUSION

This paper studies how to use generic large-scale public data to improve the DP image generation.
Our methods apply under the realistic assumption that the support of the public data contains the one
of the private. Our empirical evaluations show our methods achieve SOTA for DP image generation.

Limitations and future work. Methods proposed in this work rely on the performance of pretrained
IC-GAN and the assumption of public and private support. Thus, one potential direction is to extend
our work to more sophisticated generative methods such as diffusion models. Another direction is
to relax this assumption to wider varieties of public data, which may have more use-cases.
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lingsson. Scalable private learning with pate. arXiv preprint arXiv:1802.08908, 2018.

Omkar M Parkhi, Andrea Vedaldi, Andrew Zisserman, and CV Jawahar. Cats and dogs. In 2012
IEEE conference on computer vision and pattern recognition, pp. 3498–3505. IEEE, 2012.

Eitan Richardson and Yair Weiss. On gans and gmms. Advances in Neural Information Processing
Systems, 31, 2018.

Mehdi SM Sajjadi, Olivier Bachem, Mario Lucic, Olivier Bousquet, and Sylvain Gelly. Assessing
generative models via precision and recall. Advances in neural information processing systems,
31, 2018.

Mohamad Shahbazi, Zhiwu Huang, Danda Pani Paudel, Ajad Chhatkuli, and Luc Van Gool. Effi-
cient conditional gan transfer with knowledge propagation across classes. In Proceedings of the
IEEE/CVF Conference on Computer Vision and Pattern Recognition, pp. 12167–12176, 2021.

Or Sheffet. Differentially private ordinary least squares. In International Conference on Machine
Learning, pp. 3105–3114. PMLR, 2017.

Karen Simonyan and Andrew Zisserman. Very deep convolutional networks for large-scale image
recognition. arXiv preprint arXiv:1409.1556, 2014.

Shuang Song, Kamalika Chaudhuri, and Anand D Sarwate. Stochastic gradient descent with differ-
entially private updates. In 2013 IEEE global conference on signal and information processing,
pp. 245–248. IEEE, 2013.

Florian Tramer and Dan Boneh. Differentially private learning needs better features (or much more
data). In International Conference on Learning Representations, 2020.

Catherine Wah, Steve Branson, Peter Welinder, Pietro Perona, and Serge Belongie. The caltech-ucsd
birds-200-2011 dataset. 2011.

Boxin Wang, Fan Wu, Yunhui Long, Luka Rimanic, Ce Zhang, and Bo Li. Datalens: Scalable
privacy preserving training via gradient compression and aggregation. In Proceedings of the 2021
ACM SIGSAC Conference on Computer and Communications Security, pp. 2146–2168, 2021.

Yaxing Wang, Chenshen Wu, Luis Herranz, Joost van de Weijer, Abel Gonzalez-Garcia, and Bog-
dan Raducanu. Transferring gans: generating images from limited data. In Proceedings of the
European Conference on Computer Vision (ECCV), pp. 218–234, 2018.

Yaxing Wang, Abel Gonzalez-Garcia, David Berga, Luis Herranz, Fahad Shahbaz Khan, and Joost
van de Weijer. Minegan: effective knowledge transfer from gans to target domains with few im-
ages. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition,
pp. 9332–9341, 2020.

Liyang Xie, Kaixiang Lin, Shu Wang, Fei Wang, and Jiayu Zhou. Differentially private generative
adversarial network. arXiv preprint arXiv:1802.06739, 2018.

Samuel Yeom, Irene Giacomelli, Matt Fredrikson, and Somesh Jha. Privacy risk in machine learn-
ing: Analyzing the connection to overfitting. In 2018 IEEE 31st computer security foundations
symposium (CSF), pp. 268–282. IEEE, 2018.

Ashkan Yousefpour, Igor Shilov, Alexandre Sablayrolles, Davide Testuggine, Karthik Prasad, Mani
Malek, John Nguyen, Sayan Ghosh, Akash Bharadwaj, Jessica Zhao, Graham Cormode, and
Ilya Mironov. Opacus: User-friendly differential privacy library in PyTorch. arXiv preprint
arXiv:2109.12298, 2021.

Da Yu, Saurabh Naik, Arturs Backurs, Sivakanth Gopi, Huseyin A Inan, Gautam Kamath, Janardhan
Kulkarni, Yin Tat Lee, Andre Manoel, Lukas Wutschitz, et al. Differentially private fine-tuning
of language models. arXiv preprint arXiv:2110.06500, 2021.

Xingxuan Zhang, Linjun Zhou, Renzhe Xu, Peng Cui, Zheyan Shen, and Haoxin Liu. Nico++:
Towards better benchmarking for domain generalization. arXiv preprint arXiv:2204.08040, 2022.

12



Under review as a conference paper at ICLR 2024

Miaoyun Zhao, Yulai Cong, and Lawrence Carin. On leveraging pretrained gans for limited-data
generation. 2020.

Yuqing Zhu, Xiang Yu, Manmohan Chandraker, and Yu-Xiang Wang. Private-knn: Practical dif-
ferential privacy for computer vision. In Proceedings of the IEEE/CVF Conference on Computer
Vision and Pattern Recognition, pp. 11854–11862, 2020.

A PROOFS IN SECTION 3

Claim 2. If 󰀂vpriv
i 󰀂 ≤ 1 for i = 1, · · ·n, then the estimators for (µdp, sdp) defined in Equation (1)

and (2) are (ε, δ)-DP w.r.t. the private image dataset Dpriv.

Proof of Claim 1. We will first show that the gaussian machanism f(D) + N (0, S2σ2
ε,δI) with

σε,δ =

√
2 log 1/δ+2ε+

√
2 log 1/δ

2ε guarantees (ε, δ)-DP for any ε > 0. Notice that this is different

from the commonly used Gaussian mechanism where σε,δ =

√
2 log 1.25/δ

ε (Dwork et al., 2014),
which only holds for ε < 1. According to Renyi-DP (RDP) paper, Gaussian mechanism guarantees
(α,α/(2σ2))-RDP, which is equivalent to

󰀓
α/(2σ2) + log 1/δ

α−1 , δ
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-DP. α/(2σ2) + log 1/δ
α−1 achieves
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2σ2 log 1/δ. Thus the guassian mechanism guaran-
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2 log 1/δ
σ2 + 1/(2σ2), δ

󰀖
-DP. In the other word, σε,δ =

√
2 log 1/δ+2ε+

√
2 log 1/δ

2ε guarantees

(ε, δ)-DP.

With the above result, the only remaining thing is to derive the sensitivity of the 1
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Then µdp and sdp are (ε/2, δ/2)-DP and they together are (ε, δ)-DP

B DETAILS OF METRICS NDB

For completeness, we revisit the details of evaluation metric.

The Frechet Inception Distance (FID; (Heusel et al., 2017)) Score measures the distance between the
generated distribution and the target distribution by comparing the means and variances in a feature
space computed from a pretrained Inception V3 model.

The Precision and Recall (Sajjadi et al., 2018) metric evaluates the distance between the target and
the generated distributions along two separate dimensions – precision, which measures the sample
quality of the generation algorithm, and recall, which measures the proportion of the target distribu-
tion covered by the generated distribution. These two are evaluated in a feature space after clustering;
as suggested by Sajjadi et al. (2018), we choose K = 20 clusters and report the maximum of F8 and
F1/8 for precision and recall.

The Number of Different Bins (NDB; (Richardson & Weiss, 2018)) compares the histogram of two
distributions in the pixel space after clustering samples from the target distribution into bins. The
detailed steps are:
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Algorithm 2 Differentially private training of GAN.
1: Input: Data points {x1, · · · ,xn}, DP parameters (ε, δ)
2: Training hyperparameters: total training iteration T , learning rate η, batch size B, norm

bound C.
3: Initialize the weight θ = (θgen, θdis), the 1st moment vector m = (mgen,mdis), the 2nd moment

vector v = (vgen, vdis).
4: Compute the proper σ that guarantees the output to be (ε, δ)-DP from Mironov et al. (2019);

Yousefpour et al. (2021).
5: for t = 1, · · · , T do
6: for τ = 1, · · · 5 do
7: Sample a batch of real data points {xr1 , · · ·xrBt

} with the poisson sample rate B/n
8: Uniformly sample Bt fake data points {x′

1, · · ·x′
Bt
}, where x′

i = Gθgen(zi) is sampled
from current generative model Gθgen .

9: Compute the gradient

gt ← 1

Bt

󰀥
Bt󰁛

i=1

gti
max{1, 󰀂gti󰀂/C} +N

󰀃
0,σ2C2 · I

󰀄
󰀦
,

where gti = ∇θdis

󰁫
Dθdis(xri)−Dθdis(x′

i) + 󰀂 ∂
∂x′

ri

Dθdis(xri)󰀂
󰁬
.

10: Update mdis, vdis, θdis according to Adam.
11: end for
12: Uniform sample B fake data points Gθgen(z1), · · · , Gθgen(zB)

13: gt ← 1
B

󰁓B
i=1 ∇θgen [Dθdis(Gθgen(zi))]

14: Update mgen, vgen, θgen according to Adam.
15: end for
16: Output: Gθgen .

1. Cluster samples from the target distribution in the pixel space.

2. For each cluster k, we calculate the proportion pk of target samples that are assigned to this
cluster

3. Assign the generated samples to the closest clusters and compute the proportion p′k simi-
larly.

4. Measure the number of clusters that pk and p′k are significantly different.

When the learned distribution is closer to the target distribution, the clusters that pk and p′k are
significantly different are less. We choose K = 50 clusters for the evaluation in our experiment.

C IMPLEMENTATION DETAILS OF METHOD AND BASELINES

We introduce the implementation details of different methods in the next paragraphs. In addition,
DP-GAN-FT and DP-GAN-MI follow the same training procedures shown in Algorithm 2, except
that DP-GAN-FT is initialized with a pretrained GAN while DP-GAN-MI is randomly initialized.

DP-DRE: The size of the validation set V used in DP-DRE is 50000, 50 images per class in the Im-
ageNet. The hidden widths w of MLP are selected from {1, 4, 16}. As for the training hyperparam-
eters in Algorithm 1 (main paper), we select the total training iteration T ∈ {3× 103, 104, 3× 104},
the learning rate η ∈ 10−3, 10−4 the batch size B ∈ {64, 256}, and the norm bound C as 1.0.

DP-GAN-FT: The generator glatent in the GAN of the public latent distribution has the architecture
of 4-layer MLP with the hidden width 1024 and latent dimensionality 128. The paired discriminator
Dlatent is also a 4-layer MLP with the hidden width 1024. The GAN of public latent distribu-
tion is optimized by Adam with the learning rate of 10−4. As for the finetuning, we select batch
size B ∈ {4, 16, 64} and set the bounded norm C as 1.0. The learning rate η is selected from
{10−5, 10−6, 10−7}. The total number of training iterations are selected from {3 × 103, 3 × 104}.
We evaluate the result every 30 epochs and save the best checkpoint along each training.

14



Under review as a conference paper at ICLR 2024

Dataset ε
DP-DRE DP-GAN-FT DP-MEPF DP-GAN-MI

w T B η η T B η w T B η

Cifar10

∞ 16 3000 64 0.0001 10−7 30000 4 10−5 128 100000 64 0.001
10 1 3000 64 0.001 10−6 3000 16 10−5 128 100000 64 0.0001
3 1 3000 64 0.001 10−6 30000 4 10−5 32 10000 64 0.001
1 1 3000 64 0.001 10−6 3000 4 10−5 32 3000 64 0.001
0.1 16 3000 64 0.001 10−6 30000 4 10−5 128 10000 64 0.001

Pet

∞ 4 10000 256 0.0001 10−6 30000 16 10−6 128 100000 64 0.0001
10 16 3000 64 0.001 10−7 30000 4 10−5 32 3000 64 0.001
3 16 3000 64 0.001 10−7 30000 4 10−6 128 3000 4 0.001
1 4 10000 64 0.001 10−6 30000 4 10−6 128 10000 16 0.001
0.1 16 10000 64 0.001 10−7 30000 4 10−6 128 10000 16 0.001

Car

∞ 1 10000 64 0.001 10−6 30000 16 10−6 128 100000 4 0.0001
10 1 30000 256 0.001 10−7 3000 16 10−5 32 10000 64 0.001
3 4 10000 64 0.001 10−7 30000 4 10−6 32 3000 64 0.001
1 4 30000 64 0.001 10−6 30000 16 10−6 128 10000 64 0.001
0.1 16 10000 64 0.001 10−6 30000 4 10−6 128 3000 16 0.001

Bird

∞ 1 10000 64 0.001 10−6 30000 4 10−6 32 100000 64 0.0001
10 1 30000 64 0.001 10−5 3000 16 10−5 32 10000 64 0.001
3 1 30000 64 0.001 10−7 30000 4 10−5 32 3000 64 0.001
1 1 30000 64 0.001 10−7 30000 4 10−5 32 3000 16 0.001
0.1 16 10000 64 0.001 10−7 30000 4 10−6 128 3000 16 0.001

Objects-Grass

∞ 1 3000 64 0.001 10−6 30000 16 10−5 128 100000 64 0.0001
10 1 3000 256 0.001 10−6 30000 16 10−5 32 3000 16 0.001
3 1 3000 256 0.001 10−7 3000 4 10−5 32 3000 64 0.001
1 1 3000 64 0.001 10−7 3000 4 10−5 32 3000 64 0.001
0.1 4 10000 64 0.001 10−7 30000 16 10−6 128 3000 16 0.001

Objects-Autumn

∞ 1 30000 64 0.0001 10−7 30000 16 10−6 128 100000 64 0.0001
10 1 3000 64 0.001 10−6 30000 16 10−5 32 3000 64 0.001
3 1 3000 256 0.001 10−7 3000 4 10−6 128 100000 4 0.0001
1 1 3000 256 0.001 10−7 30000 16 10−5 32 3000 64 0.001
0.1 16 10000 64 0.001 10−7 3000 4 10−6 32 100000 64 0.0001

Table 4: Optimal hyperparameter set-up for DP-DRE, DP-GAN-FT, DP-MEPF and DP-GAN-MI.

DP-MEPF: The learning rate η is selected from {10−4, 10−5, 10−6} and the remaining settings
follow the code released by Harder et al. (2022). During the training, the checkpoint is saved every
20,000 iterations. We save and present the best checkpoint along each training.

DP-GAN-MI: The private generator and discriminator both are 4-layer MLPs with latent dimension
25 and hidden width w selected from {32, 128}. The learning rate η, the total number of training it-
erations T and the batch size B are selected from {10−3, 10−4}, {3×103, 104, 105} and {4, 16, 64}.
The bounded norm C is set as 1.0.

The evaluation results are based on the hyperparameter with the best FID score. Table 4 shows the
exact hyperparameter set-up that is the optimal in the hyperparameter searching space.

D ADDITIONAL EXPERIMENT RESULTS

D.1 EVALUATION ON MORE DATASETS

In the main paper, we show the Precision and Recall and NDB evaluation results only on Cifar10
dataset. Table 5 and Figure 4 present the the results of these two evaluations on the remaining
datasets. The results match the tendency of FID score (shown in the main paper): DP-GAN-MI
sometimes does the best without privacy guarantee ε = ∞, while our two methods DP-MGE and
DP-DRE are better than all baselines when ε ≤ 10; Moreover, DP-MGE is comparable with DP-
DRE when the dataset is unimodal such as bird and car, while DP-DRE is much better than DP-MGE
when the dataset becomes more complicated.
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Method
Pet

ε = ∞ ε = 10 ε = 3 ε = 1 ε = 0.1
Prec. Rec. Prec. Rec. Prec. Rec. Prec. Rec. Prec. Rec.

Non-private IC-GAN Precision: 0.880, Recall: 0.958

DP-GAN-FT 0.797 0.854 0.000 0.000 0.425 0.487 0.354 0.448 0.388 0.461
DP-MEPF 0.444 0.425 0.568 0.566 0.510 0.574 0.452 0.361 0.013 0.000

DP-GAN-MI 0.888 0.951 0.255 0.181 0.092 0.083 0.080 0.117 0.060 0.127

DP-MGE 0.542 0.452 0.606 0.473 0.642 0.468 0.490 0.417 0.143 0.124
DP-DRE 0.870 0.921 0.853 0.905 0.874 0.912 0.867 0.919 0.491 0.613

Method
Car

ε = ∞ ε = 10 ε = 3 ε = 1 ε = 0.1
Prec. Rec. Prec. Rec. Prec. Rec. Prec. Rec. Prec. Rec.

Non-private IC-GAN Precision: 0.900, Recall: 0.948

DP-GAN-FT 0.810 0.902 0.115 0.109 0.127 0.138 0.122 0.112 0.131 0.120
DP-MEPF 0.453 0.648 0.459 0.421 0.682 0.683 0.388 0.504 0.041 0.002

DP-GAN-MI 0.925 0.947 0.712 0.716 0.594 0.495 0.025 0.002 0.024 0.001

DP-MGE 0.903 0.855 0.899 0.907 0.889 0.868 0.739 0.783 0.041 0.021
DP-DRE 0.927 0.934 0.904 0.925 0.898 0.883 0.913 0.888 0.465 0.880

Method
Bird

ε = ∞ ε = 10 ε = 3 ε = 1 ε = 0.1
Prec. Rec. Prec. Rec. Prec. Rec. Prec. Rec. Prec. Rec.

Non-private IC-GAN Precision: 0.897, Recall: 0.946

DP-GAN-FT 0.904 0.840 0.329 0.662 0.323 0.665 0.339 0.629 0.360 0.650
DP-MEPF 0.799 0.834 0.649 0.759 0.635 0.728 0.543 0.692 0.262 0.169

DP-GAN-MI 0.935 0.878 0.564 0.486 0.488 0.486 0.150 0.086 0.094 0.077

DP-MGE 0.928 0.707 0.940 0.712 0.919 0.744 0.720 0.736 0.230 0.167
DP-DRE 0.925 0.959 0.902 0.933 0.895 0.937 0.879 0.931 0.517 0.765

Method
Objects-Grass

ε = ∞ ε = 10 ε = 3 ε = 1 ε = 0.1
Prec. Rec. Prec. Rec. Prec. Rec. Prec. Rec. Prec. Rec.

Non-private IC-GAN Precision: 0.976, Recall: 0.970

DP-GAN-FT 0.962 0.892 0.743 0.785 0.731 0.763 0.770 0.800 0.767 0.788
DP-MEPF 0.631 0.532 0.777 0.559 0.725 0.657 0.620 0.519 0.314 0.279

DP-GAN-MI 0.963 0.948 0.551 0.464 0.636 0.505 0.627 0.517 0.171 0.291

DP-MGE 0.791 0.682 0.844 0.756 0.859 0.759 0.855 0.767 0.602 0.624
DP-DRE 0.967 0.967 0.968 0.952 0.969 0.956 0.955 0.949 0.950 0.946

Method
Objects-Autumn

ε = ∞ ε = 10 ε = 3 ε = 1 ε = 0.1
Prec. Rec. Prec. Rec. Prec. Rec. Prec. Rec. Prec. Rec.

Non-private IC-GAN Precision: 0.967, Recall: 0.956

DP-GAN-FT 0.958 0.896 0.798 0.717 0.820 0.714 0.752 0.723 0.767 0.720
DP-MEPF 0.668 0.668 0.747 0.737 0.549 0.542 0.269 0.179 0.116 0.062

DP-GAN-MI 0.956 0.955 0.679 0.457 0.318 0.294 0.378 0.354 0.157 0.312

DP-MGE 0.753 0.643 0.783 0.687 0.819 0.732 0.804 0.736 0.409 0.632
DP-DRE 0.930 0.923 0.938 0.898 0.936 0.908 0.941 0.884 0.910 0.849

Table 5: Precision and recall (higher is better) of our methods and baselines on Pet, Bird, Car,
Objects-Grass and Objects-Autumn.
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Figure 4: The percentage of different bins NDB/K (lower is better) of our methods and baselines on
Pet, Bird, Car, Objects-Grass and Objects-Autumn.

D.2 GENERATED EXAMPLES

In the main paper, we show the examples generated from different algorithms when ε = 1. Figure 5
Figure 6, Figure 7, and Figure 8 show the generation results for ε = ∞, 10, 3, 0.1.

By checking these examples, we find that when ε = 1 (in Figure 2 in the main paper), DP-MGE
and DP-DRE still generate related objects (dataset Pet, Car, Bird) or contexts (Objects-Grass), but
they fail when ε = 0.1. This trade-off is better than the baselines. Two GAN related baselines
DP-GAN-FT and DP-GAN-MI are not capable to generate in-distribution images for some datasets
when ε ≤ 10. DP-MEPF generates good images on Cifar10 but images with many artifacts on the
remaining high-resolution dataset.

One observation for DP-DRE is that it doesn’t generate very autumn-like images for the Objects-
Autumn dataset even if ε = ∞. We hypothesize that the reason would be the feature extractor
doesn’t perfectly capture the autumn features, because Non-private IC-GAN fails to generate autumn
images as well.

17



Under review as a conference paper at ICLR 2024

Object-AutumnObject-GrassBirdCarPetCifar10

Train Images

DP-GAN-FT

DP-MEPF

DP-GAN-MI

DP-MGE

DP-DRE

Non-private
IC-GAN

Figure 5: Examples of all algorithms across six datasets when ε = ∞.
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Figure 6: Examples of all algorithms across six datasets when ε = 10.
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Figure 7: Examples of all algorithms across six datasets when ε = 3.
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Figure 8: Examples of all algorithms across six datasets when ε = 0.1.
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