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Abstract

Domain-specific LLMs have become an in-
creasingly important research issue in recent
years and various LLMs has been proposed
to specific domains, such as finance, health-
care and legal. However, the current LLMs
adopted in auditing faces critical challenges
like cloud-API restrictions under data privacy
compliance, hardware limitations in deploy-
ing trillion-parameter models, and deficiencies
in factual accuracy and logical rigor exhib-
ited by general-purpose LLMs in auditing con-
texts. This paper addresses training LLMs for
auditing and proposes a two-phase framework
to develop compact, audit-specialized LLMs
tailored for Chinese auditing workflows. First,
Qwen2.5 is selected as the base model through
systematic comparisons of sub-5B parameter
architectures. Subsequently, domain-adaptive
continual pre-training by a carefully designed
data sampling strategy is performed on a cu-
rated corpus of Chinese audit texts to inject do-
main expertise. Finally, multi-task instruction-
tuning aligns the model with practical audit
requirements. Extensive experiments demon-
strate that the proposed framework can signif-
icantly improve the performance of domain
specific LLMs in audit tasks, enhancing their
accuracy and practicality for real-world appli-
cations. This study underscores the impor-
tance of domain-adaptive pre-training. The
source codes, models, and audit-domain dataset
are publicly available at https://anonymous.
4open.science/r/AuditLLM-EQ04

1 Introduction

The rapid advancement of large language model
(LLM) has revolutionized natural language pro-
cessing, enabling breakthroughs across diverse do-
mains such as healthcare, finance and legal services
(Brown et al., 2020). Increasingly, domain LLMs
fine-tuning specialized tasks have emerged to ad-
dress unique requirements, including compliance
analysis, medical diagnostics and contract review.

In audit domain, the evolution of intelligent au-
diting system has intensified the demand for tai-
lored LLMs capable of handling domain-specific
tasks such as regulatory compliance verification, fi-
nancial anomaly detection and risk assessment (On-
wubuariri et al., 2024). Initial attempts to employ
LLMs have either relied on cloud-based APIs or fo-
cused on developing retrieval-augmented LLM sys-
tems for rule-based compliance checking or struc-
tured data processing.

However, intelligent audit workflows impose
three critical constraints: (1) Uploading enterprise
data to cloud services is unsuitable for auditing
duo to data privacy and regulatory compliance con-
sideration. (2) Deploying a large-scale model with
hundreds of billions of parameters present signifi-
cant hardware resource challenges for enterprises
(Victor et al., 2019). (3)Based on our overall evalua-
tion of current mainstream LLMs, existing general-
purposed LLMs have exhibited deficiencies in fac-
tual accuracy and logical rigor in their outputs in
auditing applications.

This gap underscores the urgent demand for
compact yet high-performing language models tai-
lored to modern auditing practices. A related open-
source LLM, named AuditWen (Huang et al., 2024)
is proposed for auditing by fine-tuning Qwen-7B,
which shows significant performance on various
of audit NLP tasks compared with the state-of-the-
art LLMs. In this study, we focus on continual
pre-training of LLMs for Chinese auditing and pro-
pose a two-phase framework to develop a compact,
audit-specialized LLM. This initiative will lead to
the release of a series of auditing-specific LLMs.

First, following comparative benchmarking of
sub-5B parameter models, Qwen2.5 was selected
as the foundational architecture for subsequent
training. Second, continuous pre-training is per-
formed on a curated corpus of Chinese audit-related
texts (including normative documents, audit re-
ports and audit cases) to inject domain-specific
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knowledge into the base model. Finally, fine-
tune the continual pre-trained model with instruc-
tion dataset with consisting of multi-audit-specific-
tasks. This approach not only preserves the ability
to semantically understand unstructured audit data,
but also ensures efficient inference of the 5B model
on resource-constrained mobile and embedded de-
vices, enabling practical adoption in field auditing
workflows. To our knowledge, no prior work has
established a localized, parameter-efficient LLM
family explicitly designed for intelligent auditing
while balancing domain expertise and computa-
tional practicality. The contributions of this study
are as follows:

(1) An two-stage continual pre-training frame-
work for domain LLM. We systematically explore
methodologies for adapting compact models to au-
diting needs, including a two-stage training frame-
work (i.e., domain-adaptive pre-training followed
by task-specified instruction-tuning) and parameter-
efficient optimization strategies.

(2) First open-source continual pre-trianed
audit LLLM family. We introduce the first fam-
ily of Chinese audit-specialized LLMs with mod-
els ranging from 0.5B to 3B parameters, includ-
ing both base and instruction-tuned variants.These
models are designed to bridge the gap between
domain expertise and deployability intelligent au-
diting.

(3) An audit-domain dataset for continual
pre-train LLM. To support further research, we
will openly release a comprehensive audit-domain
dataset for continual pre-training LLMs.

Outstanding performance. Extensive experi-
ments results suggest that continual pre-training
enhances domain knowledge absorption, while
instruction-tuning aligns models with practical au-
dit workflows.

2 Related Works

Continual pre-train learning. Existing works em-
phasize the importance of continual pre-training
with high-quality knowledge data to enhance lan-
guage model’s performance (Luo et al., 2022; Belt-
agy et al., 2019), where the typical representa-
tive models include BloombergGPT (Wu et al.,
2023) and FinBERT (Liu et al., 2020). During
the continual pre-training process of LLMs, new
datasets from emerging domains (such as the med-
ical field (Yuan et al., 2024)) or those targeting
specific tasks (such as event temporal reasoning

(Han et al., 2021)) are collected and used to update
pre-trained models, rather than re-training them
from scratch. Current methods of continual pre-
train mainly focused on the effects of parameters
and their combination on the train process, such
as warm-up strategies (Gupta et al., 2023), learn-
ing rate (LR) re-warming (Ibrahim et al., 2024),
LR re-decaying (Ibrahim et al., 2024; Raffel et al.,
2020), and replay of previous data (Ibrahim et al.,
2024). In addition, it becomes available and is a
much cheaper and more efficient solution to enable
pre-trained LLM to adapt domain-specific knowl-
edge. Xie et al. (2024b) proposed a data selection
strategy with just 10% of corpus size that reduces
the computational cost of continuous pre-training.
Wu et al. (2024) introduced LLaMA Pro, enabling
continual LLM pre-training via Transformer block
expansion to learn new tasks without catastrophic
forgetting. Que et al. (2024) introduced the D-
CPT law to minimize domain loss by fixing model
sizes and training token volumes, while Gu et al.
(2024) proposed critical mixture ratio of general
and domain data to trade-off between general and
domain-specific capabilities.

SFT for domain LLMs. Supervised fine-
tuning (SFT) technology of LLMs for domain
tasks has emerged to improve the adaptability of
LLMs on domain tasks with lower data volume
and training cost. A methodology for obtain-
ing a domain-adapted LLM involves fine-tuning
a domain-specific base LLM using specialized do-
main target tasks, like XuanYuan 2.0 (Xuanyu
and Qing, 2023) built upon the BLOOM-176B,
Baichuan4-Finance (Zhang et al., 2024) built upon
the Baichuan4-Turbo base model. Other studies
explore directly fine-tuning general open-source
LLMs to adapt downstream tasks. For exam-
ple, PiXiu (Xie et al., 2023) and FinBen (Xie
et al., 2024a) are LLMs specialized in financial
domain by fine-tuning LLaMA series LLMs, med-
ical LLMs Huatuo (Wang et al., 2023)and legal
LLM ChatLaw (Cui et al., 2023)are also fine-tuned
from LLaMA, AuditWen is fine-tuned for auditing
from Qwen-7B and the result shows significant per-
formance on various of audit NLP tasks compared
with the state-of-the-art LLMs.

To our knowledge, no prior work has systemat-
ically developed a compact and audit-specialized
LLM family (0.5B-3B parameters) that balances
Chinese domain expertise, task adaptability and
deployability.



3 Methodology

This study presents a systematic framework de-
signed to enhance LLMs for auditing tasks. It
employs a two-stage optimization process, begin-
ning with domain-adaptive continual pre-training
(CPT), followed by multi-task supervised fine-
tuning (SFT) based on the outcomes of the first
stage, as illustrated in Figure 1. Note that, the opti-
mal base model need to be selected from a series
candidate LLMs before CPT progress.

The framework is detailed in three key com-
ponents. Section 3.1 elaborates on the continual
pre-training process, which focuses on optimiz-
ing the proportion of domain-specific data. Sec-
tion 3.2 describes the supervised fine-tuning stage
which emphasizes multi-task instruction tuning to
enhance task-specific capabilities. Section 3.3 in-
troduces the evaluation benchmark used to evalu-
ate the model’s performance at each stage. This
structured approach ensures that the model is pro-
gressively refined to address the unique demands
of auditing applications effectively.

3.1 Continual Pre-training

This study collects and constructs four types of
datasets, namely, (1)finance domain dataset, (2)
laws and regulations dataset from audit domain,
(3) Chinese general dataset and (4) English gen-
eral dataset. We further explore the corresponding
matching strategies by systematically integrating
the four domain datasets for continual pre-training.

3.1.1 Data Construction for CPT

AuditCorpus. This dataset includes three sources:
audit-related regulations, Baidu encyclopedia en-
tries of audit-related concept and audit-related
news, with totaling of SO0MB. The details of the
dataset is: (1)Audit Regulations encompass regula-
tory documents and standards pertinent to auditing;
(2) Baidu Encyclopedia Entries provides encyclope-
dic knowledge on audit-related entities; (3) News
Articles covers audit-related news. The dataset
composition strikes a balance between adequately
representing audit knowledge and facilitating effec-
tive domain adaptation for auditing tasks.

FinCorpus. The pre-training dataset for the fi-
nancial domain is collected from XuanYuan and is
referred to as FinCorpus dataset. XuanYuan is a
large-scale text dataset specialized in the financial
domain, including listed company announcements,
financial news, financial articles and financial exam
questions, with totaling of 60GB.

Chinese General Corpus. This dataset is col-
lected from two sources: (1) Wikimedia, a pub-
licly accessible dataset comprising Wikipedia and
(2) TigerBot, an open-source Chinese pre-training
dataset of containing Chinese books, internet text
and encyclopedia. The sources are combined to
construct a comprehensive general Chinese pre-
training corpus.

English General Corpus. This dataset is also
collected from Wikimedia, which provides a vast
amount of information across various domains in
multiple languages.Here, the English dataset from
Wikimedia is selected to construct a comprehensive
general English pre-training corpus.

To processing the pre-training data, data chunk-
ing is conducted at first to ensure the length of each
data segment limited to 4096 tokens with using
the Qwen2.5 tokenizer. Furthermore, the Data-
Juicer toolkit ! is employed to sample and clean
the pre-training data to obtain high-quality inputs.
Specifically, the general pre-training data and the
FinCorpus were downsampled to 10M tokens from
each to balance the dataset sizes of four corpus.
Table 4 provides the details of the data pre-process,
including the original and resulting sample sizes of
each dataset, along with respective sampling ratios.

3.1.2 Sampling from Each Dataset

In the pre-training process, dataset sampled from
different domains exhibit distinct linguistic fea-
tures, vocabulary distributions and semantic struc-
tures. A domain-skewed pre-training corpus risks
overfitting to domain-specific patterns, compromis-
ing cross-domain generalization. Underrepresented
domains in training data impede the model’s acqui-
sition of domain-specific patterns, thereby degrad-
ing task-specific performance. Therefore, carefully
sampling and balancing domain proportions is cru-
cial to optimize the model’s cross-domain general-
ization performance.

Research by (Gururangan et al., 2020) on
domain-adaptive pre-training highlights that tailor-
ing the pre-training data distribution to downstream
tasks can significantly enhance model performance,
further justifying the need for sampling exploration.
In this study, to investigate the impact of domain-
specific data proportions on continual pre-training,
we designed a structured sampling strategy that
allows controlled adjustments while maintaining
consistency across experiments. The sampling pro-
cess focuses on two main components: a baseline

"https://github.com/modelscope/data-juicer
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Figure 1: Overview framework of training Audit Language Model (AuditLLM). The framework consists of three
phases: (1) Base Model Selection, i.e, select an optimal base model from open-source LLMs; (2) Continual Pre-
Training (CPT) with a domain-specific dataset by designing a series of sampling strategies and result in base model,
called "OpenAuditLLM Base"; (3) Supervised Fine-Tuning (SFT) the base models by multi-tasking instruction
tuning on datasets and result in instruct model, called "OpenAuditLLM Instrust".

setting with equal domain contributions and pro-
portion adjustments for individual domains.

First, a baseline configuration was established by
synchronously scaling data from the four domains
in equal proportions, namely, finance, English, Chi-
nese and auditing. For example, in the initial setup,
each domain contributes 0.0125 billion (B) tokens,
totaling 0.05B tokens. This balanced design en-
sures that the model is exposed to a uniform distri-
bution of knowledge across domains at the starting
point. The configurations generated under equal
scaling are visualized in Figure 2, where all do-
main token counts increase synchronously across
different configurations.

To further analyze the impact of varying a single
domain’s representation on the model, we intro-
duced proportion adjustments where one domain
was over-sampled or under-sampled while the oth-
ers remained equally scaled. Over-sampling starts
from 0.025B tokens with a step size of 0.025B, and
under-sampling starts from 0.00625B tokens with
a step size of 0.00625B. This design allows to in-
dependently evaluate how increasing or decreasing
the data volume of a specific domain affects the
model performance.

The specific adjustment for the auditing domain
is illustrated in Figure 2. Here, the "Regulation
Over" and "Regulation Under" lines represent the
cases where the auditing domain was respectively

over-sampled and under-sampled, while the rest
domains maintained equal proportions. This fig-
ure highlights how the auditing data proportion
changes across configurations, demonstrating the
flexibility of the sampling framework.
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Figure 2: Proportion adjustment for the auditing domain,
showing equal-sampling, over-sampling and under-
sampling settings relative to other domains.

3.2 Supervised Fine-Tuning
3.2.1 Data Construction for SFT

The supervised fine-tuning (SFT) phase leverages
datasets of containing audit & finance domain in-
structions and general instructions. The datasets
are collected to reflect diverse linguistic patterns
and domain knowledg relevant to each domain and
ensures a balanced representation of the domains.
The details of the instruction fine-tuning datasets



are introduced as follows.

ICE-FIND dataset derived from the ICE-PIXIU
framework? is selected as the domain-specific in-
struction dataset. ICE-PIXIU is a comprehensive
cross-lingual financial instruction framework of
containing 32 tasks with 604k instructions, encom-
passing various Chinese financial NLP tasks.

Audit dataset is optimized from audit-specific
fine-tuning dataset developed by AuditWen?,
which consists of 14 tasks, with totaling of 30,269
instructions.

Chinese-LLaMA-Alpaca-3 dataset * is em-
ployed as general instructions, which contains
kinds of high-quality instruction tasks in both Chi-
nese and English, with a total of 307k instructions.

3.2.2 SFT Data Exploration

We fine-tune the OpenAuditLLM 0.5B model
with three distinct datasets, namly the ICE-FIND
dataset, the Audit dataset and the Chinese-LLaMA-
Alpaca-3 dataset. The performance of the models
are evaluated at each training stages to determine
the optimal dataset for subsequent fine-tuning of
the 1.5B and 3B models.

3.3 Evaluation Benchmark

The auditing domain specific dataset, referred as
AuditEva Datasets, is employed to test the model’s
ability in audit domain. The dataset includes four
different classification tasks, namely audit-item
entity classification (AIEC), audit-problem entity
classification (APEC), audit legal name classifi-
cation (ALNC) and audit relation classification
(ARC). These diverse tasks collectively evaluate
the model’s robustness and versatility in handling
auditing-specific content. Table 5 in Appendices
provides a detailed overview of these datasets, in-
cluding their descriptions and examples categories.

FinanceIlQ> evaluates the model’s understand-
ing of financial concepts, terminology and rea-
soning, which are also relevant to audit domain.
Furthermore, this study employed a standardized
evaluation pipeline by combining FinancelQ and
AuditEva dataset, enabling fair comparisons and
reflecting the models’ performance on auditing-
relevant capabilities throughout the experimenta-
tion process.

2https://github.com/YY@649/ICE—PIXIU

3https://github.com/HooRin/AuditWen

*https://github.com/ymcui/
Chinese-LLaMA-Alpaca-3

5https://huggingface.co/datasets/Duxiaoman—DI/
FinanceIQ

4 Experimental Results

To evaluate the performance of our approach, com-
prehensive benchmark is conducted against exist-
ing models. The evaluation focused on both base
models and instruct models to assess their capabili-
ties across various settings.

4.1 Baseline LLMs selection for continual
pre-training

We curated a diverse set of baseline models that en-
compass various architectures and parameter scales,
which are publicly available and constrained to un-
der 5B. This parameter ceiling was chosen to bal-
ance computational efficiency with model capacity.
Table 1 provides an overview of the evaluated base-
line models.

To enables a systematic comparison of their ini-
tial performance on auditing-relevant tasks and pro-
vides a foundation for identifying the most promis-
ing candidates for subsequent experiments, these
models were subjected to the evaluation benchmark
outlined in Section 3.3. The evaluation focused on
accuracy for all tasks. Table 1 demonstrates the
evaluation result of different models. The Qwen2.5
series consistently outperformed other candidates
across the majority of the benchmark tasks. This
superior capability is attributed to their robust gen-
eralization across financial and audit contexts, mak-
ing them well-suited as baseline models for the
auditing-focused experiments in this study. Conse-
quently, the Qwen?2.5 series are selected as the foun-
dation for continual pre-training and SFT phases.

4.2 Continued Pretraining Result

Experimental Setup. The pre-training process
utilized 64 A100 80GB GPUs across 8 nodes, re-
quiring 250 hours for one epoch. The key hyperpa-
rameters were set to tackle the research question,
with learning rate of 1 x 107> using the cosine
schedule, a weight decay of 0.00001, a warm-up
ratio of 0.05, a batch size of 2 per device, and the
maximum sequence length of 8,192 tokens.

Figure 3 illustrate the impact of under-sampling
and over-sampling strategies on the model perfor-
mance respectively. The horizontal axis represents
the total parameter count of the four datasets (Fin-
Corpus, English General Corpus, Chinese General
Corpus, and AuditCorpus), while the vertical axis
denotes their proportion configurations.

Results and Analysis. We evaluated multiple
data proportion configurations for the Qwen2.5-
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Model Size  Model Name FinanceIQ AIEC APEC ALNC ARC Average
EleutherAl/pythia-410M 24.54 40.56 7.19 5.96 17.95 19.24
<IB HuggingFaceTB/SmolLM2-135M 24.23 4145  16.99 9.63 17.09  21.878
HuggingFace TB/SmolLM2-360M 25.21 4145  16.34 8.26 1453  21.158
Qwen/Qwen2.5-0.5B 44.03 41.78  26.80 14.68 1453  28.364
Meta-Llama/Llama-3.2-1B 26.52 41.45 14.38 15.14 4274 28.046
Qwen/Qwen2.5-1.5B 55.55 81.25 36.60 3440 51.28 51.816
1B~2B Internlm/internlm2.5-1.8B 52.56 50.79  33.99 2294 39.32 39.92
IBM-granite/granite-3.0-2B-Base 37.25 70.38  28.76 29.82 2991  39.224
Google/gemma-2-2B 33.83 51.05  33.99 27.52 5.98 30.474
Qwen/Qwen2.5-3B 65.51 81.75  42.20 38.53 5299  56.196
2B~5B meta-llama/Llama-3.2-3B 39.90 68.40 3529  46.79 25.64  43.204
Nvidia/Minitron-4B-Base 40.71 66.05 36.60 42.66 7.69 38.742

Table 1: Overall performance of different models on the evaluation dataset. Models with sizes below 5B were
selected for evaluation. The results indicate that the Qwen series, including Qwen2.5 0.5B, 1.5B, and 3B models,
achieve the highest scores on most tasks and exhibit the best overall performance.
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Figure 3: Model Performance with Under-sampling and Over-Sampling Configurations.

0.5B base model, with results presented in Tables
6, 7 and 8 in Appendices. Table 6 indicates that
within a certain range, increasing the total parame-
ter count of the pre-training dataset enhances model
performance. A heatmap in Figure 5, derived from
Tables 7 and 8, visually illustrates the experimental
outcomes. By analyzing result, we identified the
optimal data mixing strategy, namely 2:2:2:1 of the
four dataset, which involves under-sampling the
AuditCorpus dataset. Consequently, we adopted
a configuration with a total parameter count of
0.175B under-sampling AuditCorpus as the most
effective strategy.

To further evaluate the effectiveness of the pro-
posed continued pre-training approach, we con-

ducted a comprehensive comparison between the
Qwen2.5 base models and our pre-trained OpenAu-
ditLLM models, as shown in Table 2. The results
demonstrate the effectiveness of the optimized data
proportion strategy. For instance, OpenAuditL.L.M-
0.5B achieves an average performance of 33.77,
surpassing Qwen2.5-0.5B’s 32.62 with notable
gains in AIEC task (61.09 vs. 56.19). Simi-
larly, OpenAuditLL.M-3B outperforms Qwen2.5-
3B with an average score of 57.31 compared to
56.07 particularly in ALNC (44.50 vs. 39.45) and
ARC tasks (52.99 vs. 47.86). These improvements
highlight the consistent benefits of our continued
pre-training strategy across different model scales.



Metrics 0.5B 1.5B 3B
Qwen2.5 OALLM Qwen2.5 OALLM Qwen2.5 OALLM

FinancelQ 43.12 41.75 56.07 56.27 65.76 65.13
AIEC 56.19 61.09 81.69 81.50 82.84 82.77
APEC 25.49 25.49 37.25 3791 44.44 41.18
ALNC 16.06 17.43 36.23 39.45 39.45 44.50
ARC 22.22 23.08 52.14 51.28 47.86 52.99
Average 32.62 33.77 52.68 53.28 56.07 57.31

Table 2: Performance comparison between Qwen2.5 and OpenAuditLLM (OALLM) at different parameter scales

on financial tasks.

4.3 Instruction Tuning

Experimental Setup. In Stage 2, instruction tun-
ing is conducted to enhance the OpenAuditLLM
model’s ability to follow task-specific instructions
tailored to the auditing domain. The process uti-
lized four NVIDIA A6000 GPUs with mixed-
precision training (bf16) to improve computational
efficiency and minimize memory usage. The con-
figuration utilizes the AdamW optimizer with criti-
cal hyperparameters set to a learning rate of le-4,
a batch size of 8, a single training epoch, applied
LoRA with a rank of 8 and alpha value of 16.

Results and Analysis. The OpenAuditLLM
0.5B model is instruction-tuned using three distinct
datasets as described in Section 3.2.1. The baseline
used in all comparisons is the Qwen2.5-0.5B In-
struct model, while the 20% to 100% stages repre-
sent sampling data of different proportions for fine-
tuning on the respective datasets. The experimental
results are shown in the Figures 4, which denotes
that using the ICE-FIND and Chinese-LLaMA-
Alpaca-3 datasets leads to suboptimal performance
across most evaluation metrics. In contrast, the
Audit dataset consistently delivers significant per-
formance improvements with larger training data
volumes. Based on these findings, the Audit dataset
is selected exclusively for the instruction tuning
stage.

By comparing the instruction tuning results, we
adopted a 5-shot setting for ARC task and zero-shot
for the rest tasks. Here, OpenAuditLLM instruct
model denotes supervised fine-tuning of the Ope-
nAuditLLM base model with the Audit dataset.
Table 3 shows the overall performane of differ-
ent models on four tasks. From Table 3, it is evi-
dent that the OpenAuditLLM instruct model outper-
forms the Qwen?2.5 instruct model across most met-

rics and model sizes. Notably, OpenAuditLLM in-
struct achieves substantial improvements in AIEC,
APEC and ALNC across all model sizes, with par-
ticularly strong gains in the 1.5B and 3B config-
urations. While its performance in ARC is less
consistent, the overall average scores of OpenAu-
ditLLM instruct surpass those of Qwen2.5 instruct.
The overall results demonstrate the effectiveness of
instruction tuning with the Audit dataset and high-
lights the robustness of OpenAuditLLM instruct in
handling domain-specific tasks.

Effect of Sampling Strategy. Beyond basic
quality, the domain sampling strategy during con-
tinued pretraining also plays a critical role. As
discussed in Section 3, we introduced two kinds of
sampling: equal domain scaling and controlled do-
main proportion adjustment.The sampling settings
(illustrated in Figure 1 and Figure 2) show that both
the volume and proportion of domain-specialized
data can impact the model’s specialization and gen-
eralization. Particularly, auditing domain perfor-
mance was sensitive to the amount of audit dataset:
over-sampling auditing data improved performance
on auditing-specific tasks but slightly reduced gen-
eral generalization, while under-sampling had the
opposite effect.

These findings emphasize that the quality and
the quantity, distribution of data must be carefully
designed according to domain-specific application
requirements.

5 Conclusion

In this work, we proposed a framework for adapting
lightweight large language models (LLMs) to the
auditing domain, with a particular emphasis on con-
tinual pretraining and task-aware instruction tuning.
Our experimental results underscore the efficacy
of the two-stage training paradigm, namely contin-
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Model Size Model Name FinancelIQ AIEC APEC ALNC ARC Average

0.5B Qwen2.5 instruct 37.85 63.64  47.06 4725  19.66 43.09
OpenAuditLLM instruct 36.08 65.54  53.59 77.52  10.26 48.60

1 5B Qwen2.5 instruct 54.51 55.12 10.46 4495 5299 43.61
OpenAuditLLM instruct 51.82 60.46  49.67 78.44  56.41 59.36

3B Qwen2.5 instruct 60.41 53.59  32.68 48.62  47.86 48.63
OpenAuditLLM instruct 60.66 76.10  55.56 79.36  47.86 63.91

Table 3: Performance of Qwen2.5 instruct and OpenAuditLLM instruct across model sizes on five sub-tasks and

their average.

F',rf"cfl,q Qwen2.5 instruct (0.58)
- - OpenAuditLLM instruct (0.58)
Quen2.5 instruct (1.58)
OpenAuditLLM instruct (1.58)
+- Qwen2.5 instruct (38)
OpenAuditLLM instruct (38)

Figure 5: Performance Radar of Supervised Fine-Tuned
OpenAuditLLM and Qwen2.5 Models

ual pretraining significantly enhances the model’s
ability to internalize domain-specific knowledge,
and instruction tuning refines the model’s capac-
ity to perform realistic auditing tasks. Finally, we
obtained the first family of open-sourced Chinese
audit-specialized LLMs, covering models with pa-
rameter sizes from 0.5B to 3B. In the future, rein-
forcement learning strategy is considered after the
SFT parse to further improve the performance of

the OpenAuditLLM.

Limitations

Our approach depends heavily on the availability
of high-quality domain-specialized data. While
we curated improved datasets for continued pre-
training and instruction tuning, the process is labor-
intensive and not easily generalizable to other do-
main or languages without similar data quality.

In addition, our evaluation is constrained to
five datasets primarily focused on classification
tasks. This narrow scope may not fully capture the
broader range of audit-related reasoning and gen-
eration capabilities, leaving generalization to other
audit tasks an open question. Our future work will
incorporate more evaluation tasks related to audit
application scenarios.
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A Appendix

A.1 Summary of Data Cleaning and Sampling
for Pre-training Datasets

Table 4 provides a detailed summary of the data
cleaning and sampling processes applied to the
pre-training datasets. It includes the dataset type,
specific dataset names, original and resulting to-
ken counts, and the ratio of retained tokens after
cleaning. The "origin tokens" and "res tokens"
columns denote the number of tokens before and
after processing respectively, while the "ratio" col-
umn indicates the proportion of tokens retained.

A.2 Overview of Audit-Related Datasets

Table 5 presents an overview of the audit-related
datasets evaluated in this study. The table includes
descriptions of each dataset, example entities, and
classification choices used for audit tasks. Each
entry details the dataset’s role in audit-related eval-
uations, with the "Examples" column providing
representative instances and the "Choices" column
listing possible categories for annotation or classi-
fication.

A.3 Model Performance with
Equal-Proportion Datasets

Table 6 shows the performance of models trained
on equal-proportion datasets, reporting final scores
across different total parameter counts. The table
highlights how model performance varies with pa-
rameter scale, with scores reflecting accuracy or
other relevant metrics.

A4 Model Performance with
Under-Sampling Configurations

Table 7 details the performance of models under
under-sampling configurations, presenting scores

10

for different dataset proportions and parameter
counts, along with average performance metrics.
The table illustrates the impact of reducing dataset
sizes on model outcomes.

A.5 Model Performance with Over-Sampling
Configurations

Table 8 summarizes the performance of mod-
els under over-sampling configurations, showing
scores for various dataset proportions and parame-
ter counts, along with averages. The table demon-
strates how increasing dataset sizes affects model
performance.

A.6 Overview of Language Models from
Various Organizations

Table 9 provides an overview of language mod-
els developed by various organizations, including
model names and their key characteristics. The
table outlines critical features such as architecture,
training data, or intended applications, facilitating
a comparison of models across different providers.
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Dataset type dataset origin tokens origin num res tokens ratio

AuditCorpus regulation 0.1B 59737 51860  0.8681
baike - 4768 4466  0.9367
news - 8807 1573 0.1786
FinCorpus fincorpus 0.4B 439601 112443  0.2558
Chinese General wiki-zh 0.15B 257180 118353  0.4602
Corpus
tiger-bot-zh 0.4B 866254 221013 0.2551
English General Corpus wiki-en 0.15B 336495 316133 0.9395

Table 4: Summary of data cleaning and sampling for pre-training datasets, including original and resulting token
counts and ratios.

Dataset Description Examples Choices

Audit-Item Entity  An entity (or phrase) representing an au- 42 SCE BB Fl 8 1, SRBE 1T, RACRE WU, A 36 TR, Mg K™ 3T, SR, AR,
dit item ST BRI, BEIREARE 1T } B

Audit-Problem En- An entity (or phrase) expressing an audit R 5% & B B BN 523, HIRBURMOE W BLeF iF, A3t TR T, 8 X Eit, &Mt &

tity doubt W H, EBi S EInIE GrSass# i, RAF I, folb it 8t Bt L, 4

e E T, B T, FIRIAOR AT
Legal-Name Entity An entity (or phrase) expressing a legal F74 A\ RIA0E W BUHE 51T 40 T 40 53 5 WAL, A BUERL, N BTG RL, SRlsr &, 5 ek, &

name used in auditing 5], T K BEVR B 5 SERE I, 1 A F], fE SRR, AT, B, R, B RS
e N RSN EBE WU FIVE L, FEHRRL, SR A, RATBUBOR
Regulation Relation Classify the given audit-relevant entity [HLBEFESR, SBIRIZIREE), (& RBITHOUH BT A1, S HI0, SiHRyE, SitJ7i%, |, it
Extraction pair to one of the given choices, extracted 7T, I 2] FCR, WAL, W R AAT ML AT

from a sentence

Table 5: Overview of audit-related datasets evaluated in this study, including descriptions, example entities, and
classification choices. Each entry details the dataset’s role in audit tasks.

Total Parameter Count (B) Final Score

0.05 28.362
0.1 29.028
0.15 30.758
0.2 31.976

Table 6: Model performance with equal-proportion datasets, showing final scores for different total parameter
counts.

Proportion Total Parameter Count (B) Average ProportionTotal Parameter Count (B) Average
0.04375 0.0875 0.13125 0.175 0.0625 0.125 0.1875 0.25

1:2:2:2 29.398 28.828 29.612 30.524 29.5905 2:1:1:1  29.672 32.388 33.086 32.664 31.9525
2:1:2:2 29.672 32.388 33.086 32.664 31.9525 1:2:1:1  29.560 32.864 32.278 31.924 31.6565
2:2:1:2 29.140 31.910 31.300 33.152 31.3755 1:1:2:1  32.438 31.582 31.926 30.880 31.7065
2:2:2:1 28.858 33.806 34.580 33.768 32.7530 1:1:1:2  28.582 31.684 32.892 33.378 31.6340
Table 7: Model performance with under-sampling Table 8: Model performance with over-sampling
configurations, showing scores for different configurations, showing scores for different
proportions and parameter counts, along with proportions and parameter counts, along with

averages. averages.
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Organization Model(s) Description

Google Google gemma-2-2b Gemma-2-2B is a 2B-parameter model from the Gemma family, designed

for efficient performance in NLP tasks.

IBM ibm-granite granite-3.0-2b-base Granite-3.0-2B-Base is a 2B-parameter model from IBM’s Granite series,

optimized for enterprise applications.

XAl internlm2.5-1.8B InternLM2.5-1.8B is a 1.8B-parameter model developed by xAlI, focusing

on efficient and scalable language modeling.

Meta Al Llama-3.1-Minitron-4B-Depth-Base, Llama-3.1- LLaMA models are from Meta Al, including Minitron variants (4B pa-
Minitron-4B-Width-Base, Llama-3.2-1B, Llama- rameters) optimized for depth and width, and LLaMA-3.2 models with
3.2-3B 1B and 3B parameters. The models are known for efficiency in research

applications.

NVIDIA Minitron-4B-Base Minitron-4B-Base is a 4B-parameter model by NVIDIA, designed for high

efficiency in natural language tasks.

EleutherAl pythia-410m Pythia-410M is a 410M-parameter model by EleutherAl, developed for

research with a focus on transparency and reproducibility.

Hugging Face SmolLM2-135M, SmolLM2-360M, SmolLM2- SmolLM2 series by Hugging Face, with parameter sizes of 135M, 360M,
1.7B and 1.7B, are optimized for lightweight and efficient language modeling.

Alibaba Qwen2.5-0.5B, Qwen2.5-1.5B, Qwen2.5-3B Qwen2.5 series by Alibaba, with parameter sizes of 0.5B, 1.5B, and 3B,

are designed for robust performance in multilingual and domain-specific
tasks.

Table 9: Overview of large language models from various organizations, including model names and their key
characteristics.
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