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Abstract

Generative AI and LLMs in particular are001
heavily used nowadays for various document002
processing tasks such as question answering003
and document summarization. Enterprises004
are incurring huge costs of operating or us-005
ing LLMs for their respective use cases. In006
this work, we propose optimizing the usage007
costs of LLMs in a quality aware manner008
for document summarization tasks. Specif-009
ically, we propose to exploit the variability010
of LLM performances across different types011
and formats of data to maximize the output012
quality while maintaining expected costs un-013
der a budget and latency within a threshold.014
This presents two challenges: 1) estimating015
the output quality of LLMs at runtime without016
invoking each LLM, 2) optimally allocating017
queries to LLMs such that the objectives are018
optimized and constraints are satisfied. We pro-019
pose a model to predict the output quality of020
LLMs on text summarization, followed by an021
LP rounding algorithm to optimize the selec-022
tion of LLMs. We study the problems both023
theoretically and empirically. Our methods re-024
duce costs by 40% − 90% while improving025
quality by 4%− 7%. In addition to the quanti-026
tative results, we further show that our model027
quality estimation aligns majorly with human028
preferences through a user study. We release029
the annotated open source datasets1 to the com-030
munity for further research and exploration.031

1 Introduction032

Generative AI based technologies are transform-033

ing the way we approach most tasks nowadays034

and have the potential to significantly disrupt the035

global economy. OpenAI’s ChatGPT (Ope, a) and036

other GPT based large language models available037

through OpenAI web APIs, along with other open038

source LLMs such as LLAMA2 (Touvron et al.,039

1https://anonymous.4open.science/
r/llm-cogs-5FCF/bertscore_prediction/
bertscore-prediction-dataset.jsonl

2023) etc. have proved tremendously successful 040

in document processing tasks, such as question an- 041

swering and summarization. However, usage of 042

LLMs (especially, in API based scenarios) comes 043

at a cost and it is important to understand the un- 044

derlying economic ramifications (Ashoori, 2023; 045

Sallam, 2023). 046

In practical scenarios, different Large Language 047

Models (LLMs) come with diverse costs and ca- 048

pabilities. Table 1 lists the costs associated with 049

different Open AI provided LLM APIs. We can 050

see that the costs are quite varied across LLMs. 051

Not only the costs, the capabilities of different 052

LLMs for different tasks and different types of 053

documents can be potentially varied, and are non- 054

trivial to estimate. In fact, there seems to be no 055

clear hierarchy of models in terms of their costs 056

and capabilities. For instance, we have empirically 057

observed that there is a significant difference in 058

the summarization capabilities of GPT-3.5-Turbo 059

and Text-Davinci on documents containing data in 060

certain formats, such as tables versus lists. Pre- 061

dicting or estimating the output quality of LLMs 062

for any given context and task, without actually 063

invoking the LLMs is non-trivial and challenging. 064

Most existing methods (Chen et al., 2023; Jiang 065

et al., 2023a) need the LLM outputs at run time 066

to measure the output qualities. However, this can 067

lead to increased costs and latency. The choice 068

of metric for estimating quality of generated texts 069

for different tasks quantitatively is also a difficult 070

problem, as existing metrics (Lin, 2004; Banerjee 071

and Lavie, 2005; Papineni et al., 2002) often do not 072

correlate well with human perceptions of quality. 073

Estimating the output quality alone does not 074

solve the problem. It is still non-trivial to deter- 075

mine which model a task should be directed to 076

when cost and latency considerations come into 077

the mix. There might be system imposed budget 078

constraints, or the user might be interested in mini- 079

mizing their costs, though not at the expense of the 080
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Model Input Cost Output Cost
text-davinci-002 $0.0200 / 1K tokens $0.0200 / 1K tokens
text-davinci-003 $0.0200 / 1K tokens $0.0200 / 1K tokens
text-curie-001 $0.0020 / 1K tokens $0.0020 / 1K tokens
GPT-3.5-Turbo (4K context) $0.0015 / 1K tokens $0.002 / 1K tokens
GPT-3.5-Turbo (16K context) $0.003 / 1K tokens $0.004 / 1K tokens
GPT-4 (8K context) $0.03 / 1K tokens $0.06 / 1K tokens
GPT-4 (16K context) $0.06 / 1K tokens $0.12 / 1K tokens

Table 1: Costs of different LLM APIs offered by Ope-
nAI (Ope, b)

output quality. For example, randomly routing a081

percentage of queries to cheaper/weaker LLMs for082

lowering costs might end up hampering user experi-083

ence. One needs to ideally find an optimal routing084

of queries or tasks to models to satisfy required085

constraints on costs, quality or latency.086

Main Contributions:087

1. We propose SELECTLLM: that estimates the088

output quality of LLMs for document summa-089

rization and optimally routes to LLMs, subject090

quality and cost constraints.091

2. We theoretically study the underlying con-092

strained optimization problem, and propose093

polynomial time algorithms for important spe-094

cial cases.095

3. We empirically validate our proposed methods096

on public as well as enterprise datasets. We097

not only reduces costs by 40− 90%, but also098

improves observed quality by 4− 7%.099

4. We further report results from a user study to100

validate our model selection with qualitative101

human perception.102

5. We release the annotated training datasets gen-103

erated from open source data for further ex-104

ploration by the community.105

2 Related Work106

Typically, model and LLM selection problems have107

been studied as model cascade problems in the108

literature, where models or APIs are queried se-109

quentially and selectively in an online manner, for110

example, (Chen et al., 2023, 2020, 2021; Mamou111

et al., 2022; Khalili et al., 2022). In particular, Fru-112

galGPT (Chen et al., 2023) is an LLM Cascade113

based solution which decides the performance of114

an LLM after getting the API response. They em-115

ploy both a predictor and an allocator model along116

with a scoring function to evaluate the responses117

of different LLMs. However, this approach intro- 118

duces latency overhead due to its inherently sequen- 119

tial nature. (Jiang et al., 2023a) is an ensembling 120

framework that attains higher quality by blending 121

or fusing the output of multiple LLMs, however 122

cost and latency are not considered in this work. 123

(Shnitzer et al., 2023) learns a classifier for each 124

model that predicts whether that LLM can be used 125

for a given input task or not and the focus is on 126

out-of-distribution modeling. At the time of sub- 127

mission we became aware of (Authors, 2024) that 128

classifies queries into easy or hard in a 2 model 129

setting, based on which queries are routed to ei- 130

ther the smaller model or the larger model. Unlike 131

ours, their work is applicable only with a pair of 132

models. Moreover, we do a rigorous cost, qual- 133

ity and latency based optimization after the model 134

output quality prediction to determine the optimal 135

(constrained) trade-off for the model choice. 136

There have been some works on prompt length 137

reduction (Jiang et al., 2023b; Ghalandari et al., 138

2022) to reduce costs. These works are compli- 139

mentary to our approach. Also, some works have 140

explored caching to reduce costs and latency, but 141

these are only applicable where user queries for 142

different users come from the same distribution. 143

3 Problem Description 144

In this section, we describe the problem and frame- 145

work. We consider the document summarization 146

task. When a new context (query) arrives for sum- 147

marization, we need to route it to a model such that 148

the quality of the summary is high, while the cost 149

remains within a user-specified budget, and latency 150

is also within a threshold. 151

Let us first discuss the setting and notations. 152

We have access to a set of K models (LLMs), ei- 153

ther through local deployment or through APIs: 154

M = {M1,M2, . . . ,MK}. Whenever a model 155

Mi is queried, it incurs a cost and latency (we will 156

define these in further details in Section 5). For 157

defining the problem statement, for the moment, 158

let us assume that there is a quantitative Scoring 159

function S for evaluating the quality of summaries. 160

Specifically, Si,j denotes the quality score for the 161

summary generated for the ith context by the jth 162

model. 163

There are two main questions here that we aim 164

to study. First, how can we estimate the quality 165

score vector Si for the ith context, where Si = 166

{Si,j∀Mj ∈ M} without invoking the LLMs? Sec- 167
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ond, given quality score estimates, how do we deter-168

mine the optimal allocation of contexts to models?169

We now state these two problems formally.170

Problem 1: Quality Estimation For a given171

text T , let the true score quality score vector be S.172

Assuming the context length of T (input) is d, we173

want to learn a function LMΘ : Rd → RK which174

will act as an approximation to the true quality175

scoring function. In other words, LMΘ(T ) = Ŝ,176

such that Ŝ ≈ S.177

Problem 2: Optimal Allocation We are given a178

collection of contexts (or, prompts) T : {Ti}, and179

a set of models M : {Mj}. We are also given the180

estimated quality scores {Si,j} for each {Ti,Mj}181

pair. Furthermore, we are aware of the usage costs182

of the the models and we are given a budget on the183

usage costs as well as a latency threshold to adhere184

to. Our goal is to find an optimal allocation of185

contexts to models such that the estimated quality186

scores are maximized in aggregation subject to cost187

and latency constraints.188

4 Problem 1: Quality Estimation189

In this section, we study the problem of estimating190

the output quality of LLMs for various prompts for191

summarization task. In general, the LLM perfor-192

mance can vary with the task and the context. For193

example, it can vary with domain of the text, format194

of the text among others. We empirically observed195

that while GPT-3.5-Turbo is better at summarizing196

data in tabular format compared to Text-DaVinci,197

the latter summarizes bulleted list points better than198

the former. Hence, a key (empirical) insight is that199

there might not be a clear hierarchy of the mod-200

els in terms of their performance (also noted by201

(Chen et al., 2023, 2020), and estimating the LLM202

response quality is non-trivial. Existing works such203

as FrugalGPT (Chen et al., 2023) need to invoke204

the LLMs at run time in order to evaluate their per-205

formance. However, that is counter productive to206

our use case and objectives, as querying each LLM207

separately will not only increase the costs a lot, but208

will also result in high latency. We have proposed209

a model to predict the output quality of LLMs with210

high fidelity (Sec 4).211

4.1 Choice of Quality Metric212

To assess the output quality, firstly, it is essential213

to establish a quantitative metric for evaluation. In214

scenarios like multiple choice question answering215

and Natural Language Inference (NLI) tasks re-216

lated to document processing, we can rely on accu- 217

racy and NLI metrics, respectively, to quantitatively 218

measure performance. However, in cases where the 219

task is inherently more subjective and qualitative, 220

like text summarization, selecting an appropriate 221

evaluation metric becomes less straightforward. In 222

the literature, different scores that have been used 223

for this purpose include variants of ROUGE scores, 224

such as ROUGE-1, ROUGE-2, and ROUGE-L 225

(Lin, 2004) as also BLEU metrics (Papineni et al., 226

2002) and METEOR scores (Banerjee and Lavie, 227

2005). These metrics however don’t have a deep 228

understanding of the semantics or context of the 229

language as they are based on n-gram matching, 230

which can lead to inaccuracies, especially in tasks 231

that require nuanced or context-aware language 232

generation. BERT Score (Zhang et al., 2019) and 233

BART Score (?) were shown to capture semantic 234

notions of generated text better and highly corre- 235

lated with human judgement, hence these are more 236

suitable for quantitative evaluation of the qualita- 237

tive perception of the summary.However, we ulti- 238

mately selected BERTScore as our quality score 239

metric due to its lower computational resource re- 240

quirements. 241

4.2 Proposed Model: Bert-based Score 242

Predictor 243

Figure 1 illustrates our proposed model framework: 244

Bert-based Score Predictor. It takes as input a given 245

piece of text that is to be summarized and gener- 246

ates a quality score for each model in the cascade. 247

These scores represent how well each model would 248

summarize the text compared to a gold standard, 249

which can be human summaries or summaries gen- 250

erated by a powerful LLM. We use a Language 251

Model: Bert as our backbone, and on top of this, 252

we add a regressor head for the final prediction. Ad- 253

ditionally, this regressor head incorporates Layer 254

Norm between successive layers. From extensive 255

experimentation, we found that using GELU acti- 256

vation yielded the most favorable results. 257

Figure 1: Bert-based Score Predictor
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4.3 Generating Ground Truth258

For training the above model we need to generate259

the ground truth as a first step. We start by annotat-260

ing datasets with reference quality scores. These261

scores are determined by first obtaining the gold262

standard summary by querying the most advanced263

large language models that we have access to (GPT-264

4 or GPT-3.5-Turbo). Subsequently, we query each265

model within our cascade to generate candidate266

summaries, based on which the quality scores are267

calculated. We have curated two distinct datasets,268

Dataset-I and Dataset-II, following this methodol-269

ogy. Dataset-I comprises approximately 1000 text270

sections extracted from real-world PDF documents271

obtained from Adobe Inc. Gold summaries for this272

dataset were generated using GPT-4, with the cas-273

cade of models including Text-Davinci-003, Text-274

Curie-001, and GPT-3.5-Turbo. On the other hand,275

Dataset-II consists of around 3000 text samples276

from various sources such as the bigpatent(Sharma277

et al., 2019), samsum(Gliwa et al., 2019), and wiki278

bio(Lebret et al., 2016) datasets. Each data point279

in Dataset-II2 was annotated with a quality score280

(BERTScore in this case), using GPT-3.5-Turbo’s281

summaries as the reference gold standard. For this282

dataset, the cascade included Text-Davinci-003,283

Text-Curie-001, and Vicuna-13b.284

4.4 Loss Function285

Using the quality scores as ground truth for each286

input text di, the Bert-based Score Predictor gen-287

erates K scores where K is the number of LLMs288

considered in the cascade (K = 3, in our case).289

Let yi ∈ R≥0
K denote the vector of the actual290

quality scores incurred on the K models for sec-291

tion di and ŷi ∈ R≥0
K is the predicted vector. For292

a pair of distinct models kp and kq, let ∆i
kp,kq

=293

yi(kp) − yi(kq) and ∆̂i
kp,kq

= ŷi(kp) − ŷi(kq).294

For a batch size n′, the loss is computed as a com-295

bination of :296

1. Mean Square Error (MSE) Loss:297

LMSE =
1

n′

∑
i∈[n′]

||yi − ŷi||2 (1)298

2We release this annotated dataset to the community

2. Pairwise difference Loss: 299

Ldiff =
1

n′

∑
i∈[n′]

2

K(K − 1)
(2) 300

·

 ∑
kp,kq∈[K],kp ̸=kq

(∆i
kp,kq − ∆̂i

kp,kq)
2

 301

Hence, our loss function is:Ltotal = αLMSE + 302

βLdiff , where Ldiff was added as a regularizer to 303

the MSE loss to help reinforce or preserve pairwise 304

trends between models, which becomes important 305

in model selection. 306

4.5 Further Training Details 307

We utilized the pre-trained Bert-base-uncased 308

model from Hugging Face3 as our backbone model. 309

Our regressor head consisted of three linear layers 310

with LayerNorm between each layer and employed 311

the GELU activation function for every layer except 312

the last one. This configuration was fine-tuned on 313

our datasets. The initial learning rate used was 314

1−3, with Adam optimizer, with hyperparameters 315

α = 1 and β = 2.4 and trained on one Nvidia 316

a10g GPU for 10 epochs. On Dataset I, the training 317

MSE obtained was 5.8−3 and the test MSE was 318

6.5−3. On Dataset II, the training MSE obtained 319

was 2.7−3 and the test MSE was 9.5−3. 320

5 Problem 2: Optimal Allocation 321

In this section we discuss the constrained optimiza- 322

tion problem of selecting LLMs optimally for each 323

context, such that certain constraints are satisfied. 324

We will formalize the problem and develop algo- 325

rithms to solve it. 326

Recall from Section 3 that we have access to a set 327

of K models (LLMs), either through local deploy- 328

ment or through APIs: M = {M1,M2, . . . ,MK}. 329

Whenever a model Mi is queried, it incurs the 330

following costs (defined similar to (Chen et al., 331

2023)): 332

1. cost per token of the input prompt CI
i ≥ 0; 333

2. cost per token of the output response CO
i ≥ 0; 334

3. a fixed cost of invoking a model4 CF
i ≥ 0. 335

3https://huggingface.co/bert-base-uncased
4This can be the fixed cost (compute, network I/O, service

charge etc.) of calling a particular API or invoking a locally
hosted model, which can incur compute charges and/or cluster
activation charges.

4
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Then the total cost incurred by an input P I , with336

corresponding output PO from model Mi is: CI
i ·337

|P I |+CO
i ·|PO|+CF

i . It is possible that CI
i = CO

i ,338

and CF
i = 0 for any or all i ∈ [K].339

In addition to the monetary cost, each invoca-340

tion of a model incurs certain latency. The latency341

incurred is proportional to the token length of in-342

put and output and also depends on the particu-343

lar choice of API, or the local instantiation of the344

model. Generally, it has also been observed to be345

proportional to the model size. Let the latency per346

unit token length as incurred by model Mi be Li.347

In many cases, estimated latency caused due to in-348

put and output often varies, and hence, for further349

generality, we assume that the latency per unit in-350

put token is LI
i and latency per unit output token351

length is LO
i . Therefore, when calling model Mi,352

the total latency experienced by an input of token353

length |P I
i | (corresponding to the tokenizer for Mi)354

and corresponding output of length |PO
i | would355

be LI
i · |P I

i |+ LO
i · |PO

i |+N , where N denotes356

noise (mean 0) in the estimation due to network357

and system state related stochasticity.358

As stated earlier, we focus on document summa-359

rization. A document D can be considered to be set360

of n sections: D = {d1, d2, . . . , dn}. Each section361

needs to be summarized to a p line summary, where362

p is a system defined (or, user specified) constant.363

For a given summary for dj from LLM Mi, (as-364

sume) we have a quantitative estimate of the output365

quality as a score Si,j .366

As stated earlier, each invocation of a model367

comes with a specific cost. If the model Mi is368

chosen for section dj (j ∈ [n]) from the docu-369

ment D, then the cost incurred is given by: Ci,j =370

CI
i ·|dIi,j |+CO

i ·|dOi,j |+CF
i . Here, |dIi,j | denotes the371

token length of the (input) section dj corresponding372

to the tokenizer of Mi, and |dOi,j | denotes the corre-373

sponding token length of the output summary for374

section dj by model Mi. For p length summaries,375

we estimate the expected output length as p times376

the average number of words per sentence from377

each model Mi (as observed empirically). Let this378

be |davgi,j |. The cost Ci,j is therefore estimated as:379

CI
i · |dIi,j |+ CO

i · |davgi,j |+ CF
i .380

5.1 Budget Aware Optimizer381

Let the system imposed monetary budget for sum-382

marization task on the given context or (document383

D) be B. This means that the total cost incurred384

should be less than the budget imposed B. Let us385

define an indicator variable xi,j which is 1 when386

model Mi is chosen to summarize section dj , and 387

0 otherwise. Therefore, the budget constraint is: 388∑
Mi∈M

∑
dj∈D Ci,j · xi,j ≤ B. 389

Let the required SLA (service level agreement) 390

on the expected latency be L. The expected latency 391

for section dj if routed to model Mi: ℓi,j = LI
i · 392

|dIi,j |+LO
i ·|d

avg
i,j |. Let us assume that the K models 393

can be called in parallel to each other (and multi- 394

ple calls would not incur any sequentiality). The 395

constraint is:
∑

Mi∈M ℓi,j · xi,j ≤ L ∀dj ∈ D. 396

The goal is to maximize the total expected qual- 397

ity of summaries generated for all the sections 398

through the respective models chosen for routing. 399

Therefore, the objective is: 400

Maximize
∑

dj∈D
∑

Mi∈M Si,j · xi,j . 401

We further need to add a constraint
∑

Mi∈M xi,j = 402

1 for all dj ∈ D to ensure that every section is sum- 403

marized by one model. The integer linear program 404

for this problem, that we denote BUDGET-OPT is 405

given next in Equation 3. 406

Maximize
∑
dj∈D

∑
Mi∈M

Si,j · xi,j (3) 407

subject to
∑

Mi∈M

∑
dj∈D

Ci,j · xi,j ≤ B, 408

∑
Mi∈M

ℓi,j · xi,j ≤ L ∀dj ∈ D 409

∑
Mi∈M

xi,j = 1 ∀dj ∈ D, 410

xi,j ∈ {0, 1} ∀dj ∈ D, ∀Mi ∈ M 411

412

We next study the hardness of BUDGET-OPT 413

even under relaxed latency constraints. 414

Theorem 1 BUDGET-OPT is NP-HARD. 415

We show BUDGET-OPT is NP-HARD from KNAP- 416

SACK problem. Due to space limitations, further 417

details are provided in Appendix, Section A. 418

Since BUDGET-OPT is NP-HARD, we relax it to 419

a linear program, where we allow 0 ≤ xi,j ≤ 1 in 420

place of the integrality requirement. We consider 421

the latency relaxed version5. For obtaining the 422

final allocation, we use the following simple round- 423

ing rule (breaking ties by choosing the lower cost 424

model): x̂i,j = 1 if xi,j ≥ xi′,j∀i′ ∈ [K], 0 425

otherwise. We empirically find that the above 426

rounding violates budget by < 0.2%. 427

5This holds when the maximum estimated latency is less
than the threshold for any model and text pair, which is a
practical scenario especially for generating short summaries.
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5.2 Quality Aware Cost Minimizer428

Here we study theoretically another practically im-429

portant variant of the problem COST-MIN where a430

quality threshold Q must be maintained at a per in-431

stance level, while minimizing the total costs. The432

corresponding integer linear program is:433

Minimize
∑
dj∈D

∑
Mi∈M

Ci,j · xi,j (4)434

subject to
∑

Mi∈M
Si,j · xi,j ≥ Q ∀dj ∈ D,435

∑
Mi∈M

ℓi,j · xi,j ≤ L ∀dj ∈ D436

∑
Mi∈M

xi,j = 1 ∀dj ∈ D,437

xi,j ∈ {0, 1} ∀dj ∈ D,∀Mi ∈ M438

439

Theorem 2 COST-MIN is NP-HARD.440

We prove this by a reduction from PARTITION. Fur-441

ther details are provided in Appendix, Section A.442

5.2.1 Polynomial Special Cases443

For two special cases, COST-MIN admits polyno-444

mial time algorithms.445

Theorem 3 In the absence of latency constraints,446

an O(K) greedy algorithm gives the optimal solu-447

tion to COST-MIN.448

We show that a greedy algorithm is optimal in this449

case. Further details in the Appendix, Section A.450

Theorem 4 When all the sections are equal in451

length in terms of tokens, then COST-MIN admits452

a polynomial time solution.453

This problem can be modeled as a minimum cost454

maximum flow problem and as a result admits a455

polynomial time optimal solution by the Bellman456

Ford algorithm. Further details are provided in457

Appendix, Section A.458

6 Experimental Results459

For evaluating our approach, we have performed460

several experiments. We considered the document461

summarization task, where each text sample needs462

to be summarized in to 2 line summaries (the463

prompt to the LLM specified this task with this464

desired length). For each text sample, we predicted465

the quality scores corresponding to each model in466

the set of choices as compared to the Gold standard467

(latency of predictor model in milliseconds). Then468

we solved the fractional Linear Program BUDGET- 469

OPT (one time for a dataset, latency in millisec- 470

onds) and rounded the optimal fractional solution 471

to obtain integral allocations for each sample to 472

one of the model choices. We report the aggregated 473

quality scores along with the total costs incurred 474

for different values of Budget. 475

In the first set of experiments, we used Dataset- 476

I. The model choices were GPT-3.5-Turbo, Text- 477

Davinci-003, Text-Curie-001 and the GOLD sum- 478

maries were generated using GPT-4. We compare 479

our approach against the following baselines: i) 480

Only Text-Davinci-003, ii) Only GPT-3.5-Turbo, 481

and iii) Proportional Allocation, described next. 482

Proportional Allocation: Consider the optimal 483

fractional solution of the LP. We aggregate the total 484

allocation to each model. For LLM Mi, let the total 485

allocation to Mi by Budget-Opt is:
∑

dj∈D xi,j . 486

Let us call this Xi. Now we normalize Xi to X ′
i 487

as follows X ′
i = Xi∑

Mk∈MXk
. This gives us a 488

probability distribution across the models, where 489

the X ′
k can be considered to be the probability of 490

choosing model Mk. Hence, in this baseline, for 491

each input, we choose a model Mk with probability 492

X ′
k. Table 2 lists the results on Datset-I along with 493

the allocation vectors for each model. The metrics 494

of interest are: i) Total Cost incurred, and ii) the 495

Average Bert Score of the generated summaries 496

with respect GOLD. 497

SELECTLLM performs significantly better than 498

all the baselines compared. For Dataset I, we get a 499

84.50% cost reduction and 3.2% quality improve- 500

ment over the “Only Text-Davinci-003" baseline 501

and 22.55% cost reduction and 1.2% quality im- 502

provement over the “Only GPT-3.5-Turbo" base- 503

line. We can see that the allocation vector for our 504

solution for a budget B is the same as that in the 505

Proportional Allocation baseline given in the ad- 506

jacent row. However since the choice of model 507

is not optimized here, both the cost is higher and 508

Bertscore is lower. We have not compared with 509

“Only Text-Curie-001” baseline here as the quality 510

scores in average were quite low. However, includ- 511

ing both Da-Vinci and Curie as options in the model 512

choice for SELECTLLM helps to both lower costs 513

as well as achieve higher quality scores than all 514

the baselines operating at a comparable or higher 515

cost, because of the mathematically optimal trade- 516

off and near correct estimation of scores. 517

Another interesting observation is that BUDGET- 518

OPT shows diminishing returns with increasing 519

6



Method Cost (1e-3 $) Allocation GPT3.5/Davinci/Curie Avg. BertScore
Only Text-Davinci-003 3549.71 [0.00, 1.00, 0.00] 0.746
Only GPT-3.5-Turbo 709.94 [1.00, 0.00, 0.00] 0.761

SELECTLLM (B = 370) 370.01 [0.16, 0.00, 0.84] 0.708
Random (B = 370) 389.39 [0.16, 0.00, 0.84] 0.693

SELECTLLM (B = 550) 550.12 [0.79, 0.03, 0.18] 0.770
Random (B = 550) 603.77 [0.77, 0.07, 0.15] 0.748

SELECTLLM (B=1200) 1201.01 [0.62, 0.27, 0.11] 0.782
Random (B = 1200) 1378.02 [0.62, 0.27, 0.11] 0.748

Table 2: Results on Dataset I. We have compared SELECTLLM with three baselines: i) Only Text-DaVinci-003, ii)
Only GPT-3.5-Turbo, iii) Proportional: Defined in Section 6. Costs estimated as per OpenAI pricing.

budget. Figure 2 shows the estimated quality scores520

with increasing budget on Dataset-I. We can see521

that while initially, it increases rapidly, it saturates522

at ≈ 0.78. Also, note that the violation of the523

budget constraints by the rounding process was524

observed to be ≤ 0.2%, hence, we can approximate525

the costs by the corresponding budget values.526

Figure 2: Plot showing the optimal (aggregated) qual-
ity scores across Dataset I with varying Budget (hence,
costs incurred (at most 0.2% violation observed em-
pirically of the Budget constraints due to the rounding
procedure) of BUDGET-OPT.

We perform a similar experiment on Dataset527

II. In this case, the model choices were Text-528

Davinci-003, Vicuna-13b and Text-Curie-001 and529

the GOLD summaries were generated using GPT-530

3.5-Turbo. We compare our approach against the531

following baselines: i) Only Text-Davinci-003, ii)532

Only Text-Curie-001, iii) Only Vicuna, and, as de-533

fined before, iv) Proportional allocation. We get534

90% cost reduction with no degradation in quality535

compared to DaVinci baseline, and similar cost but536

7.21% quality improvement over the Curie base-537

line. Also, at a lower budget, we achieve a cost538

Figure 3: Comparison with an LLM Cascade baseline
inspired by FrugalGPT. We achieve same quality at
considerably lower costs and latency (not shown here).

reduction of 43.9% and quality improvement of 539

4.16% over only Curie baseline. 540

We have also compared with an LLM Cascade 541

baseline inspired by FrugalGPT. FrugalGPT calls 542

three LLM APIs sequentially to generate the query 543

result. If the response from an LLM APIs exceeds a 544

certain performance threshold, no further API calls 545

are made. We use two different ordering of APIs for 546

our experiments. First ordering is Text-Curie-001, 547

GPT-3.5-Turbo and Text-Davinci-003 (FrugalGPT 548

davinci) and for the second ordering, we swap GPT- 549

3.5-Turbo and Text-Davinci-003 (FrugalGPT 3.5). 550

Figure 3 shows the plot of cost vs Avg. BERTScore 551

for different approaches. It is clear that our method 552

achieves the same BERTScores as the FrugalGPT 553

inspired baselines at significantly lower cost. 554

6.1 User Study 555

We also conducted a user survey to see how 556

well our predictor module (which is based on 557

BERTscore) aligns with human preferences. Partic- 558

ipants were shown a piece of text, along with sum- 559

maries by two different LLMs, and asked to judge 560

7



Method Cost (1e-3 $) Allocation Davinci/Curie/Vicuna Avg. BertScore
Only Text-Davinci-003 8917.28 [1.00, 0.00, 0.00] 0.772

Only Curie 891.728 [0.00, 1.00, 0.00] 0.721
Only Vicuna 234.8 [0.00, 0.00, 1.00] 0.686

SELECTLLM (B = 500) 500.0038 [0.072, 0.442, 0.486] 0.751
Proporional (B = 500) 1151.49 [0.072, 0.442, 0.486] 0.722

SELECTLLM (B = 891) 891.08 [0.196, 0.487, 0.317] 0.773
Proportional (B = 891) 2195.73 [0.196, 0.487, 0.317] 0.718

SELECTLLM (B=1500) 1493.99 [0.349, 0.495, 0.156] 0.786
Proportional (B=1500) 3681.33 [0.349, 0.495, 0.156] 0.718

Table 3: Results on Dataset II. Here, we have compared SELECTLLM with four different baselines: i) Only
Text-DaVinci-003, ii) Only Text-Curie-001, iii) Only Vicuna-13B, iv) Proportional: Same as in DatasetI. Cost of
OpenAI models were calculated as per OpenAI pricing. Vicuna was self-hosted and its cost is estimated by the
compute cost per hour of the renting hardware (GPU) and token throughput.

which summary they preferred (options: model561

A, model B, both summaries are adequate, neither562

summary is adequate). The LLMs used here were563

Text-davinci-003 and Text-curie-001. The partici-564

pants were not made aware of which summary is565

generated by which model. Out of the 10 texts566

shown to users, half of the texts were where our567

predictor module predicted that curie (the cheaper568

LLM) will be adequate for summarization. 3 of the569

texts were where our predictor module predicted570

that davinci would be significantly better than curie,571

whereas 2 texts were those where there was no sig-572

nificant difference between the predictions (our573

module predicted both LLMs to perform similarly).574

We obtained responses from over 50 users (total575

data points n > 400).576

Figure 4: Confusion matrix for user study

Figure 4 shows the normalized confusion ma-577

trix, comparing our prediction module’s suggested578

LLMs (based on just the input text alone) with 579

user preference of final summaries generated. As 580

we can see, there is strong correlation with human 581

preference when our model predicts either DaVinci 582

or Curie. This means we can effectively predict 583

how users would prefer a model generated sum- 584

mary, when our model predicts a significant gap 585

between the LLMs. When the predicted score gap 586

between LLMs was low (when our model predicted 587

‘both’), we find low correlation with human pref- 588

erence. Looking at the actual questions, we find 589

that humans strongly preferred ‘both’ in one of the 590

questions, while preferring DaVinci for the other. 591

This points to the overall hardness of predicting 592

the ‘correct’ LLM when both models are close in 593

performance. However, when there is a significant 594

performance gap, our module is able to predict it 595

with high correlation with human preference. 596

Latency: Even though in the experiments, we 597

did not specify latency constraints in BUDGET- 598

OPT, we obtain a ≈ 13% reduction in total API 599

call wait time owing to a significant percentage of 600

queries being routed to Text-Curie, having lower 601

response time. 602

7 Conclusion and Future Work 603

We present SELECTLLM: a quality aware frame- 604

work for reducing costs of LLM usage. We have 605

shown significant cost savings, and comparable 606

quality in most cases, and in some cases, even im- 607

provement in quality due to context-based smarter 608

choice of LLMs. We would like to extend our 609

framework to the fully online setting, where the 610

LLM quality estimation can be done contextually 611

in an online manner. 612
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8 Limitations613

While the current framework helps to reduce costs614

in a quality aware manner, and even improve qual-615

ity to certain extents, there are certain limitations616

to it that we would hope to address in future work.617

1. Broader applicability: The current framework618

has been tested for document summarization use619

case. There are other use cases such as question620

answering over documents we could potentially621

apply the framework to. The quality metric might622

be easier to check in some question answering use623

cases that have objective answers, but there might624

be subjective question answering where again we625

would need to explore metrics such as Bert Score or626

BART score with gold standards or human evalua-627

tion. The current framework can be easily extended628

to handle the question answering setting. The only629

gap would be to estimate the length of output re-630

sponse. However, there are existing works such as631

(Jin et al., 2023) that predict the output sequence632

length for LLMs, and we could explore applying633

such a method.634

2. Extending to new models: Every time a new635

model is added to the mix, the training data set636

needs to be augmented with response from the new637

model on training set text prompts. The quality638

score for these would need to be calculated for639

annotating the augmented training set. The loss640

function would need to be extended to include pair-641

wise differences of existing model labels with new642

model as well and the model would need to be643

re-trained with the augmented loss. However, we644

observed that in practice, training the Bert-based645

Score predictor on our datasets, is quite fast and646

takes a few minutes and limited computational re-647

sources.648
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A Appendix 745

A.1 Proof of Theorem 1 746

Consider a relaxed instance, where there are no 747

latency constraints and there are only 2 models: 748

M1 that has c > 0 cost per token and M2 has 0 749

cost per token. Let us consider an input document 750

D = {di}, where di has a accuracy score Si,1 in 751

M1, and Si,2 in M2. On model M1, the expected 752

(input + output) token length of di is Ti and hence 753

its cost is c · Ti. Our goal is to maximize the total 754

quality score of the assignments while maintaining 755

the total cost ≤ B, where B is the budget. 756

Let D′ denote the set of document sections 757

where Si,2 ≥ Si,1. Without loss of generality, any 758

optimal solution would assign D′ to M2, as other- 759

wise, we can always swap the assignment and get 760

better or same quality score at a lower cost. Hence, 761

we can remove these from the decision problem. 762

Let D′′ denote D\D′. Without loss of generality, 763

for each di ∈ D′′ let Si,1 = Si,2 + ∆i, where 764

∆i > 0. 765

Let the total quality score of the any feasible so- 766

lution be SF . This consists of scores from sections 767

assigned to M2 as well as M1. Let the sections 768

from D′′ assigned to M1 be D1 and those from D′′ 769

assigned to M2 be D2. Therefore: 770

SF =
∑
di∈D′

Si,2 +
∑

dj∈D1

Sj,2 +∆j +
∑

dk∈D2

Sk,2

(5)

771

=
∑
di∈D

Si,2 +
∑

dj∈D1

∆j = S2 +
∑

dj∈D1

∆j 772

where S2 is constant, as defined by the input in- 773

stance. An optimal solution would be maximizing 774

the second component of the above in a feasible 775

way. Therefore, the optimization problem reduces 776

to the following: finding the subset of sections di 777

from D′′, each of cost c · Ti, that can be feasibly 778

assigned to M1, without violating the budget B, 779

while maximizing the quality score (sum of ∆i’s) 780

of the assigned sections. This exactly equivalent 781

to 0-1 KNAPSACK. Formally, we are given an in- 782

stance of 0-1 KNAPSACK with n items, each item 783

has value vi and weight wi, and a knapsack with 784

capacity C. We create an instance of our problem 785

with n sections. For each section i, we let Si,2 = zi 786

where zi ≥ 0 is a random number and ∆i = vi. 787

We choose the cost of di as Ti =
wi
c and budget 788

B = C. We can see that if there exists a feasible 789

solution of total value V in knapsack, that implies 790
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that BUDGET-OPT on the created instance has a791

feasible solution of quality score at least V + S2,792

where S2 =
∑

i∈[n] zi (by using the correspond-793

ing assignments). Similarly, if our problem has a794

feasible solution of quality score Q′, that implies,795

that there exists a feasible solution of value at least796

Q′−S2 for the Knapsack instance. This completes797

the proof.798

A.2 Proof of Theorem 2799

For the NP-HARDNESS proof, let us consider a800

simplified version of the problem where there are801

only 2 models, each with 0 cost and the quality con-802

straints are satisfied for both the models for both the803

sections. Let us consider the feasibility version of804

the problem. Specifically, the decision question is805

whether there exists an assignment of the sections806

to the 2 models such that the latency constraints are807

satisfied for each model. We reduce from PARTI-808

TION for this problem. Given an instance of PAR-809

TITION with n elements of size {a1, a2, . . . , an},810

such that
∑

i∈[n] ai = 2B, we need to find if there811

exists a partition of the elements such that each812

partition sums to B. We create an instance of813

COST-MIN with 2 models, and n sections. We814

choose a random number z < mini∈[n]{ai}. We815

set the output size for every section to be z, and the816

input size of section ai − z, therefore, the total to-817

ken size of di is ai. Let the latency coefficient ℓj for818

each model Mj be equal to ℓ. The latency threshold819

for either model is set to be L = ℓB. The decision820

question is whether there exists a latency feasible821

solution for COST-MIN in the given instance. We822

can see that a YES instance for PARTITION im-823

plies a YES instance for COST-MIN, by simply824

assigning the document sections corresponding to825

the elements in each partition of total size B to826

each model. The total latency in each model would827

therefore be ℓB = L. Similarly, a YES instance828

for COST-MIN would imply a YES instance for829

PARTITION. We simply take the document sections830

assigned to each model, and assign the correspond-831

ing elements to each partition. The total size of832

elements in each partition would then be L
ℓ = B.833

This completes the proof.834

A.3 Proof of Theorem 3835

For each instance dj , we first find the set of feasible836

models Fj . These would be the models that satisfy837

the quality constraints, that is, Mi ∈ Fj if and only838

if Si,j ≥ Q. This requires O(nK) computations839

for all D. Then we find the minimum cost model840

M ′ = argminMi∈Fj Ci for each dj in O(K) and 841

assign dj to M ′. The cost incurred would be min- 842

imum. In order to see the proof, let us assume by 843

contradiction, that, the optimal solution deviates 844

from the greedy solution for some section dj and 845

chooses model Mopt
j in place of the greedy choice 846

Mj . Clearly, Mopt
j must be a feasible model for 847

dj , otherwise, the optimal solution would be violat- 848

ing the quality constraint. Since greedy chose the 849

minimum cost model Mj , replacing Mopt
j cannot 850

increase the cost of the solution. This is true with- 851

out loss of generality for any j where the optimal 852

solution is different from the greedy. Hence, the 853

optimal solution can be feasibly converted to the 854

greedy solution without increasing the cost, since 855

there are no latency constraints. This completes the 856

proof. 857

A.4 Proof of Theorem 4 858

This problem can be modeled as a minimum cost 859

maximum flow problem and as a result admits a 860

polynomial time optimal solution by the Bellman 861

Ford algorithm. The construction is as follows. 862

We construct a directed bipartite graph with the 863

sections as nodes in one partition and the mod- 864

els as the nodes in the other partition. Specifi- 865

cally, we construct a graph G = {V1,V2, E}, where 866

V1 = D = {d1, d2, . . . , dn}, and V2 = M = 867

{M1,M2, . . . ,MK}, and E is comprised of feasi- 868

ble directed edges between the nodes in the two 869

partitions. The edges are all directed from the doc- 870

ument section nodes to the model nodes. An edge 871

e = (dj ,Mi) (i.e., directed from dj to Mi) exists 872

only if it is feasible, that is, if the assignment meets 873

the estimated quality constraints: Si,j ≥ Q. 874

A model Mi can accommodate Ni = ⌊ L
Li
⌋ to- 875

kens while satisfying latency constraints. Let us 876

refer this to as Mi’s token capacity. Let the (input + 877

output)6 size of every section be d in terms of num- 878

ber of tokens. Let us normalize the model capaci- 879

ties as well as by the section sizes by d without loss 880

of generality. Now, the sections have size 1 and the 881

normalized model capacity for Mi is N̂i = ⌊Ni
d ⌋. 882

Therefore, we can assign N̂i document sections to 883

model Mi without violating latency constraints. 884

Now, we set up a flow problem in this graph. We 885

construct a source node s and a sink node t. We 886

construct directed edges from s to each document 887

6The expected output token size is same for all sections
by our earlier assumption of p sentence summary. We can
simply multiply p by the estimated average number of tokens
per sentence as observed through empirical data.
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section dj , and set its capacity 1 and cost as 0. The888

edges directed from section nodes to model nodes889

each have capacity 1 and cost corresponding to the890

model cost. Specifically, an edge e = (dj ,Mi) has891

capacity 1 and cost Ci,j · d. We further construct892

directed nodes from each of the model nodes to the893

sink t. For an edge e′ = (Mi, t), the cost is 0 and894

the capacity is N̂i. Now, for n document sections,895

we try to send a flow of n from s and t and find the896

minimum cost maximum flow in this graph. If the897

problem admits a feasible solution, that is, if there898

exists a solution such that all document sections can899

be assigned to one model each without violating900

quality and latency constraints, then, by integrality901

of flow and the optimality of min-cost max flow902

algorithm (one can use Bellman Ford algorithm903

for this purpose), we will find the minimum cost904

such assignment. The assignment would be: if905

an edge e = (dj ,Mi) carries a flow of 1, then906

document section dj should be assigned to model907

Mi, otherwise not. On the other hand, if there exists908

no such feasible solution, then the flow will find909

the maximum number of feasible assignments at910

the minimum cost. The complexity is polynomial:911

O(|V |2|E|).912
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