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Abstract001

Social media fake news detection aims to de-002
tect fake news from platforms through online003
interaction data, which mainly consists of user004
posts and related comments. Through statistics,005
we found that the number of replies to posts006
depends largely on the time of posting, which007
we named temporal bias of data. Traditional008
methods focus on graph modeling to explore009
the potential structures among social texts, but010
ignore data bias. Although related methods011
based on large language models (LLMs) gen-012
erate interactive comments and perform input013
enhancement, the generated information is un-014
controllable and does not address data bias.015
In response, we propose a approach that uses016
LLMs to debias through data augmentation,017
named DUPS. The method first uses the LLM018
to analyze the user portraits, and then sim-019
ulates the corresponding portrait to generate020
interactive comments, thereby reconstructing021
unbiased data. Experimental results on three022
datasets show that DUPS outperforms the cur-023
rent State-Of-The-Art approaches.024

1 Introduction025

With the vigorous development of social platforms,026

people are more inclined to express opinions or027

consult information on the Internet. However, the028

increasing information is accompanied by more029

fake news, which has caused negative impacts on030

our lives. Therefore, it is crucial to detect fake031

news automatically and precisely.032

Considering the deceitful content of news, early033

research devoted to exploring text content to predict034

news authenticity. These studies focus on modeling035

additional features such as emotional signals (Gi-036

achanou et al., 2019; Zhang et al., 2021), writing037

style (Yang et al., 2021; Zhu et al., 2022), and text038

grammar or patterns (Azevedo et al., 2021; Horne039

and Adali, 2017) to improve the accuracy of fake040

news label prediction. However, for fake news that041

carefully tailored by compilers, it is difficult for042

Figure 1: Both the average comments density in Politi-
Fact and GossipCop test set shows a downward trend.
The horizontal axis is the time slice, which defaults
to 12 hours. The vertical axis is the comment density,
which is calculated as: total number of existing com-
ments/number of time slices.

the model to predict their labels based on the text 043

content alone. 044

On the other hand, some work focused on using 045

social networks to collect evidences as an impor- 046

tant basis for predicting the authenticity of news. 047

Some studies crawl information from authoritative 048

lines as evidence and establish an benchmark (Au- 049

genstein et al., 2019). Due to the scarcity of au- 050

thoritative information, more studies tend to use 051

social wisdom: crawling text like user comments 052

as evidences (Yuan et al., 2019; Yang et al., 2023). 053

Although these works have achieved improvements 054

by modeling user comments, we have observed that 055

the density of comments under news in some bench- 056

marks shows a rapid decline over time, as shown in 057

Figure 1. On social media, comments are usually 058

responses to the posts under news. The decreas- 059

ing trend in comment density over time means that 060

subsequent posts will receive less attention, which 061

may cause useful but untimely posts to be ignored 062

by the model. As an example from twitter shown 063

in Figure 2, although the posts in the blue box can 064

be used as a basis for fake news detection, they 065

did not receive much attention from the social plat- 066
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Figure 2: An example from twitter: A timely post may receive more comments, thus the graph centered on the post
will be larger, making it more likely to obtain a higher weight when modeling.

form (no response was received) due to their late067

release. The big gap in the number of comments068

under posts at different times, which will be re-069

ferred to as the temporal bias of posts below, is a070

common phenomenon in fake news detection on071

social media.072

Recently, with the development and exploration073

of LLMs, its capabilities in role-playing (Shao074

et al., 2023) and personalized language genera-075

tion (Woźniak et al., 2024) have been gradually ex-076

plored. Considering that LLMs can simulate social077

user portraits to generate personalized comments,078

we propose Debiased Social Media Fake News De-079

tection based on User Protraits Simulation. DUPS080

obtains debiased data through data augmentation to081

predict fake news labels, which can be divided into082

three steps: First, for existing comments, LLM is083

used to score and cluster based on five personal at-084

tributes to analyze user portraits; second, for posts085

with temporal bias, LLM is utilized to simulate user086

portraits and generate corresponding comments for087

debiasing; last, the debiased data is modeled to088

predict news labels.089

Our contributions are summarized as follows:090

1) Based on Big 5 Personality Traits (Lim, 2023),091

five personal attributes are set to characterize user092

portraits, which is more controllable and reason-093

able.094

2) We proposed DUPS, which uses the LLM to095

analyze user portraits, then generates correspond-096

ing comments through simulation to remove the097

temporal bias of posts.098

3) Experimental results on three datasets show099

that DUPS outperforms the current State-Of-The-100

Art approaches.101

2 Related Work 102

2.1 Social Media Fake News Detection 103

Different from content-based methods, social me- 104

dia fake news detection approaches are dedicated 105

to exploring the potential structures graph model- 106

ing, such as word relations, news dissemination 107

process and social structure. Yao et al. (2018) pro- 108

posed a method to construct a weighted graph us- 109

ing the words contained in news content and then 110

apply a graph convolutional network to classify 111

fake news. Similarly, Linmei et al. (2019) pro- 112

posed a methodology, in which a heterogeneous 113

graph attention network is used to construct a multi- 114

relational graph for classification. Besides, Ma et al. 115

(2018) and Bian et al. (2020) focus on capturing 116

the features in terms of the fake news propagation 117

by utilizing RNN and bi-directional GCN, respec- 118

tively. Other works like Dou et al. (2021) and Su 119

et al. (2023), which model the relations between 120

news and users for fake news detection. 121

Although these works have achieved improve- 122

ments, they are based on biased social data, which 123

lowers the upper bound of methods. 124

2.2 LLM in Fake News Detection 125

As LLMs are deeply developed and mined, their 126

reasoning and generation capabilities are used in 127

various downstream tasks, including fake news de- 128

tection. Refering to some work that using LLMs for 129

generating chain of thought, Hu et al. (2024) took 130

LLM as an Advisor in fake news detection task and 131

distilled its knowledge into the small model. Based 132

on the efficient retrieval and information integration 133

capabilities of online LLMs, Li et al. (2024) took 134

the LLMs as agents. From evidence-searching to 135

decision-making, each agent collaborated to com- 136

plete the task. In addition, some works focus on 137
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detecting fake news that generated by LLMs. Chen138

and Shu (2024) conducted a systematic research139

on fake news generated by LLMs, including de-140

tection difficulty assessment and disinformation141

classification. Lucas et al. (2023) explored whether142

a large language model can detect fake news gen-143

erated by other LLMs and found that it is feasible144

through special instructions. Although these works145

have explored or utilized large models in fake news146

detection, their integration with LLMs remains su-147

perficial.148

Besides, Wan et al. (2024) proposed a method,149

which simulates the social user network through150

LLMs, by setting user portraits and network struc-151

tures in advance. However, the user interact-152

network simulated in this work is not authentic153

and comprehensive, in which all user portraits and154

relationship are set in advance. Furthermore, it gen-155

erates interaction networks only for the purpose of156

input enrichment, but does not target explicit issues157

such as data bias. In response, we propose an ap-158

proach to simulate social networks based on real159

comments via LLMs, aiming for data debiasing.160

3 Methodology161

In this section, we first provide the problem state-162

ment of the task, followed by details of our method.163

The overall framework of DUPS is depicted in Fig-164

ure 3. The figure shows that the implementation of165

this method can be divided into three steps, each166

of which is elaborated in detail in the following167

sections.168

3.1 Problem Statement169

Given a online news with |X| word as170

x = {x1, x2, ..., x|X|}, its posts list as P =171

{p1, p2, ..., p|P |} and relevant comments set as C.172

For post a, its comment set is denoted as Ca =173

{ca1, ca2, ..., ca|Ca|}, where Ca ∈ C. Each news174

piece has a ground-truth label y ∈ {0, 1}, where 0175

and 1 denote the new piece is fake and real, respec-176

tively. Social fake news detection aims to detect177

the anthenticity the online news through its posts178

and relevant comments set.179

3.2 Obtaining User Portraits180

As shown at the top of Figure 3, obtaining user181

portraits is a two-step pipeline process: using LLM182

to analyze personal attribute, and then getting por-183

traits through clustering.184

3.2.1 Personal Attribute Analysis 185

The Big 5 Personality Traits is a five-factor classi- 186

fication method for studying personality and has 187

been widely used in various applications. Based 188

on this approach, we use LLM to analyze the user 189

personality of a given comment from five personal 190

attributes and score each dimension (0-5 points, the 191

higher the score, the stronger the attribute). Each 192

personal attribute and corresponding explanation 193

are as follows: 194

Openness: Refers to the degree of openness of 195

thought. For example, "There are many possibili- 196

ties for the future" and "Don’t think about it" rep- 197

resent the open-minded and conservative factions 198

respectively. 199

Optimism: Refers to the degree of optimism in 200

attitude. For example, “I am looking forward to 201

it” and “I am extremely disappointed” represent an 202

optimistic and pessimistic attitude respectively. 203

Rationality: Refers to the stability of emotions. 204

For example, "Not just because I like it" and "Wow, 205

I really like it" represent rational and emotional 206

expressions respectively. 207

Logic: Refers to the rigor of thinking. For ex- 208

ample, "Because of the above arguments, it is very 209

reasonable" and "It is unreasonable, no reason" 210

represent logical and chaotic thinking respectively. 211

Affinity: Refers to the intensity of expression. 212

For example, "This is really nonsense" and "This 213

is not very reasonable" represent intense and eu- 214

phemistic expressions respectively 215

3.2.2 User Portraits Clustering 216

Given a comment, the above personal attributes are 217

scored using the LLM to obtain a five-dimensional 218

vector. Referring to the method proposed by Zhang 219

et al. (2023), we use LLM to cluster all scored 220

comments into K categories (the value of K is 221

set through experiments), and then summarize the 222

crowd portraits of each category by the LLM as 223

the user portrait of each comment under the cor- 224

responding cluster. The reason why the clustered 225

crowd portrait is used as the user portrait of each 226

comment in the group is that the number of person- 227

alities in real world are limited. Now each com- 228

ment has a corresponding user portrait, denoted as 229

UC (|UC | = |C|). 230

3.3 Comments Generation 231

As shown in the middle of Figure 3, comments 232

generation is also a two-step pipeline process: de- 233

termining whether to generate comments and it- 234
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Figure 3: The overall framework of DUPS.

eratively optimizing the comments generated by235

simulation.236

3.3.1 Determine whether to Generate237

Comments238

Given a news X , its post list P and relevant com-239

ments set C, we perform the following steps:240

1. Determine whether there is a time deviation241

in the posts in the list. If not, skip to next news,242

otherwise continue.243

2. Search for posts with few comments, and save244

them in the list T.245

3. For each t in the list T, use LLM to analyze246

whether each user portrait in the C set is interested247

in s and give a score (0-5 points, the higher the248

score, the more interested the user is).249

4. The interest value score need to be compared250

with the threshold (set to 3 in the experiment). If251

it is higher than the threshold, the generation line252

continues, otherwise it remains silent.253

When the interest score is high enough, it means254

that the user with a certain portrait is interested in 255

the current post (which has few replies and needs to 256

be debiased), and then it enters the generation line, 257

which is elaborated in detail in the next section. 258

3.3.2 Iteratively Optimizing the Comments 259

Generated 260

In order to make the generated comment closer to 261

the simulated user portrait, we utilize LLM-GAN, 262

which proposed by Wang et al. (2024), to iteratively 263

optimize the comments. As shown in the right 264

half of step 2 in Figure 3, we introduce a LLM 265

generator MG and a LLM detector MD to perform 266

adversarial training together. 267

Generator MG: The goal of the generator MG 268

is to simulate a specific user portrait under a post 269

to generate comment (cG) and give the correspond- 270

ing reasons (rG) for generation. The generation 271

process is as follows: 272

cG, rG = MG(X, p, uc, SG) (1) 273
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Where X, p and uc represent the given news and274

post, as well as the comments posted by the user275

portrait to be simulated, respectively. SG is the276

generation strategy of the generator, which is ini-277

tialized by Equation 2 and updated by Equation 3.278

SG−init = MG(X, p, uc) (2)279

SG = MG(X, p, uc, rD) (3)280

where rD is the reasons for detection given by281

the detector MD, which is elaborated below.282

Detector MD: The goal of the detector MD is283

to detect whether a comment is posted by a user284

of a certain portrait based on the content of the285

comment (yD) and give the corresponding reasons286

(rD) for detection. The detection process is as287

follows:288

yD, rD = MD(X, p, uc, SD) (4)289

Where SD is the detection strategy of the detec-290

tor, which is initialized by Equation 5 and updated291

by Equation 6.292

SD−init = MD(X, p, uc, cu) (5)293

SD = MD(X, p, uc, rG) (6)294

Where cu denotes the real comment posted by295

the user with a certain portrait currently being de-296

tected.297

Through adversarial training, the generator con-298

tinuously optimizes its strategy to generate com-299

ments that are more consistent with the current300

simulated user portrait.301

3.4 News Labels Prediction302

Since the generated data, although close to user303

portraits, may not be effectively used to predict304

the task label, we combine real biased data to al-305

leviate this problem. As shown at the bottom of306

Figure 3, news labels prediction consists of two307

pathways, taking the debiased and the original data308

as input, respectively. Then, the two parts of data309

are modeled through graph neural networks to ob-310

tain the corresponding representations, as shown in311

the Equation 7 and Equation 8.312

EDe = GCN(T (X,P,CDe, θ1), θ2) (7)313

E = GCN(T (X,P,C, θ3), θ4) (8)314

where T (∗) represents the transformer encoder 315

and CDe denotes the debiased comments set. θ1 − 316

θ4 are represent the parameter sets of the corre- 317

sponding models. 318

The graph representations of debiased and orig- 319

inal data are combined through a fusion layer to 320

obtain a feature vector, which serves as the input 321

of the classification layer to output the predicted 322

label: 323

Vfusion =
[
EDe;E;EDe − E;EDe · E

]
(9) 324

P (y|x) = Softmax(Linear(Vfusion)) (10) 325

where
[
; ] denotes concatenation of vectors. 326

4 Experiments 327

In this section, we first introduce the experimental 328

settings, including: datasets, experimental details 329

and baselines, then present the results. 330

4.1 Experimental Settings 331

4.1.1 Datasets 332

We conduct experiments on PoliticFact (Shu 333

et al., 2019b), GossipCop (Shu et al., 2019b) and 334

CoAID (Li et al., 2020) datasets, which are com- 335

mon benchmarks for fake news detection tasks. Ta- 336

ble 3 shows the statistics of each dataset. 337

We do not conduct experiments on more datasets 338

due to the long period, as the proposed method 339

involves online data crawling and nested iterative 340

use of LLMs. 341

4.1.2 Experimental Details 342

For all datasets, we obtain training, validation, and 343

test sets from the original split data. We use the 344

Scrapy framework written in Python as the tool to 345

crawl the user interaction networks of the news in 346

each dataset. The large language model we use is 347

GPT-4, which is called through the general inter- 348

face on the official website. For parameter settings, 349

following Devlin et al. (2019), we truncate the in- 350

put length to 512 and set the vector dimension to 351

768. The task label classifier adopts a feed-forward 352

neural network with a single hidden layer of 256 353

neurons. During training, the initial learning rate 354

for the Adam optimizer (Kingma and Ba, 2014) is 355

tuned by grid searches from 1e-6 to 1e-2. 356
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Domain PolitiFact GossipCop CoAID
#Fake News 269 1269 135
#Real News 230 2466 1568

Table 1: The statistics of PolitiFact, GossipCop and
CoAID datasets.

4.1.3 Baselines357

To demonstrate the effectiveness of the proposed358

model DUPS, we compare it with several existing359

methods in three groups:360

(1) Early neural network based methods, includ-361

ing:362

• BiGRU (Ma et al., 2016), is a widely used363

baseline for fake news detection. We adopt a364

one-layer BiGRU with a hidden size of 512.365

• BERT (Devlin et al., 2019), is a pre-training366

model, which is widely used in various tasks367

and serves as a commonly baseline.368

(2) Traditional fake news detection methods, in-369

cluding:370

• dEFEND (Shu et al., 2019a), it utilizes371

sentence-post co-attention network for fake372

news detection.373

• M3FEND (Zhu et al., 2022), is a complex374

fake news detection model, which encodes the375

news piece from a multi-view perspective and376

adopts a Memory Bank to enrich information377

for samples.378

(3) Social media fake news detection methods,379

including:380

• Bi-GCN (Bian et al., 2020), is a model which381

can capture the features in terms of the fake382

news propagation by utilizing bi-directional383

GCN.384

• WSDMS (Yang et al., 2023), it only requires385

bag-level labels for training but is capable of386

inferring both sentence-level misinformation387

and article-level veracity.388

• DELL (Wan et al., 2024), is a method, which389

use LLM to simulate user-news interaction390

and generate explanations for each tasks, aim-391

ing to enrich the input data.392

Model PolitiFact GossipCop CoAID
F1 Acc F1 Acc F1 Acc

BiGRU 0.572 0.584 0.580 0.569 0.629 0.633
BERT 0.747 0.738 0.713 0.718 0.764 0.755
dEFEND 0.913 0.886 0.756 0.808 0.886 0.870
M3DFEND 0.895 0.877 0.814 0.822 0.911 0.898
Bi-GCN 0.845 0.865 0.805 0.822 0.873 0.857
WSDMS 0.943 0.904 0.870 0.850 0.926 0.893
DELL 0.925 0.906 0.872 0.860 0.881 0.852
DUPS 0.954 0.927 0.889 0.868 0.940 0.906

Table 2: Comparative results on the PolitiFact, Gossip-
Cop and CoAID datasets.

4.2 Results 393

4.2.1 Comparative Experiments 394

We compare proposed DUPS with seven baselines 395

on three datasets. The main results are shown in 396

Table 2, from which we have the following obser- 397

vations: 398

(1) Methods based on interaction network mod- 399

eling generally outperform than other baselines, 400

which reflects that the extraction of relationship 401

features is crucial in social media fake news detec- 402

tion task. 403

(2) Although these baselines that model com- 404

plex relational structures achieved impressive re- 405

sults, none of them outperformed others on all three 406

datasets. This suggests that breaking through the 407

performance bottleneck of existing work may re- 408

quire focusing on other aspects, such as data bias. 409

(3) Compared with all baselines, DUPS achieves 410

the best experimental results on both datasets, 411

which shows the effectiveness of our method. 412

4.2.2 Ablation Study 413

In order to verify the effectiveness of the main 414

components in each step of DUPS, we conduct a 415

ablation study for the method on three datasets. 416

First, we conduct experiments to explore the 417

contributions of five personal attributes, which is 418

used for user portraits analysis in the first step of 419

DUPS. The method that using LLM to analyze user 420

portraits by random attributes (given by the LLM 421

itself), is represented as w/o FPA. 422

Then, we conduct experiments to explore the 423

contributions of LLM-GAN, which is used for com- 424

ments optimizing in the second step of DUPS. The 425

method that using LLM to simulate user portraits 426

and generate comments directly, is represented as 427

w/o LLM-GAN. 428

The last, we conduct experiments to explore the 429

contributions of fusion operation, which is used for 430
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Model PolitiFact GossipCop CoAID
F1 Acc F1 Acc F1 Acc

DUPS 0.954 0.927 0.889 0.868 0.940 0.906
w/o FPA 0.937 0.916 0.874 0.850 0.921 0.885
w/o LLM-GAN 0.926 0.909 0.867 0.843 0.912 0.872
w/o FO 0.943 0.915 0.880 0.854 0.928 0.890

Table 3: Results of ablation study on the PolitiFact,
GossipCop and CoAID datasets.

Metrics PolitiFact GossipCop CoAID
Org De Org De Org De

avg_num_com 2.1 5.2 2.0 6.3 3.3 7.2
avg_var_com 3.3 0.9 4.5 1.4 4.1 1.9

Table 4: Statistics of the original (Org) and debiased
(De) dataset, where avg_num_com represents the aver-
age number of comments on each post and avg_var_com
represents the average variance of comments on each
news.

the combination of real and simulated graph rep-431

resentations in the last step of DUPS. The method432

that model only the generated debiased data, is433

represented as w/o FO.434

The ablation results are shown in Table 3, from435

which we have the following conclusions:436

(1) All components contribute to the overall per-437

formance of the method, which confirms the effec-438

tiveness of each step of DUPS.439

(2) LLM-GAN contributes the most to the over-440

all performance, which means that LLMs have a441

room for improvement when doing role-playing.442

5 Analysis443

In this section, we conduct analysis experiments to444

answer the following questions:445

Q1: How effective is DUPS in debiasing?446

Q2: How DUPS improves model predictions on447

real-world examples?448

449

5.1 Data Analysis (Q1)450

We explore the effectiveness of DUPS on data de-451

biasing from two perspectives: data statistics and452

model performance comparison.453

Data statistics: We calculated the average num-454

ber of comments on each post and the average vari-455

ance of comments on each news post in the original456

data and debiased data, as shown in Table 4. From457

this table, we can conclude that for a given piece458

of news, using the debiased dataset to model its459

user interaction information will obtain a larger460

Model PolitiFact GossipCop CoAID
F1 Acc F1 Acc F1 Acc

BERT 0.747 0.738 0.713 0.718 0.764 0.755
BERT + debiased 0.770 0.754 0.737 0.733 0.790 0.779
dEFEND 0.913 0.886 0.756 0.808 0.886 0.870
dEFEND + debiased 0.927 0.895 0.768 0.822 0.900 0.887
Bi-GCN 0.845 0.865 0.805 0.822 0.873 0.857
Bi-GCN + debiased 0.860 0.872 0.826 0.836 0.896 0.878

Table 5: Performance comparison of three models on
original and debiased data.

and more balanced graph network, which can im- 461

prove the performance of the model. 462

model performance comparison: To verify the 463

effectiveness of debiased data in improving model 464

performance, we selected one baseline from each 465

group (which is mentioned in Section 4.1.3) and 466

compared their performance on the original and 467

debiased data. The comparison results are shown 468

in Table 5, from which we can conclude that the 469

three types of baselines perform better on the debi- 470

ased data, which means that the data is of higher 471

quality for the social media fake news detection 472

task compared to the original one. 473

In view of the above analysis, the answer to Q1 474

is: DUPS can obtain high-quality debiased data, 475

which can improve models performance. 476

5.2 Case Study (Q2) 477

To explore how DUPS improves model predictions 478

on real-world scenarios, we select an example from 479

twitter, which has been presented in Figure 2. We 480

add it to the test set, then use the baseline model 481

and DUPS to predict its label, respectively. 482

For this example, we first use the comparison 483

baseline: Bi-GCN, to model its social network. The 484

subgraph weight and final predicted label of news 485

are shown in the left half of Figure 4. Then, we use 486

the proposed DUPS to model this example. The 487

first step is to generate corresponding comments 488

by simulating user portraits; the second step is to 489

model the social network based on the generated 490

debiased data. The corresponding subgraph weight 491

and final predicted label of news are shown in the 492

right half of Figure 4. By comparing the model- 493

ing performance and prediction results of the two 494

methods, we have the following conclusions: 495

(1) In social media scenarios, when performing 496

graph modeling, the model pays more attention to 497

nodes with richer relationships and ignores those 498

important but sparsely related nodes. 499

(2) The proposed DUPS can alleviate the impact 500

of biased data on models by using LLM for data 501
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Figure 4: A real-word example from twitter for case study. Red text represents comments generated by simulating
user portraits using DUPS.

(a) Effect of the parameter K. (b) Effect of the parameter τ .

Figure 5: The impact of the number of user portraits clusters (K) and the interest threshold (τ ).

augmentation, thereby improving performance.502

5.3 Parameter Analysis503

In this section, we test the sensitivity of two hyper-504

parameters used in DUPS: K, which is the num-505

ber of user portraits clusters mentioned in Sec-506

tion 3.2.2; τ , which is the interest threshold men-507

tioned in Section 3.3.1.508

As shown in Figure 5, both parameter K and τ509

have a certain impact on the model performance,510

and with properly tuned (K=12 and τ=3), DUPS511

can achieve satisfying performance. As the parame-512

ters increase, the model performance shows a trend513

of rising and then falling, from which we have the514

following conclusion:515

When using LLMs for role-playing, it is neces-516

sary to control the amount and granularity of data 517

generated, otherwise it will be counterproductive. 518

6 Conclusion 519

In this paper, we propose a approach that uses 520

LLMs to debias through data augmentation, named 521

DUPS. The method first uses the LLM to analyze 522

the user portraits, and then simulates the corre- 523

sponding portrait to generate interactive comments, 524

thereby reconstructing unbiased data. At last, the 525

debiased data is modeled to predict news labels. 526

Experimental results on three datasets show that 527

DUPS outperforms the current State-Of-The-Art 528

approaches. In addition, relevant analysis also 529

proves the effectiveness of the method in debiasing, 530

to obtain high-quality debiased data. 531
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Limitations532

This work has two limitations: The experimental533

dataset is not sufficient and the generated content534

may not be directly used to detect the authenticity535

of news. For the first limitation, the reason is that536

the experimental period is too long, which has been537

mentioned in Section 4.1.1. After improving the538

time consumption of this work, we will conduct539

it on more datasets. As for the second limitation,540

it is a common problem in role-playing methods,541

due to the enhanced data may not necessarily be542

used as the basis for task label prediction. In future543

work, we consider adopting the RAG (Retrieval544

Augmented Generation) approach to ensure the545

reliability of the generated data.546
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