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Abstract

Large language models (LLMs) are frequently
employed to evaluate the instruction-following
abilities of other LLMs. A number of recent
work focuses on the meta-evaluation of LLM-
based evaluation, aiming to understand the ef-
ficacy of LLMs as evaluators. However, these
studies are limited by the scope of existing
benchmarks and the extensive human anno-
tation efforts. Since previous studies show
that strong LLMs can effectively evaluate the
instruction-following abilities of other LLMs,
a natural question is whether we can use LLMs
to meta evaluate the evaluation abilities of
other LLMs by considering LLM-based evalu-
ation as a special case of instruction-following
tasks. In this work, we investigate the poten-
tial of LLMs to conduct meta-evaluation and
examine the extent to which the proficiency
of the model and the scale of the model im-
pact this meta-evaluation capacity. To this
end, we introduce four frameworks within the
paradigms of pairwise comparison (JDEval and
MDEval) and individual scoring (JDEval-i and
BSMEval). Through our experiments, we find
that pairwise comparison paradigm is more
suitable to conduct meta-evaluation than indi-
vidual scoring paradigm. JDEval and MDE-
val have demonstrated strong performance in
meta-evaluation tasks, showing high agreement
with human annotations. The code and data is
publicly available at: https://github.com/
meta-evaluation/meta-evaluation.git

1 Introduction

The recent success of Large Language Models
(LLMs) (Touvron et al., 2023; Achiam et al., 2023;
Team et al., 2023) has spurred countless research
efforts in both academia and industry. Specifically,
a large number of researchers focus on how to as-
sess the quality of content generated by LLMs,
which is a significant challenge. Human evalua-
tion remains the gold standard for this task due to
its open-ended nature. However, this method is

neither scalable nor reproducible. Consequently,
numerous efforts are being directed toward devel-
oping automatic evaluation metrics by using LLMs
as a cost-effective alternative (Chen et al., 2023b;
Fu et al., 2023; Wang et al., 2023a; Liu et al., 2023).
There are typically two paradigms for using LLMs
as evaluators. One approach involves combining
a powerful base LLM, such as ChatGPT or GPT-
4, with a specific prompting strategy (Chen et al.,
2023b; Liu et al., 2023; Fu et al., 2023; Wang et al.,
2023a). The other approach involves fine-tuning
the LLM on the evaluation task using collected hu-
man evaluation data (Chen et al., 2023a; Li et al.,
2023). This raises the question of whether we
can rely on these LLM evaluators. The task of
appraising the reliability and accuracy of evalu-
ators is referred to as meta-evaluation. Usually,
the meta-evaluation to determine the quality of
these LLMs as evaluators is conducted by exist-
ing benchmarks or additional human annotations.
For example, for summarization, there is an ex-
tensive meta-evaluation data from Summeval and
RealSum (Fabbri et al., 2021; Bhandari et al., 2020).
However, collecting these benchmark data and hu-
man annotation is costly, making this method not
scalable. What’s more, the meta-evaluation bench-
marks only take into account the absolute score
or comparison results given by evaluators when
meta-evaluating the evaluators. The explainations
or analysis generated by the evaluators which can
also reflect the quality of evaluators are ignored
when meta-evaluating on benchmark, which make
the evaluation not comprehensive. This highlights
the need for a scalable, cost-effective, comprehen-
sive and explainable meta-evaluation method.
LLMs have demonstrated excellent performance
across a variety of tasks, including evaluation tasks,
yet few have employed LLMs for meta-evaluation.
To address this gap, we propose several innova-
tive frameworks tailored for meta-evaluation using
LLMs. Our objective is to investigate the potential
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of LLMs of different sizes under different frame-
works for meta-evaluation purposes.

In this paper, we propose multiple frameworks
under two commonly used LLM-based evaluation
paradigms, namely pairwise comparison and in-
dividual scoring, for conducting meta-evaluation
using LLMs. The two frameworks under pair-
wise comparison paradigm are JDEval (Judge Di-
rectly) and MDEval (Multi-Debate). For invid-
ual scoring paradigm, the two frameworks are
JDEval-i and BSMEval. We also curated a com-
prehensive dataset for two paradigms. The pair-
wise comparison dataset is derived from MT-bench
(Zheng et al., 2024) and LLMBar (Zeng et al.,
2023). For individual scoring, we sourced data
from SummEval (Fabbri et al., 2021) and Open-
MEVA (Guan et al., 2021), focusing respectively
on coherence and overall quality. Through rigor-
ous experiments and analysis, we find that pairwise
comparison paradigm performs better than individ-
ual scoring paradigm to conduct meta-evaluation.
What’s more, the meta-evaluation ability of LLMs
correlates well with their general performance on
standard benchmarks. Among four frameworks
under two paradigms, JDEval and MDEval, when
using gpt-4-1106-preview and Qwen1.5-72b-chat
as meta-evaluators, possess high agreement with
human annotations in meta-evaluation task.

2 Related Works

2.1 Automatic Evaluation of LLM Output

Ngram-based metrics Ngram-based metrics re-
fer to the scores for evaluating LLM output by mea-
suring the lexical overlap between a generated text
and a reference text. BLEU (Papineni et al., 2002)is
the most widely used metric for machine translation
evaluation, which calculates the geometric mean
of modified n-gram precision and a brevity penalty.
ROUGE (Lin, 2004)is a recall-oriented metric for
summarization evaluation, which measures the n-
gram overlap between a generated summary and
a set of reference summaries. It has been shown
that more than 60% of recent papers on NLG only
rely on ROUGE or BLEU to evaluate their systems
(Kasai et al., 2021). However, these metrics fail
to measure content quality (Reiter and Belz, 2009)
or capture syntactic errors (Stent et al., 2005), and
therefore do not reflect the reliability of NLG sys-
tems accurately.

LLM-based Evaluators There are typically two
paradigms for using LLMs as evaluators. One

approach involves combining a powerful base
LLM, such as ChatGPT or GPT-4, with a spe-
cific prompting strategy. The other approach in-
volves fine-tuning the LLM on the evaluation task
using collected human evaluation data. For prompt-
based LLM evaluators, (Fu et al., 2023) propose
GPTScore, a new framework that evaluated texts
with generative pre-training models like GPT-3.
It assumes that a generative pre-training model
will assign a higher probability of high-quality
generated text following a given instruction and
context. (Wang et al., 2023a) conduct a prelim-
inary survey of using ChatGPT as a NLG evalu-
ator. (Liu et al., 2023) propose G-Eval, a frame-
work of using LLMs with chain-of-thoughts (CoT)
and a form-filling paradigm, to assess the qual-
ity of NLG outputs. For finetune-based evalua-
tors, (Chen et al., 2023a) propose StoryER that
mimics human preference when judging a story,
namely StoryER, which consists of three sub-tasks:
Ranking, Rating and Reasoning. (Li et al., 2023)
propose a generative judge with 13B parameters,
AUTO-J, designed to evaluate LLM output regard-
ing generality (i.e., assessing performance across
diverse scenarios), flexibility (i.e., examining un-
der different protocols), and interpretability. Even
though the LLM-as-evaluator paradigm emerged
as a promising evaluation method for prototype de-
velopment, it is found to suffer from a lot of biases
and limitations (Wang et al., 2023b; Pezeshkpour
and Hruschka, 2023), such as sensitivity to presen-
tation orders (Wang et al., 2023b; Pezeshkpour and
Hruschka, 2023), favoring verbose outputs, and fa-
voring outputs from similar models (Zheng et al.,
2024).

2.2 Meta-evaluation of LLM as evaluators

The meta-evaluation of LLM-based evaluators
relies primarily on existing benchmarks. For ex-
ample, LLMBar, a challenging meta-evaluation
benchmark, proposed by (Zheng et al., 2024), is de-
signed to test the ability of an LLM evaluator in dis-
cerning instruction-following outputs. LLMEval
(Zhang et al., 2023), a large and diverse English
evaluation benchmark comprising 15 tasks and 8
abilities. For different tasks, we need to collect
different data and human annotation to construct
a new meta-evaluation benchmark, which is very
time-consuming and labor-intensive. To find a cost-
effective way, we explore the potential of LLMs to
perform meta-evaluation task.



3 Methodology

Usually, automatic evaluation using LLM as
judge is conducted with one of two different
paradigms (Chen et al., 2023b), i.e., Individual
Score and Pairwise Comparison. Individual Score
assesses the quality of a single text by a numerical
score, while Pairwise Comparison focuses on the
relative quality of two texts and requires a direct
comparison to determine which one is superior. In
this paper, we will study the efficacy of these two
paradigms for meta-evaluating the LLM judges.

3.1 Pairwise comparison

For pairwise comparison, we propose two frame-
works for conducting meta-evaluation. The first
method, named JDEval (Judge Directly), entails
providing the meta-evaluator with the evaluations
of the same data from two different evaluators and
having the meta-evaluator directly output which
evaluator’s assessment it believes is better or if
both assessments are equally good. Inspired by
(Michael et al., 2023), the second framework,
named MDEval (Multi-Debate), involves the meta-
evaluator acting as a referee, facilitating a debate
between two evaluators, each striving to persuade
the judge that their assessment is fairer and more
reasonable. The judge can pose questions to both
evaluators to make a better-informed decision. The
two frameworks are shown in Figure 1.

We initially tasked each evaluator with assess-
ing 491 data formatted as (I, O1, O2, p), where
I represents the input instruction, O1 and O2 de-
note two corresponding outputs, and p € {0, 1,2}
is the associated gold preference label indicating
whether O1 (p = 1), O2 (p = 2), or both outputs (p
= 0) are equally good. The prompt used is listed
in Appendix E. Upon receiving their judgments,
we organized them into the format (I, O1, O2, W,
E), where W(W=Answerl/Answer2/Equally good)
represents the better response chosen by evaluator
between two answers and E represents evaluator’s
explanation why it thought this answer better. In
total, we accumulated 2946 evaluator judgments
from the six evaluators.

We then calculate accuracy of evaluator judg-
ments with human-labeled results to establish a
baseline ranking for the six evaluators. Subse-
quently, to gauge the efficacy of meta-evaluation,
we verify whether the meta-evaluator’s ranking of
evaluators corresponds to this established baseline.

To rank the different evaluators in two frame-
works, we employed two approaches, namely win
rate and Elo score.

Winrate The win rate of evaluator_i (e;) rela-
tive to evaluator_j (e;) can be calculated using the
following formula:

match_num(e; win)

winrate(e; /e;) =
(ei/ej) total_match_num(e; vs e;).

€]

Since we consider the possibility of tie bwtween
two evaluators, so we have the following equation:

winrate(e;/e;) + winrate(e;/e;) =
B match_num(tie) (2)
total_match_num(e; vs e;).

Elo score The elo score can be calculated using
the following formula:

1
Ei= 1 + 10(R;—R:)/400 3)
E; = ! 4
71 4 10(Bi—Ry)/400 @
R; = Ri + K(S; — E;) (5)

where E; and E; respectively denote Expected
score for evaluator_i and evaluator_j, the Ratings
of two evaluators are represented by R; and R;, S;
is Score of evaluator_i in current turn (1 if win, 0.5
if tie, O if lose), K is a constant which is set to 4 in
our experiment.

3.2 Individual scoring

For individual scoring, we also proposed two meta-
evaluation frameworks. The first framework, sim-
ilar to pairwise comparison, named JDEval-i (i
means individual), requires the meta-evaluator to
directly score the evaluator’s assessment, and then
the evaluator’s final score is computed as the av-
erage score across all data, used for ranking eval-
uators. The second framework, named BSMEval,
adopts the Branch-Solve-Merge approach proposed
by (Saha et al., 2023), breaking down the meta-
evaluation task into multiple branch tasks. The
meta-evaluator rates evaluators on each branch task,
and finally, we calculate the average score across
all branches as the evaluator’s final score. The two
framework are shown in Figure 2.



Instruction and two ansers
Instruction: Compose an engaging travel blog post about a recent
trip to Hawaii, highlighting cultural experiences and must-see
attractions.

Anser1: | recently had the pleasure of visiting Hawaii and it quickly
became one of my favorite places. From the stunning beaches to
the lush mountains...

Anser2: Aloha! | recently had the pleasure of embarking on a trip
to the beautiful island of Hawaii...

Two LLM evaluations
Evaluator1: | think the answer 2 is better, Here is my
explanation:Both Al assistants have done a great job in
understanding the user's request and have....

evaluator2: | think the two answers are equal good. Here is my
explanation:Both Al assistants provided informative and engaging
responses to the user's question about a travel blo....

Prompt
###INSTRUCTION
Please act as an impartial judge and evaluate the quality of the
assessments provided by two Al assistants....
H#HH#STEPS
1.Read carefully the original question and the two answers given
to two assistants...
Proro

Meta-evaluation
Judge: Both assistants, | notice you have
differing views on .... Could each of you further
elaborate your reasoning, paying particular
attention to ...?
Evaluator1: | understand there might be
confusion, Judge, but let's consider ...
Evaluator2: Judge, | appreciate your
clarification. Let me address the points raised

n by ...
Judge: ...
Evaluator1: ....

Evaluator2: ....

Judge: After th debate, | think the winner is
Evaluator1.

Reasoning: Evaluator1 provided a more
accurate assessment by recognizing that
AnswerB offers a more detailed and
immersive experience for the reader. This
assessment aligns ...

Meta-evaluation

Winner: Evaluator2

Reasoning: Both assistants agree that Answer
B is a superior response to the original
question, and their assessments ...

Figure 1: Framework of JDEval and MDEval

To assess the effectiveness of the meta-evaluator
using individual scoring, we first calculate the Pear-
son correlation coefficient between the scores as-
signed by the evaluators and the human annotation
across all the dataset, using this as ranking baseline
to rank evaluators on our collected dataset.

4 Dataset

4.1 Pairwise comparison

For pairwise comparison, each instance of our
dataset comprises a tuple (I, O1, O2, p), Our dataset
is collected from MT-bench (Zheng et al., 2024)
and LLMBar (Zeng et al., 2023).
MT-bench MT-bench is a benchmark comprising
80 high-quality multi-turn questions designed to
evaluate models’ proficiency in multi-turn conver-
sation and instruction-following abilities. The for-
mat of each data in MT-bench follows the structure
1, 01, 02, p). However, multiple human experts
evaluate the two answers for the same question,
leading to potential discrepancies in their judg-
ments. To address this, we employ a voting prin-
ciple to determine the superior answer for each (I,
01, O2) combination, resulting in a unique p value.
To ensure diversity and balance in our dataset,
we randomly select data entries to ensure that each
of the 80 questions appears 5 times, yielding a total
of 400 data. However, to further enhance diversity
and avoid redundancy in questions and answers, we

apply additional filtering criteria. Through multiple
rounds of filtering, we refine the dataset to ensure
that each question (I) corresponds to completely
distinct pairs of answers (O1 and O2). Following
these rigorous filtering steps, we arrive at a final
dataset comprising 391 data.

LLMBar LLMBar serves as a meta-evaluation
benchmark crafted to assess the ability of LLM
evaluators in discerning instruction-following out-
puts. It comprises two main components: the
natural set, which gathers instances from existing
human-preference datasets, and the adversarial set.
For our study, we exclusively utilize the natural set
of LLMBar, which encompasses 100 data.

In total, we aggregate 491 data from both MT-
bench and LLMBar, combining the strengths of
both datasets to create a comprehensive evaluation
corpus.

4.2 Individual scoring

For individual scoring, each instance in our dataset
comprises a tuple (I, S), where I represents the
input text and S denotes the human labeled score
for the text regarding its overall quality or a specific
aspect. We derive our dataset from OpenMEVA
(Guan et al., 2021) and SummEval (Fabbri et al.,
2021).

SummEval Each summary undergoes scoring by 8
human labelers using a 5-point Likert scale across



Input Text
one day her job got rather complicated . she was sent from nyc to
a small settlement near [FEMALE] . when she arrived she tried her
best to talk to the men . [FEMALE] felt so guilty and realized her
mistake....

IS

Evaluation criteria
Overall quality/specific criteria: such as coherence

D
37

» Depth and Complexity:
Measure the level of depth # on the coherence and clarity....
and nuance in the

delve into the depth and complexityzy
assessments ..... Score: 2 %

LLM Evaluation
Score: 4
Reasoning: The story has some coherence issues as it does not
specify why the protagonist's job got complicated or what her job
actually is, which might confuse the reader....

Prompt Template
##INSTRUCTIONS
Please act as an impartial judge and evaluate the quality of the
assessment provided by Al assistant.
You will be given the original five-line story given to Al assistant,
and the Al assistant's assessment..... You should assign a score
from 1 to 5 to Al assistant's assesment....

=

##STEPS
1.Please read the story carefully and assign it a score from 1 to 5....

Branch_|

Relevance to the Story:

Assess whether the Al focuses on the coherence,
assistants' evaluations are # clarity.... in the story...

directly related ...
S
Q(b
anch2 Accuracy of Interpretation: Reasoning: The assessment
4 Evaluate the extent to which » accurately identifies the q

the Al assistants correctly
understand ...

BSMEval

sove |

Reasoning: The evaluation

“werge ]

Score: 4 =
Ccore: I
Meta-evaluation

average score: 3.67

issues with the story's ... g
Score: 5
O
Reasoning: The assessment focuses

However, the assessment does not

Meta-evaluation

Reasoning: The assistant's assessment is on
point in identifying the key issues with the
story: lack of context, coherence....

Score: 4

2

Figure 2: Framework of JDEval-i and BSMEval

four dimensions: coherence, fluency, consistency,
and relevance. To align with our dataset format, we
focus on the coherence dimension. Since each data
receives multiple coherence scores, we compute
the average of these scores to determine the final
coherence score for the text. Consequently, we for-
mat the data as (I, S). Subsequently, we randomly
select 250 instances from this processed data.
OpenMEVA Each story receives a 5-point Likert
scale rating for its overall quality. We calculate the
average rating as the definitive human judgment
for the text. Similarly, we randomly select 250
instances from this processed data.

In total, our dataset comprises 500 instances,
integrating scores from both SummEval and Open-
MEVA, providing a robust evaluation corpus.

5 Experiment

5.1 Setup

We have selected the following models as
evaluators: gpt-4-1106-preview, gpt-3.5-turbo-
0125, Mixtral-8x7B-Instruct-v0.1, Qwenl.5-7b-
chat, Qwenl.5-14b-chat, and Qwenl.5-72b-
chat. As for meta-evaluators, we have chosen
gptd, Qwenl.5-7b-chat, Qwenl.5-14b-chat, and
Owenl.5-72b-chat. The reason for this choice is
twofold: on one hand, to explore the capability
of different models in meta-evaluation, and on the
other hand, to investigate the impact of model size
on meta-evaluation capability.

5.2 Pairwise comparison

As mentioned in Methodology, we will firstly cal-
culate accuracy of evaluators’ evaluation results
with human-labeled results to establish a baseline
ranking. The evaluators’ accuracy are shown in
Table 1 with human as meta-evaluator. According
to the Table 1, GPT-4 demonstrates the highest ac-
curacy, reaching a consistency rate of 0.7332 when
compared to human judgments. Next in line is
Qwen1.5-72b-chat, boasting an accuracy of 0.6965.
Following closely is GPT-3.5, with an accuracy rate
of 0.6741. Subsequently, we have Qwen1.5-14b-
chat and Mixtral-8x7B-Instruct-v0.1, Qwen1.5-7b-
chat. This ranking aligns with the expected capa-
bilities of large models and is in accordance with
common expectations. Next, we will provide the
experiment details of our two frameworks to per-
form meta-evaluation based on pairwise compari-
son.

5.21 JDEval

Setup For this framework, as previously men-
tioned, each original data is formatted as (I, O1,
02). For each (I, O1, O2) tuple, we randomly se-
lected the evaluation results of two evaluators to
create data in the format (I, O1, O2, W1, E1, W2,
E2), which were then input into the meta-evaluator.
We first let the meta-evaluator decide which an-
swer is better on its own. Then, based on its own
evaluation, it will meta-evaluate two evaluators’
evaluations considering the better responses cho-
sen by evaluator(Wi) and Explanation(Ei). Addi-



Evaluator gpt-4-1106-preview gpt-3.5-turbo

Mixtral-8x7B-Instruct

Qwenl.5-7B-Chat  Qwenl.5-14B-Chat  Qwen1.5-72B-Chat

0.7332
0.6183

0.6741
0.5501

Accuracy
Pearson corr.

0.5785
0.6098

0.501 0.6293
0.5902 0.6416

0.6965
0.6223

Table 1: The first line represents the accuracy of each evaluator’s evaluation results with human annotation in
pairwise comparison paradigms. The second line represents the pearson correlation of each evaluator’s evaluation
results with human annotation under individual scoring paradigms. They are used as baselines respectively for

pairwise comparison and individual scoring paradigms.

tionally, we randomly selected different evaluators
three times for each (I, O1, O2) tuple. As a re-
sult, each meta-evaluator yielded a total of 1473
judgments. The distribution of competition among
evaluators for four meta-evaluators is depicted in
Appendix A. Each meta-evaluator showcases an
approximately equal proportion of pairwise com-
parisons among evaluators, averaging around 20%,
thereby ensuring fairness in the calculation of win
rates.

Results for Win rate Examining the win
rate distribution of four meta-evaluatrs presented
respectively in Figure 3, Figure 4, Figure 5 and
Figure 6, we find that when GPT-4 assumes the
role of the meta-evaluator, it adeptly evaluates the
quality of evaluators, resulting in meta-evaluation
outcomes that align perfectly with the conclusions
drawn from Table 1. While Qwen1.5-72b-chat
exhibited minor errors in evaluating itself and
GPT-3.5, it accurately assessed the quality of
other evaluators, demonstrating a certain level of
meta-evaluation proficiency. Qwenl.5-14b-chat
effectively evaluates the quality of evaluators with
similar structures to itself but demonstrates bias
towards answers from evaluators with similar
structures when faced with evaluators of different
structures. As for Qwenl.5-7b-chat, it lacks
significant meta-evaluation capability and displays
narcissistic tendencies.

Results for Elo score For each meta-
evaluator, we have 1473 matches between six
evaluators. So we can use the formula 5 to
calculate the Elo scores of these evaluators. It is
worth noting that the order of matches can affect
the final scores when calculating Elo scores. To
eliminate this effect, we shuffled the 1473 results
several times and then averaged the Elo scores of
the evaluators. The details will be introduced later.

Table 2 presents the scores of each evaluator
acquired through the Elo system after shuffling
the meta-evaluation results 200 times. It is no-
table that when GPT-4 and Qwen72b serve as meta-

evaluators, the score ranking closely correspond
to the ranking based on accuracy of the evalua-
tors. However, a slight deviation is observed where
Mistral’s score slightly surpasses that of Qwen14b.
This discrepancy contradicts the win rate distribu-
tion tables, where both meta-evaluators perceive
Qwenl4b’s win rate to be higher than Mistral’s.
This may be caused by insufficient match numbers
between evaluators.

As mentioned before, the order of matches be-
tween evaluators can impact the evaluator’s score.
We shuffle respectively GPT-4’s meta-evaluation re-
sults 5 times, 100 times, 200 times, 500 times, and
1000 tims. The results are shown in Appendix C.
After 200 shuffles, minor fluctuations in the scores
assigned by each meta-evaluator to individual eval-
uators are observed, limited to only 1 or 2 points.
These slight score adjustments do not impact the
overall rankings of evaluators. We establish 200
shuffles as a threshold, considering that each eval-
uator participates in an average of 450 matches.
However, as the total number of matches each eval-
uator engages in increases, it may become nec-
essary to shuffle the match results more times to
eliminate the influence of match order when deter-
mining the final scores.

5.2.2 MDEval

Setup For this debate-based framework, the in-
put to meta-evaluator is the same as JDEval. If
the meta-evaluator can directly determine which
evaluation is more reasonable based on the eval-
uations of the two evaluators, it directly outputs
the better evaluator along with reasoning. If a di-
rect judgment is not possible, the meta-evaluation
will enter debate mode, where meta-evaluator can
ask questions to both evaluators, and then initiate
a debate between them. To ensure consistency in
the debate, during the n-th round of debate, both
evaluators will have access to the questions from
the judge from the previous (n-1) rounds, as well
as their own statements and those of their opponent.
The judge must make its choice within five rounds.
The prompt used for meta-evaluator and evaluators
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Figure 3: Win rate for GPT-4 as
Meta-evaluator using JDEval
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Figure 4: Win rate for Qwen72b as
Meta-evaluator using JDEval
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qwen14b

qwen7b qwen72b  gpt35  qwenldb

Figure 5: Win rate for Qwen14b as
Meta-evaluator using JDEval

Meta-evaluator\Evaluator ~ gpt-4-1106-preview  gpt-3.5-turbo

Mixtral-8x7B-Instruct

Qwenl.5-7B-Chat  Qwenl.5-14B-Chat  Qwen1.5-72B-Chat

gpt-4-1106-preview 1180.27 993.386

Qwenl.5-7B-Chat 983.758 1025.013
Qwenl.5-14B-Chat 1018.635 997.716
Qwenl.5-72B-Chat 1133.82 1005.121

949.849

980.695

989.476
964.69

890.387
991.958
984.161
907.955

938.493
1016.014
996.349
964.124

1047.614
1002.561
1013.664
1024.291

Table 2: Elo score of each evaluator with different meta-evaluators using JDEval

to perform a debate are shown in Appendix E.

Result From the JDEval, we find that using
win rate can be more efficient to rank the evalua-
tors in our experiments. So we just check the win
rate result of each meta-evaluator. The GPT-4 and
Qwen72b’s win rate are shown in Figure 7 and
Figure 8.

When GPT-4 serves as the meta-evaluator
using this method, it can accurately rank the
evaluators. However, when Qwen72b acts as
the meta-evaluator using this framework, it
shows a clear preference for Mistral’s responses,
considering Mistral’s performance as an evaluator
to be superior to that of GPT-3.5 and Qwen72b
itself as an evaluator. However, it successfully
discerns the quality of all other evaluators. As for
Qwen7b and Qwen14b, they perform poorly in this
setting too. Their results are shown in Appendix B.

5.2.3 Other findings

In JDEval, when employing the meta-evaluator to
assess the evaluation results of evaluators, we task
it with determining which of the two outputs is
superior. We calculate the accuracy of the meta-
evaluator compared to human-labeled results. Sur-
prisingly, we observed an enhancement in accuracy
for both Qwen7b and Qwen14b when they assumed
the role of meta-evaluators. Upon analysis, we
attribute this improvement to the fact that when
serving as meta-evaluators to adjudicate between
two outputs, they have access to the judgments

of both evaluators. Regardless of whether these
results align with their own judgments as evalua-
tors, when acting as meta-evaluators, they consci-
entiously consider and ponder over the judgments
of the two evaluators, resulting in more accurate
assessments.

This observation implies that directly employ-
ing small-scale LLMs for evaluation tasks may not
yield optimal results. However, when provided
with reference judgment results from evaluators,
these models can reflect on those judgments and
enhance their evaluation performance. This demon-
strates that the meta-evaluation capability of small-
scale LLMs, such as 7b and 14b, can contribute to
improving their evaluation assessments.

5.3 Individual scoring

As mentioned in Methodology, we first calculate
the Pearson correlation coefficient between the
scores assigned by the evaluators and the human
annotation on the two datasets to establish a rank-
ing baseline. Table 1 display the Pearson correla-
tion coefficients of six evaluators on the collected
dataset. We noticed that among the top-performing
models, including GPT-4 and GPT-3.5, their perfor-
mance didn’t meet our expectations on the dataset.
The Pearson correlation between GPT-3.5 and hu-
man annotations is the lowest among all evaluators.
However, normally, GPT-3.5’s performance should
be better than that of Qwen-14B and Qwen-7B.
This indicates the instability of evaluation methods
based on scoring to some extent, which fail to accu-
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Meta-evaluator using MDEval

Met: I Original Accuracy

Post Accuracy 1

Post Accuracy 2 Post Accuracy 3

Qwen1.5-7B-Chat 0.501
Qwen1.5-14B-Chat 0.6293

0.6784
0.6741

0.6591
0.6633

0.6687
0.6857

Table 3: Original accuracy is the model’s accuracy with human labels when directly serving as evaluator. While
post accuracy is the model’s accuracy when serving as meta-evaluator.

rately reflect the true capabilities of the evaluators.

5.3.1 JDEval-i

Setup Given that the evaluator’s evaluation result
is (I,S,E), where I represents Input text, S repre-
sents Score assigned by evaluator and E represents
evaluator’s Explanation, the meta-evaluator are re-
quired to assign a score ranging from 1 to 5 to the
evaluator’s assessment based on S and E. The eval-
uator’s final score used for ranking evaluators, is
computed as the average score across all data.

Result Table 5 presents the average scores
given by four meta-evaluators to the six evaluators
across the whole dataset. Through the Table 5, we
can observe that when GPT4 serves as the meta-
evaluator, it consistently assigns the highest scores
to itself, followed by GPT-3.5. Similarly, when
Qwen72b acts as the meta-evaluator, it also assigns
relatively high scores to GPT4, GPT-3.5, and itself.
However, the rankings obtained from the assess-
ments of these four meta-evaluators do not align
with the rankings based on the evaluators’ Pearson
correlation coefficients. This indicates that using
individual scoring for meta-evaluation may not be
very effective. In fact, this inconsistency can also
be observed from the Pearson correlation coeffi-
cients obtained by using large models as evaluators
compared to human annotations.

5.3.2 BSMEval

Setup This method adopts the Branch-Solve-
Merge approach propose by (Saha et al., 2023),

breaking down the meta-evaluation task into mul-
tiple branch tasks. In our experiment, we asked
each meta-evaluator to decide how to break down
the task into no more than five sub-task. Then, the
meta-evaluator rates evaluators on each sub-task,
and finally, we calculate the average score across all
branches as the evaluator’s final score. The results
are shown in Table 6 in Appendix D.

Result  Similar to JDEval-i, mentioned above
none of the rankings obtained from these four meta-
evaluators align with the rankings based on the
evaluators’ Pearson correlation coefficients.

6 Conclusion

For meta-evaluation, we proposed respectively two
frameworks based on individual scoring and pair-
wise comparison. We find that pairwise compar-
ison paradigm is more suitable to conduct meta-
evaluation than individual scoring paradigms and
the meta-evaluation ability of LLMs correlates
well with their general performance on standard
benchmarks. Both GPT-4 and Qwen72b can suc-
cessfully complete the meta-evaluation task using
JDEval and MDEval based on pairwise compari-
son. However, smaller models like Qwen7b and
Qwenl4b do not perform well in meta-evaluation
task. Additionally, we discovered that models have
a self-enhancing capability. When using the second
method, the accuracy of Qwen7b and Qwen14b as
meta-evaluators significantly improved compared
to their performance as direct evaluators.



7 Limitations

Our study has the following limitations:

1. The criterion for assessing the performance
of the meta-evaluator in this paper is to compare
whether the rankings it provides for evaluators are
consistent with those obtained through human an-
notation. This standard may lack a certain level of
rigor, and further human annotation of the meta-
evaluator’s assessment could make assessing meta-
evaluators’ performance more rigorous.

2. The dataset collected for individual scoring in
this paper only includes assessments of the overall
quality or coherence dimension of the text, which
may not be comprehensive enough. More data
based on other assessment dimensions could be
collected for experimentation.
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B Win rate distribution of MDEval
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C Elo score for different shuffle times using JDEval

Shuffle times\Evaluator  gpt-4-1106-preview  gpt-3.5-turbo  Mixtral-8x7B-Instruct  qwenl.5-7B-Chat  qwen1.5-14B-Chat  qwen1.5-72B-Chat

5 1179.746 996.1992 947.5399 887.925 939.9354 1048.6544
100 1178.7398 992.3116 949.346 891.1954 940.5041 1047.9032
200 1178.9103 993.2556 949.3424 890.9098 938.3801 1049.2018
500 1179.9305 993.3637 949.3577 890.4678 938.1173 1048.7631
1000 1179.7824 993.7034 948.5853 890.7663 938.6064 1048.5562

Table 4: Elo score of each evaluator with GPT-4 as meta-evaluator for different shuffle times
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D Individual scoring results

Met I \Eval gpt-4-1106-preview  gpt-3.5-turbo  Mixtral-8x7B-Instruct  qwenl.5-7B-Chat  qwenl.5-14B-Chat  qwenl1.5-72B-Chat
gpt-4-1106-preview 4.744 4.522 4.178 3.906 3.994 4.14
qwen1.5-7B-Chat 3.976 3.8988 3.7645 3.895 4.11 3.889
qwen1.5-14B-Chat 421 4.084 4.083 4.193 4.264 4.282
qwen1.5-72B-Chat 4.703 4.605 4.496 4.406 4.475 4.567

Table 5: Average score assigned by different meta-evaluators using JDEval-i

Met: 1 \Eval gpt-4-1106-preview  gpt-3.5-turbo Mixtral-8x7B-Instruct ~ qwenl.5-7B-Chat  qwenl.5-14B-Chat  qwen1.5-72B-Chat
gpt-4-1106-preview 4.324 4.106 3.9654 3.625 3.890 4.167
qwenl.5-7B-Chat 2.578 2.5283 2.641 2.7779 2.8202 2.939
qwenl1.5-14B-Chat 3.0032 2.7199 2.9953 3.1303 3.0467 3.4534
qwen1.5-72B-Chat 4.2864 4.0616 3.9704 4.1312 4.1624 4.1328

Table 6: Average score assigned by different meta-evaluators using BSMEval
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Evaluation prompt for pairwise comparison

Please act as an impartial judge and evaluate the quality of the responses
provided by two AI assistants to the user questions.

You should choose the assistant that follows the user's instructions and
answers the user's questions better.

Your evaluation should consider factors such as the helpfulness, relevance,
accuracy, depth, creativity, and level of detail of their responses.

Begin your evaluation by comparing the responses of the two assistants and
provide a short explanation.

Avoid any position biases and ensure that the order in which the responses
were presented does not influence your decision.

Do not allow the length of the responses to influence your evaluation.

Do not favor certain names of the assistants.

Be as objective as possible.

Here are questions and answers generated by two AI assistants:

**xfor AI assistant 1:

### Question:

{question}

### Answer of AI assistant 1:

{answer_1}

*xxfor Al assistant 2:

### Question:

{question}

### Answer of AI assistant 2:

{answer_2}

Remember firstly you should provide a short explanation and then judge which
AI assistant's answer is better and then decide which assistant is the winner.
1 means AI assistant 1 is the winner, 2 means AI assistant 2 is the winner,
@ means the two assistant are equally good, and there is no winner.

Your explanation should be between the tag <Explanation> and </Explanation>
and the winner that you choose should be between the tag <Winner> and </Winner>.

Please output your judgement by strictly following this format:

<Explanation>

(your explanation for comparing the two assistants' answers )
</Explanation>

<Winner>

(@ or 1 or 2)

</Winner>

Remember you must output your judgement by strictly following the above format.

Table 7: Evaluation prompt for pairwise comparison
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Evaluation prompt for individual scoring(Summeval)

Please act as an impartial judge and evaluate the coherence of the text. Your
evaluation should just consider the coherence aspect of the text.

Begin your evaluation by providing a short explanation. After providing your
explanation, you must rate the text on a scale of 1 to 5.

Be as objective as possible. Do not allow the length of the text to influence you
evaluation. Please focus solely on coherence and do not take into account any
other factors.

Here is the text:
{text}

Please output your evaluation by strictly following this format:

<Explanation>
(your explanation for evaluating the coherence of the text)
</Explanation>

<Rating>
(give a score between 1 to 5 based on your explanation)
</Rating>

Evaluation prompt for individual scoring(OpenMEVA)

Please act as an impartial judge and evaluate the overall quality of the five-ling
story.Your evaluation should consider factors such as the coherence,fluency,
consistency,interestingness and creativity of the short story.

Begin your evaluation by providing a short explanation. After providing
your explanation, you must rate the story on a scale of 1 to 5.

Be as objective as possible. Do not allow the length of the story to
influence your evaluation.

Here is the story:

{text}

Please output your evaluation by strictly following this format:

<Explanation>
(your explanation for evaluating the story)
</Explanation>

<Rating>
(give a score between 1 to 5 based on your explanation)
</Rating>

Table 8: Evaluation prompt for individual scoring
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Meta-evaluation prompt for Judge without Debate

Please act as an impartial judge and evaluate the quality of the assessments
provided by two AI assistants.

You will be given the original question and two answers(AnswerA and AnswerB)
given to two assistants(assistantl and assistant2), and the two assistants'
assessments about the two answers. The two answers are wriiten by human,

not by two assistants.

You should choose the assistant which offers a more reasonable and more fair
assessment to the two answers.

##STEPS

1.Read carefully the original question and the two answers given to two
assistants, choose which answer you think is better and give your reason.
2.Read the two assistants' assessments for two answers. If both of two
assisstants chose the same better answer as you chose, you should read their
explanations why they made this choice, and judge which explanation is more
reasonable. "equally good” means the two assistsnts' explanations are equally
reasonable, assistantl means the assistantl's explanation is more reasonable
than the assistant2's explanation. assistant2 means the assistant2's
explannation is more reasonable than the assistant1's explanation. If one of
the assistant chose the same better answer as you did ,and the other assistant
chose differently from what you chose, you should choose the assistant

who chose same better answer with you as better evaluator and your reasoning
should be that one evaluator made the right choice and the other one chose the
wrong better answer. If both of them chose differently from what you chose as
better answer, no matter which answer they thought was better, you should output
"equally good” and your reasoning should be that two assistants both made

the wrong assessments.

Here are original question and answers:

### Question:

{question}

### AnswerA:

{answer1}

### AnswerB:

{answer2}

Here are assessments made by two assistants:

### Assessment of assistantl:

{result1}

### Assessment of assistant2:

{result2}

## Attention

1.Avoid any position biases and ensure that the order in which the
assistant's judgements were presented does not influence your decision.
2.Do not allow the length of the reason of assistant to influence your
evaluation.

3.Be as objective as possible.

4.The two answers have nothing to do with the two assistants.

5.Please output your judgement by strictly following this format:
<Reasoning_for_choosing_better_answer>

(your reasoning process only for comparing the two answers)
</Reasoning_for_choosing_better_answer>

<Better_answer>

(choose AnswerA or AnswerB or equally good)

</Better_answer>

<Reasoning_for_choosing_better_assistant>

(your reasoning process only for comparing the two assistants' assessments )
</Reasoning_for_choosing_better_assistant>

<Better_assistant>

(your final judgement for which assistant is better:choose Assistantl or Assistant2 or
equally good)

</Better_assistant>

Table 9: Meta-evaluation prompt for Judge without Debate
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System Prompt for Judge with Debate

##INSTRUCTIONS

Please act as an impartial Judge and evaluate the quality of the assessments
provided by two AI assistants. The two assistants will have a debate between
them to pursuade you that their own assessments are more reasonable and fair.
You will be given the original question and two answers(AnswerA and AnswerB)
given to two assistants(assistantl and assistant2), the two assistants'
assessments about the two answers and the current debate transcript.

You should choose the assistant which offers a more reasonable and more fair
assessment to the two answers according to their debate.

##STEPS
1. You should firstly read the two assistants' assessments for two answers and
the current debate transcript. If you can decide which assistant's assessment is
better and is more reasonable, you should end the debate and output the better
assistant and your reasoning process.

2. If you cannot decide which assistant's assessment is better by two AI
assistants' initial arguments, you can ask both assistants quetions according
to their evaluation results to help you choose which assistant's evaluation
results is more accurate and better. You should output your question about the
two assistant's debate or their assessments.

3. Eventually, you, as the Judge, decides to end the debate when you can
choose the better AI assistant.

##ATTENTION

1. There could be a number of rounds for debate. But you must make your
final judgement within five rounds.

2. In each round, both debaters make their arguments simulatenously.

3. You must be concise and clearly state your question or your reasoning,
which shoule be limited to 200 words.

Here are original question and answers:
### Question:
{input}

### AnswerA:
{output1}

### AnswerB:
{output2}

Here are assessments made by two assistants:
#i## Assessment of assistantl:
{eval_results1}

### Assessment of assistant2:
{eval_results2}

Table 10: Meta-evaluation system prompt for Judge with Debate
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User Prompt for Judge with Debate

Here is the current debate transcript:
{transcript}

If you can decide which assistant's evaluation results is better, output
the better assistant and your reasoning process by following this format:
<Reasoning_for_choosing_better_assistant>

(your reasoning process only for comparing the two assistants' assessments )
</Reasoning_for_choosing_better_assistant>

<Better_assistant>

(your final judgement for which assistant is better:choose Assistant1 or
Assistant2 or equally good)

</Better_assistant>

If you cannot decide which assistant's evaluation results is more reasonable
and fair, you can ask both assistants quetions,directly output your questions
by following this format:

<Question>

(your question about the two assistant's debate or their assessments)
</Question>

Table 11: Meta-evaluation user prompt for Judge with Debate
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Meta-evaluation prompt for individual scoring(OpenMEVA)

##INSTRUCTIONS

Please act as an impartial judge and evaluate the quality of the assessment
provided by AI assistant.

You will be given the original five-line story given to AI assistant, and
the AI assistant's assessment including a score ranging from 1 to 5 and its
reason for why giving such a score.

You should assign a score from 1 to 5 to AI assistant's assesment, where 1
indicates the AI assistant's assessment is poor, and 5 indicates it is
excellent.

##STEPS

1.Please read the story carefully and assign it a score from 1 to 5 for the
story's overall quality,considering factors such as the coherence, fluency,
consistency,interestingness and creativity of the short story.

2.Read the AI assistant's assessment carefully.Based on your own rating

for story,you should judge whether the assistant's assessment is reasonable
and assign a score from 1 to 5 to the AI assistant's assesment.

Here is the story:
### Story:
{text}

Here is the assessment made by AI assistant:
### Assessment:
{eval_result}

## Attention

1.Do not allow the length of the reason of assistant to influence your
evaluation for AI assistant.

2.Be as objective as possible.

3.The five-line story has nothing to do with the AI assistant,the story is
written by human,not by AI assistant.

4 .Please output your judgement by strictly following this format:

<Reasoning_for_scoring_story>
(your reasoning process only for scoring the story)
</Reasoning_for_scoring_story>

<Score_for_story>
(assign a score from 1 to 5 to the story)
</Score_for_story>

<Reasoning_for_scoring_Assistant>
(your reasoning process only for scoring assistant's assessment )
</Reasoning_for_scoring_Assistant>

<Score_for_Assistant>
(assign a score from 1 to 5 to the assistant's assessment)
</Score_for_Assistant>

Table 12: Meta-evaluation promptfer individual scoring(OpenMEVA)




Meta-evaluation prompt for individual scoring(Summeval)

##INSTRUCTIONS

Please act as an impartial judge and evaluate the quality of the assessment
provided by AI assistant.

You will be given the original text given to AI assistant, and the AI
assistant's assessment for the text's coherence aspect, including a score
ranging from 1 to 5 and its reason for why giving such a score.

You should assign a score from 1 to 5 to AI assistant's assesment, where 1
indicates the AI assistant's assessment is poor, and 5 indicates it is
excellent.

##STEPS

1.Please read the text carefully and assign it a score from 1 to 5 for the
text's coherence,You should focus solely on coherence and do not take into
account any other factors.

2.Read the AI assistant's assessment carefully and assign a score from 1
to 5 to the AI assistant's assesment for the text's coherence

Here is the text:
#H## Text:
{text}

Here is the assessment made by AI assistant:
### Assessment:
{eval_result}

## Attention

1.Do not allow the length of the reason of assistant to influence

your evaluation for AI assistant.

2.Be as objective as possible.

3.The text has nothing to do with the AI assistant,the text is written by
human, not by AI assistant.

4 Please output your judgement by strictly following this format:

<Reasoning_for_scoring_text_coherence>
(your reasoning process only for scoring the story)
</Reasoning_for_scoring_text_coherence>

<Score_for_text_coherence>
(assign a score from 1 to 5 to the story)
</Score_for_text_coherence>

<Reasoning_for_scoring_Assistant_assessment>
(your reasoning process only for scoring assistant's assessment )
</Reasoning_for_scoring_Assistant_assessment>

<Score_for_Assistant_assessment>
(assign a score from 1 to 5 to the assistant's assessment)
</Score_for_Assistant_assessment>

Table 13: Meta-evaluation prompt for individual scoring(Summeval)
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