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Abstract

Graph contrastive learning (GCL) aligns node representations by classifying node
pairs into positives and negatives using a selection process that typically relies on
establishing correspondences within two augmented graphs. The conventional
GCL approaches incorporate negative samples uniformly in the contrastive loss,
resulting in the equal treatment of negative nodes, regardless of their proximity
to the true positive. In this paper, we present a Smoothed Graph Contrastive
Learning model (SGCL), which leverages the geometric structure of augmented
graphs to inject proximity information associated with positive/negative pairs
in the contrastive loss, thus significantly regularizing the learning process. The
proposed SGCL adjusts the penalties associated with node pairs in contrastive
loss by incorporating three distinct smoothing techniques that result in proximity-
aware positives and negatives. To enhance scalability for large-scale graphs, the
proposed framework incorporates a graph batch-generating strategy that parti-
tions the given graphs into multiple subgraphs, facilitating efficient training in
separate batches. Through extensive experimentation in the unsupervised setting
on various benchmarks, particularly those of large scale, we demonstrate the
superiority of our proposed framework against recent baselines. The implemen-
tation is available at https://github.com/maysambehmanesh/SGCL.

1 Introduction

Graph Neural Networks (GNNs) [1-3] have developed rapidly by providing powerful frameworks
for the analysis of graph-structured data. A significant portion of GNNs primarily focus on (semi-)
supervised learning, which requires access to abundant labeled data [2, 4, 5]. However, labeling
graphs is challenging because they often represent specialized concepts within domains like biology.

Graph Contrastive Learning (GCL), as a new paradigm of Self-Supervised Learning (SSL) [6] in the
graph domain, has emerged to address the challenge of learning meaningful representations from
graph-structured data [7, 8]. They leverage the principles of self-supervised learning and contrastive
loss [9] to form a simplified representation of graph-structured data without relying on supervised
data.

In a typical GCL approach, several graph views are generated through stochastic augmentations of
the input graph. Subsequently, representations are learned by comparing congruent representations
of each node, as an anchor instance, with its positive/negative samples from other views [10-12].
More specifically, the GCL approach initially captures the inherent semantics of the graph to identify
the positive and negative nodes. Then, the contrastive loss efficiently pulls the representation of the
positive nodes or subgraphs closer together in the embedding space while simultaneously pushing
negative ones apart.

Conventional GCL methods follow a straightforward principle when distinguishing between positive
and negative pairs: pairs of corresponding points in augmented views are considered positive pairs
(similar), while all other pairs are regarded as negative pairs (dissimilar) [11]. This strategy ensures
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that for each anchor node in one augmented view, there exists one positive pair, while all remaining
nodes in the second augmented view are paired as negatives.

In contrast to the positive pairs, which are reliably associated with nodes having a similar semantic,
there is a significant number of negative pairs that have the potential for false negatives. With this
strategy, GCL approaches allocate negative pairs between views uniformly, while we intuitively
expect that in contrastive loss, misclassified nodes closer to the positive node should incur a lower
penalty compared to those located farther away. However, conventional GCL approaches lack a
mechanism to differentiate and appropriately penalize misclassified nodes based on proximity.

One early approach for incorporating proximity information in the conventional GCL method can be
computing a dense geodesic distance matrix for the entire graph or using spectral decompositions.
However, these approaches can become expensive when applied in the context of contrastive learning.
To tackle this problem, we introduce a Smooth Graph Contrastive Learning (SGCL) method, which
effectively integrates the geometric structure of graph views into a smoothed contrastive loss function.
This loss function intuitively incorporates proximity information between nodes in positive and
negative pairs through three developed smoothing approaches.

To extend the proposed contrastive loss for large-scale graphs, the GCL framework incorporates a
mini-batch strategy. The integration of the mini-batch strategy significantly improves the efficiency of
the model in handling large-scale graphs, which is a crucial requirement within the vanilla contrastive
loss framework.

Our contributions are summarized as follows:

* We introduce three formulations for integrating proximity information into the contrastive
learning loss, aimed at improving the assignment of positive and negative pairs.

* We devise three novel schemes for a graph contrastive loss function (i.e., SGCL-T, SGCL-B,
and SGCL-D) that seamlessly integrates node proximity information, overcoming the uniform
negative sampling limitations found in conventional GCL methods.

* We extend the model for large-scale graphs by incorporating a mini-batch strategy into the
proposed GCL framework, enhancing model efficiency and computational scalability.

* We perform an analytical study, complemented by extensive empirical evaluations for both node
and graph classification on various benchmarks, demonstrating the consistent improvement of
SGCL over state-of-the-art GCL methods.

A comprehensive and detailed explanation of related work is presented in Appendix A.

2 Background and motivation
2.1 Preliminaries

In the domain of unsupervised graph representation learning, we introduce an undirected graph
G = (V,€&), where V constitutes the node set {v1, ve, ..., vy }, and £ denotes the edge set, formally
captured as £ C V x V. Within this contextual framework, we establish the definition of two pivotal
matrices: the feature matrix X € RN¥*F wherein each x; € RY represents the feature vector
associated with a distinct node v;; and the binary adjacency matrix A € {0, 1}V*V,

The objective is to develop a GNN encoder fy(X, A) that takes feature representations and graph
structural characteristics of the graph as input and generates reduced-dimensional node embeddings

H = f3(X,A) € RV*F' where F’ < F. Ultimately, the reduced-dimensional node embeddings
prove to be invaluable assets in subsequent tasks, particularly in node classification.

Definition 2.1 (Positive and negative set). In the context of the conventional GCL approach with
two graph views G and GY), considering an anchor node vt(i) in view 1, the positive set consists
of embeddings v}(,j ) in view J that correspond to the same node as v,@. Formally, this is expressed
as ?(vii)) = {v;(?j )}5:1, where P = 1 because there is only one 1}:,(>j ) that corresponds to the vt(i).
Similarly, the negative set for vgi) includes all embeddings v(gj ) in view J that do not correspond to
the same node as vii),formally expressed as Q(vii)) = {véj)}Q where () = N — 1 and N

q=1,q#t’
denotes the total number of samples in view j.
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2.2 Uniform negative sampling

Considering the ground truth, positive/negative pairs demonstrate semantic congruence/incongruence,
particularly in relation to shared labels with the anchor. These pairs encompass samples affiliated
with either the same class (positive) or different classes (negative). Nevertheless, in the absence of
labeled information, numerous incongruent nodes are inevitably categorized as false negatives, even
when they may share semantic similarities with the anchor node [13].

This misalignment of the negative pairs adversely affects the learning process due to its inadvertent

impact on the loss function. Consider the InfoNCE contrastive loss function [14] for each anchor

node vt(i). The objective is to minimize the distance between embeddings of positive pair {vt(i), vt(j)}

and simultaneously maximize the distance between embeddings of negative pairs {vt(i), fuéj ) (11\/':—11(1 St

ey
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Misalignment in negative pairs {vil), v,(j )} detrimentally impacts the learning process by introducing
errors in the loss computation. The misalignment leads to an undesired increase in the loss, hindering
the optimization process. Specifically, the GCL model increases the distance between misaligned
negative pairs, and inadvertently separates semantically similar samples, leading to a degradation of
overall performance.

Essentially, negative pairs in the contrastive loss function are expected to contribute varying signifi-
cance based on their proximity to the true positive node. However, in the conventional contrastive
learning framework, which lacks information about the proximity of these nodes, all N — 1 negative
pairs are handled uniformly. In other words, the conventional contrastive learning approach treats all
misclassified nodes equally regardless of whether the misclassification occurs near the true positive
or at a significant distance from it.

2.3 Motivation and intuition

The motivation behind the proposed method is that the loss could seamlessly incorporate graph
proximity information into the contrastive learning framework. Namely, in standard contrastive
learning, if the network makes an error by declaring a false positive, then this error has an equal
penalty regardless of where the false positive is in relation to the true positive.

A straightforward approach to integrate proximity information into the conventional GCL framework
is through the computation of a dense geodesic distance or the utilization of spectral decompositions
across the entire graph. However, these strategies incur significant computational costs when applied
within the context of contrastive learning.

Our high-level intuition involves a smoothed contrastive learning approach that leverages the inherent
geometric information within a graph to assign lower penalties for the negatives that are in close
proximity to the ground truth positive. As such it promotes predictions that are (similarly to conven-
tional CL) either exactly at the ground truth positive, or (differently from conventional CL) at least
in the geodesic vicinity of the positive. By introducing this information, we strongly regularize the
learning process, thereby improving the overall accuracy. In the following, we will demonstrate how
leveraging the inherent geometric information within a graph can provide additional insights and
enhance the performance of the GCL models.

2.4 Leveraging the advantages of graph geometry

In conventional contrastive learning models, the positive pairs between two views are represented

by a positive matrix Héf);j) € {0, I}NXN, where the diagonal elements are ’1” and the off-diagonal
elements are 0. The corresponding negative matrix is defined as Hr(lé’g]) =1- Hl(,i,’sj) € {0, 1}NXN,

with "0’ on the diagonal and ’1’ in the off-diagonal positions.

We propose a smoothing strategy that goes beyond simple binary categorization of matrices as positive
or negative and applies a form of smoothing to the standard contrastive loss. This strategy allows
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nodes initially categorized as positive or negative to have values ranging from 0’ to ’1’, indicating
their degree of association with positive or negative samples, respectively.

Definition 2.2 (Smoothing process). The smoothing process S (H,Eif )7 A W) generate a smooth
positive matrix l:[[(,lg’sj ) € [0, 1}NXN by iteratively updating binary values of HI(,ZO’SJ) based on the
neighboring nodes values in the graph structure A" while preserving the underlying graph structure.
The corresponding smoothed negative matrix Hf,egj ) is then computed as 1 — H,(fosj ).

In the following, we introduce three formulations for prompting smoothing, including Taubin smooth-
ing [15], Bilateral smoothing [16], and Diffusion-based smoothing [17]. Our first objective is to
enrich both positive and negative pairs by incorporating neighborhood relationships and capturing
the broader context of the nodes. Secondly, we aim to demonstrate how these enriched positive and
negative sets can lead to a more effective contrastive loss.

Taubin smoothing S7-(V, L; K, i, 7) involves iteratively performing two stages of filtering utilized
Laplacian matrix L € RV*¥ to smooth the binary matrix V € {0, 1}V P as follows:

VEFD — (14 7L) (T + pL)V®) 2)

This process involves the combined operation of two filters, collaboratively leading to the smoothing
of the input signal V. The first filter, the negative Laplacian filter (x < 0), smooths the input
signal, while the second, the positive Laplacian filter (I + 7L) (= > 0), prevents oversmoothing
by ensuring ;© < —7. In our approach, we employ symmetrically normalized graph Laplacian
L=I-D"!Y2AD~1/2

Bilateral smoothing Sp(V, A; 04y, 0in) sSmooths a binary matrix V by integrating information
from nearby nodes, considering both spatial proximity and intensity similarity. Spatial proximity
dspa(i, j) is measured using shortest path distances, while intensity similarity diy (4, j) is determined
by evaluating the similarity in binary values between two nodes, typically quantified using metrics
like the Hamming distance. The bilateral filter weight w(, j) is then computed by:

w(i, j) = exp (—dsm(i J) dim(iJ)) ;

3)
2052pa 202,

where 02, and o2, control the smoothing effects for spatial and intensity components, respectively.
The smoothed value for node v; is computed as a weighted average of its k-hope neighbor nodes:

- Zje/\fk(i)w(iaj)vj
Vi, = -
Zje,/\[k(q‘,)w(zaj)

“

Diffusion-based smoothing S, (V, A; K, n) employs the diffusion equation to propagate informa-
tion among nodes within a graph, effectively smoothing binary values. The process starts with the
original matrix V as the initial condition, where each binary value serves as the initial "heat" at its
respective node. The new value for each node is then iteratively updated based on the diffusion equa-

tion and the binary values of its neighbors as V(k+1) (k) + nv(k) where V( ) = Z]EN(’U,-) V§k) is

the average value of neighboring nodes, and 7 is the dlffuswn rate applied to determine how much
the binary value diffuses from one node to another.

Appendix B provides a comprehensive overview of smoothing approaches, including detailed algo-
rithms and a comparative analysis of each method. Figure 1 illustrates an example of the efficacy of
the smoothing approaches. As a simple example, we take a grid graph, and randomly establish a delta
function, centered on specific vertices, resulting in the creation of a binary matrix. Subsequently, we
employ a variety of smoothing techniques on this binary matrix. Given the uniform neighborhood
structure of the grid, the resulting output exhibits a Gaussian-like distribution, which its center aligned
to the initial vertex. However, the varied values in the smoothed matrix are indicative of the distinct
strategies employed in the smoothing process.

2.5 Smoothness promoting in positive and negative sets

In the context of contrastlve learning on graphs, the positive matrix Hl(m’s]) can be considered as

a mapping from G to GU), with its rows and columns corresponding to nodes in G to G,
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Figure 1: An illustrative example of the efficacy of the smoothing approaches on a grid graph G. We
color the grid according to the node value. In the left grid, initial values of 1 are represented in yellow,
whereas nodes with zero values are depicted in dark purple. Each smoothing approach modifies the
values of the zero nodes according to neighboring information.
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Figure 2: In the general context of conventional contrastive learning approaches, for every anchor
node Uff) in G, a corresponding positive node vflj ) exists in GU), with all other node pairs being
negative (left image). Smoothing techniques, which leverages the geometry of graph GU), effectively
extract neighboring node information of node vij ) and generate smoothed positive and negative pairs
matrices f[l(,f,sj ) and l:[.(fegj) (right image).

respectively. The goal of the smoothing approach is to extend this mapping to the neighbors of the
paired nodes. In this specific context, since the columns of the positive matrix H[(,f,sj ) are associated
with nodes in G(9), the smoothing approach utilizes the geometry of graph view GU). Similarly, for
the positive matrix Hé{;gi)
view G,

Figure 2 illustrates the differences between positive and negative pairs in the conventional graph
contrastive learning framework and our proposed smoothed contrastive approach. Notably, when

considering a specific anchor node v,gi) in G paired with v,gj ) in G, the graph information from

, the smoothing approach utilizes to the geometric properties of the graph

G is employed to generate the smoothed positive and negative pairs matrices I:Iéf)s] ) and l:I,(légj)

In the following, we analytically analyze the performance of smooth graph contrastive learning, by
defining the following metrics.

Definition 2.3 (Dirichlet energy). The Dirichlet energy of a signal X € RN*F on the vertices of a
graph, defined as E(X) = XTLX = 1 > igllxi — % 2, measures the smoothness of the signal
X over the graph, where L = D — W is the graph Laplacian matrix.

A lower Dirichlet energy on a graph indicates that the signal X varies smoothly with minimal
differences between adjacent nodes, aligning well with the graph structure as quantified by the graph
Laplacian matrix [18].

Lemma 2.1 (Disparity). For an encoder fg, the disparity measure of learned features X € RN*F" g
defined by the distances of intra-class and inter-class Dirichlet energy as:

1 1
disparity (f9) | Eintm | ( ')GE * | Einter I ( ')GE *
2,7 intra ,J inter

2 .
where A;j = %aij Ix; — x;||°, and Eiper and Ejyyq denote the sets of edges connecting nodes of
different classes and within the same class, respectively. This measure captures the contrast in
smoothness between intra-class and inter-class distances in the feature embedding.
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Figure 3: Comparison of mean disparity among graph encoders, illustrating that all SGCL variants
consistently achieve lower values than the conventional GCL approach, which signifies a more
effective self-supervised learning framework.

A lower disparity measure indicates that the encoder produces node representations with greater
similarity within the same class and increased distinction between different classes, reflecting more
effective self-supervised learning.

Proposition 2.1. For two graph encoders fg and fg learned using the conventional and smoothed

graph contrastive frameworks, respectively, the disparity measure satisfies D ispariry( f@) <
Ddisparity (f@)

This proposition indicates that geometry-aware graph contrastive losses enable the learned encoder to
more effectively distinguish node representations.

We empirically validate this proposition by computing the disparity measure between two encoders,
fo and fp, used in the proposed SGCL and GRACE frameworks, respectively. Both encoders are
applied to the same input graphs across a range of homophily rates. To ensure scale invariance in
this comparison, we normalize the feature embeddings. This process removes the influence of the
scales in the embeddings, allowing us to focus on the relative differences between embeddings rather
than their absolute magnitudes. We use the graphs from [19], comprising 10 graphs with homophily
rates h varying from 0 to 0.9. Each graph contains 5000 nodes divided into two classes, sharing the
same structure but differing in class labels. The results in Figure 3 indicate that the mean disparity
of graph encoders used in all variants of SGCL is consistently lower than the conventional GCL
approach reflecting a more effective self-supervised learning framework. Additionally, as & increases,
disparity measures decrease. This is because of the smoothing strategies that explore positive pairs in
the proximity of each anchor node (and similarly for negative pairs). As the homophily rate increases,
the number of false negatives inreases, and the role of SGCL in effectively contributing both positive
and negative pairs to the contrastive loss becomes more prominent. Further analysis with real-world
graphs can be found in Section E.1.

3 Method: smoothed graph contrastive learning

We introduce Smoothed Graph Contrastive Learning (SGCL), a novel framework that constructs
node embeddings by seamlessly integrating the geometric structure of augmented graphs to ensure a
smooth alignment between positive and negative pairs. The comprehensive architecture is illustrated
in Figure 4. In the following sections, we outline the processing steps of the proposed framework.

Subgraph generating: We leverage the random-walk mini-batches generation approach [20] to
generate subgraphs from a given graph More spec1ﬁcally, an entire graph g is partmoned into a set
of | B| mini-batches denoted as G = {G1,...,Gb, . Q‘B|} where each G, = (Vb, &,) represents
a sampled subgraph. It is essential to note that the constructlon of subgraphs varies depending on
the specific sampling approach employed. Leveraging the insights gained from the variance analysis
within GraphSAINT [20], it introduces a collection of lightweight and efficient mini-batch generation
approaches, further detailed in Appendix C.

Generating graph views via augmentation: We employ a combination of edge-dropping and node
feature masking strategies to generate two distinct graph views for every mini-batch G, denoted as
Qél) and QAIEQ). More specifically, in each view 7, we construct the augmented graph QAZE’) as C;IS” =
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Figure 4: Overview of the Proposed SGCL Model. The model first generates | B| subgraphs and
extracts two distinct views for each subgraph, denoted as Qbi) and Géy ). The GCN encoder is then
employed to learn feature embeddings Hl(f) and HY ), respectively. Finally, the smoothed contrastive
loss LsgcL measures the agreement between these representations by utilizing 1:11()23 ) and ﬁgégj)

(T (X3), TAV (Ay)), where To.(X) = X®(1—Mx) and Ta(A) = A®(1—Ma)+(1—A)© My
Here, Mx ~ N(0,%) masks original values with Gaussian noise, and M 4 utilizes a Bernoulli
distribution to randomly drop edges from the adjacency matrix.

Encoders: The encoder fy processes an augmented graph as input, producing reduced-dimensional
feature embeddings. We choose the widely adopted Graph Convolutional Network (GCN) [2]
as the graph encoder. For each view i, we employ a dedicated graph encoder H = fp, (X, A) :

RNXF ) RNXN _y RNXF” that leverages adjacency and feature matrices as two congruent structural
perspectives of GCN layers . The GCN operates across multiple layers, wherein the message-passing
process is recurrently applied at each layer. The node representations are updated in a layer-wise

manner: H+D = o (ﬁ_l/QAﬁ_l/QH(l)W(l)), where A denotes the symmetrically normalized

adjacency matrix, calculated as A = A + I with diagonal matrix I € RNXN ljii =5 y Aij €

RN XN is the degree matrix, W) € RFi*Fit1 is the learned weight matrix for layer [, o is activation

function, and H®) € RV > is the node representation in layer [.

Smoothed contrastive loss function: To end-to-end training of the encoders and promote node

representations, we introduce an innovative contrastive loss function. This loss function utilizes a

smoothed positive palrs matrix H](,O5 9 to encourage the agreement between encoded embeddings of

) in two different views with degree W[(,O’SJ ) (t, p), while also distinguish

their embeddings w1th a degree of Wﬁégj ) (t,p)=1-— ﬂéos )(t, p). The loss function is defined as:

LG =T © (1= D) 7 +0 || TG © €09 |17 ®)

pos neg

two nodes, namely, and Up

where 1 is a matrix of the same size as C("7) with all elements set to 1 and C(7) is the normalized
cosine similarity matrix between the normalized embeddings H(Y and HY) of identical networks:

IO T
Clis) _ (HH . 1) ©
| HO || HO |

Our objective is to maximize C(*7) for positive pairs and minimize C(*7) for negative pairs. This is
equivalent to simultaneously minimizing 1 — C(»9) for positive pairs and C(-7) for negative pairs.

In the proposed contrastive loss function, the first term enforces the stability of the preservation in the
embeddings of positive pairs by minimizing the discrepancy between 1 and each element of C(+7).

This alignment is achieved with the values in the smoothed positive pairs matrix ﬁ},gg ), effectively

equivalent to maximizing C(*7) for positive pairs. Conversely, the second term actively promotes
a substantial diversity in the embeddings of negative pairs by minimizing each element of C (/)

concerning the values in the smoothed negative pairs matrix Hr(leé ),

"For the sake of simplicity, we omit the view index in superscript and the batch index in subscript.
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At each training epoch, the smoothed positive pairs matrix ﬁéésj) is computed by applying one

of the smoothing approaches outlined in Section 2.4. For example, we apply Taubin smoothing,
resulting in the smoothed positive pairs matrix 1:[}()23 ) = ST(HE)QSJ ) L®; u, 7), and the corresponding
smoothed negative pairs matrix f[,(,é’gj) =1- 1:1[(,23] ), Ultimately, we learn the model parameters by
considering all | B| batches within the given graph concerning the overall innovated contrastive loss

B 4.4 i
JsceL = ﬁ EL:‘l(ﬁéGgL + ‘CéjGC)L)

In Equation (5), the hyperparameter A > 0 determines the trade-off between two terms during
optimization. A comprehensive ablation study on the hyperparameters can be found in Appendix F.

4 Experiments

We conduct empirical evaluations of our proposed SGCL model through node and graph classification
tasks, using a variety of publicly available benchmark datasets. The proposed models are derived
by incorporating three distinct smoothing techniques in the proposed models: SGCL-T (Taubin
smoothing), SGCL-B (Bilateral smoothing), and SGCL-D (Diffusion-based smoothing).

We train "2-layer’ GCN encoders using the SGCL framework for 200 iterations with the Adam
optimizer (learning rate 1le — 3). In the downstream task, we perform node and graph classification
with /5-regularized logistic regression, reporting accuracy and standard deviation after 5000 runs. For
mini-batch generation, we employ the random-walk approach with a batch size of 2000, a random
walk length of 4, and 3 starting root nodes. Appendix D provides comprehensive details of the
experiments. A comprehensive computational complexity analysis is also provided in Appendix E.3.

4.1 Node classification

In the first experiment, we evaluate the SGCL model on six small to medium-scale benchmark datasets:
Cora, Citeseer, Pubmed, CoauthorCS, Computers, and Photo. Table 1 presents the performance
results in comparison with baseline models. To generate mini-batches in this experiment, we utilize
a random-walk sampling, as outlined in Appendix C. A summary of the results derived from other
mini-batching approaches is reported in Table 11.

The results indicate that the SGCL model outperforms the state-of-the-art on most benchmarks,
validating the effectiveness of our learning framework. On the "Computers" graph, which has a
notably high average node degree but lower homophily (Table 4), the influence of neighboring nodes
in the smoothing approaches is reduced, leading to performance degradation compared to CGRA.

Table 1: Comparison of node classification accuracies of proposed models vs. baselines on small
and medium-scaled graphs (mean =+ std).

Model Cora Citeseer Pubmed CoauthorCS  Computers Photo
DGI [10] 82.3+0.6 71.8+0.7 76.8+0.6 92.15+0.63 83.95+0.47 91.61+0.22
GRACE [11] 83.3+0.4 72.1+0.5 73.63£0.20  91.12+0.20 89.53+0.35  92.78+0.45
MVGRL [12] 83.11+0.12 73.3+0.5 84.27+0.04  92.11%0.12 87.52+0.11  91.74+0.07
BGRL [21] 83.77£0.57 73.07+£0.06  84.62+0.35  93.31+0.13 90.34+0.19  93.17+0.3
G-BT [22] 83.63+0.44  72.95+0.17 84.52+0.12  92.95+0.17 88.14+0.33  92.63+0.44
CGRA [23] 83.8+0.4 69.23£1.19 82.8+0.4 92.8+0.5 90.5+0.4 92.4+0.2
GRLC [24] 83.5+0.5 72.6+0.6 82.1+0.4 90.36+0.27 88.54+0.23 92.3+0.5
ProGCL-weight [25]  81.91£0.12  69.24+0.21 84.89+0.04  93.51+0.06 89.28+0.15  93.30+0.09
ProGCL-mix [25] 83.71£0.04  68.38+0.3  84.64+0.03  93.67+0.12 89.55+0.16  93.64+0.13
GraphMAE2 [26] 84.5+.0.6 73.4+0.3 81.4£0.5 - - -
AUGCL [27] - - - - 88.94+0.44  93.43+0.32
GREET [28] 83.81+£0.87  73.08+0.84 80.29+1.00  94.65+0.18 87.94+0.35  92.85+0.31
SGCL-T 84.33+0.45 74.94+0.79 84.25+0.35  92.25+0.15 87.21+£0.42  93.12+0.7
SGCL-B 84.78+0.3 74.30+1.4 84.1+0.25 92.33+0.4 89.75+£0.8  93.72+0.12
SGCL-D 84.17+£0.43  75.72+0.59  85.12+0.3 92.14+0.26 86.11+0.3 92.87+0.6

The observed performance verifies the enhanced capacity achieved through the utilization of the
geometric structure inherent in graphs, enabling improved exploration of positive and negative pairs
within the conventional contrastive learning framework. More evaluation on heterophilic graphs can
be found in Appendix E.2.

Furthermore, we evaluate the proposed framework on three large-scale graphs: ogbn-arxiv, ogbn-
products, and ogbn-proteins. Here, the importance of the mini-batch generation step becomes more
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prominent, as full-batch processing of large-scale graphs can impose considerable demands on GPU
memory by requiring all node embeddings to be loaded onto the GPU. We employ a random-walk
sampling approach to generate mini-batches.

The results presented in Table 2, demonstrate
that the SGCL consistently outperforms other
contrastive learning methods on large-scale
graphs. Rssults for GraphMAE?2 have been re-
produced using the standard data split to ensure
fair comparisons. It’s worth noting that ogbn-

Table 2: Comparison of node classification accu-
racies of proposed models vs. baselines on large-
scaled graphs (mean = std).

Model ogbn-arxiv  ogbn-products ogbn-proteins
products serves as a valuable benchmark for
o DGI [10] 67.07£0.5 68.68+0.6 94.110.1
our proposed models providing two key advan-  Grack [11] 67.92+0.4 72.100.7 94.1120.2
tages. Firstly, its high homophily rate increases =~ MVGRLI12] 60.68+0.5 69.900.9 93.87+0.3
he likelihood of identifvi ohbori d BGRL [21] 63.88+0.2 66.23£0.5 92.94+0.3
the In €lihood ot identitying ne€1gnboring nodes  Gpr [22] 69.0520.3 65.7420.4 94.07+0.3
of positive pairs as new positive pairs, thereby  GraphMAE2 [26]  68.95£0.4 74.3220.5 -
hancine th f fth del. S SGCL-T 70.89+0.2 75.97+0.1 94.64+0.2
enhancing the pertormance ol the model. Sec- gger-B 70.34:04 7433104 93.55+0.2
ondly, by using mini-batch graphs instead of the =~ sGcL-D 70.52+0.3 74.15£0.2 93.19+0.1

full-batch graph with numerous connected com-
ponents, we can effectively bypass the extremely
small components. This approach offers richer neighboring information, leading to the generation of
more effective augmented graphs and enhancing the performance of the contrastive loss framework.

4.2 Graph classification

Graph classification is another important downstream task, employed to reflect the effectiveness
of the learned graph representation. In this experiment, we follow the InfoGraph [29] setting
for graph classification and compare the accuracy with self-supervised state-of-the-art methods.
The results reported in Table 3 indicate that, in comparison to the best-performing state-of-the-art
methods, the proposed model demonstrates enhanced accuracy for IMDB-BINARY, PROTEINS, and
ENZYMES, while maintaining comparable accuracy on other benchmarks. It’s worth mentioning
that the accuracies of all models are reported from their respective published papers, except for the
BGRL results, which we reproduced under the same experimental setting.

Table 3: Comparison of graph classification accuracies of proposed models vs. baselines.

Model IMDB-Binary PTC-MR MUTAG PROTEINS ENZYMES
InfoGraph [29] 73.0+0.9 61.7x1.4  89.0£1.1 74.4+0.3 50.2+1.4
GraphCL [30] 71.1x0.4 63.6x1.8  86.8+1.3 74.4+0.5 55.1£1.6
MVGRL [12] 74.2+0.7 62.5+1.7  89.7£1.1 71.5%0.3 48.3%1.2
AD-GCL [31] 71.5+1.0 61.2+x1.4  86.8+1.3 75.0%0.5 42.6x1.1
BGRL [21] 72.8+0.5 57409  86.0+1.8 77.4+2.4 50.7£9.0
LaGraph [32] 73.7+0.9 60.8x1.1  90.2+1.1 75.2+0.4 40.9+1.7
ProGCL-mix [25] 71.6+0.6 - 88.7+1.4 74.5+0.4 -
CGRA [23] 75.6+0.5 65.7+1.8  91.1£2.5 76.2+0.6 61.1+0.9
AUGCL [27] 72.4+0.8 - 89.2+1.0 75.7+0.4 -
SGCL-T 75.2+2.8 64.0x1.6  89.0+2.3 79.4%1.9 65.3+£3.6
SGCL-B 73.2+3.7 62.5x1.8  87.0+2.8 81.6+2.3 63.7£1.6
SGCL-D 75.8+1.9 62.6x1.4  86.0+2.6 81.5+2.3 64.3£2.2

5 Conclusion

Conventional Graph Contrastive Learning (GCL) methods use a straightforward approach for distin-
guishing positive and negative pairs, often leading to challenges in uniformly identifying negative
pairs regardless of their proximity. In this paper, we introduced a Smooth Graph Contrastive Learning
(SGCL) method, which incorporates the geometric structure of graph views into a smoothed con-
trastive loss function. SGCL offers an intuitive way that employs three smoothing approaches to
consider proximity information when assigning positive and negative pairs. The GCL framework is
enhanced for large-scale graphs by incorporating a mini-batch strategy, leading to improved model
efficiency and computational scalability. The evaluations, conducted on graphs of varying scales,
consistently show that SGCL outperforms state-of-the-art GCL approaches in node and graph classifi-
cation tasks. This emphasizes the effectiveness of the smoothed contrastive loss function in capturing
and utilizing proximity information, ultimately improving the performance of the SGCL.
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A Related work
A.1 Graph representation learning

In recent years, graph neural networks (GNNs) have made significant progress, by the emergence of
a multitude of methods dedicated to enhancing graph representation learning. These methods have
been designed to address various aspects of network embeddings, including proximity, structure,
attributes, learning paradigms, and scalability [33, 34]. Among the notable GNN approaches,
Graph Convolutional Networks (GCN) [2] is one of the foundational GNNs that uses convolutional
operations to capture local and global information from neighboring nodes, making them effective
for tasks like node classification. To overcome the constraints associated with conventional graph
convolutions and their approximations, the Graph Attention Network (GAT) [4] introduces the notion
of masked self-attentional layers, thereby enhancing its capacity to capture crucial node relationships.
By integrating an autoregressive moving average (ARMA) filter, GNN-ARMA [35] extends the
functionality of GNNs to adeptly capture global graph structures. GWCN, as proposed in [36, 37],
utilizes graph wavelets as spectral bases for convolution. This innovative approach enables the
modeling of both local and global structural patterns within graphs. GRAND [38] presents an
interesting perspective on graph convolution networks (GCNs) by interpreting them as a solution to
the heat diffusion equation. TIDE [5] introduces an innovative approach to tackle the oversmoothing
challenge in the message-passing-based approaches by leveraging the diffusion equation to enable
efficient and accurate long-distance communication between nodes in a graph.

However, it’s essential to emphasize that the majority of these methods depend on supervised data,
and this can be a significant limitation in real-world applications due to the difficulties associated with
acquiring labeled datasets. Several traditional unsupervised graph representation learning methods
are designed to learn meaningful representations of nodes in a graph without the need for labeled
data or explicit supervision. DeepWalk [39] employs random walks and skip-gram modeling to
capture local graph structure, while node2vec [40] extends this approach with a versatile biased
random walk strategy encompassing breadth-first and depth-first exploration. LINE[41] focuses
on preserving both first-order and second-order proximity information in large-scale networks, and
GraphSAGE [42] combines random walk sampling and aggregation to capture both local and global
graph structure. HOPE [43] leverages higher-order proximity information to capture structural
patterns beyond pairwise node relationships in graphs.

A.2 Graph contrastive learning

Self-supervised learning (SSL) has emerged as a powerful paradigm for mitigating the challenges
posed by expensive, limited, and imbalanced labels. It enables deep learning models to train on
unlabeled data, reducing the reliance on annotated labels [8].

Contrastive Learning (CL) is a popular SSL technique known for its simplicity and strong empirical
performance. Its fundamental objective is to create meaningful representations by pushing dissimilar
pairs apart and pulling similar pairs closer together. Graph Contrastive Learning (GCL) extends
the concept of CL to the domain of graphs. However, dealing with the irregular structure of graph
data presents more complex challenges in designing strategies for constructing positive and negative
samples compared to CL applied to visual or natural language data [7].

Numerous papers have emerged to address the challenges associated with GCL. These papers
primarily focus on sharing valuable insights and practical approaches for three key elements of
contrastive learning: data augmentation, pretext tasks, and contrastive objective [7].

Deep Graph Infomax (DGI) [10] and InfoGraph [29] are two fundamental contrastive learning models
that train a node encoder by maximizing mutual information between the node representation and the
global graph representation. DGI is designed for node representation learning, whereas InfoGraph
focuses on graph-level representations.

MVGRL [12] is one of the recent GCL approaches that accomplishes the learning of both node
and graph-level representations by considering two matrices, namely adjacency and diffusion, as
congruent views of a standard contrastive framework.

The fundamental of the aforementioned GCL approaches is the maximization of local-global mutual
information within a framework. However, they all rely on a readout function to generate the global
graph embedding which this function can be overly restrictive and may not always be achievable.
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Moreover, for approaches like DGI [10], there is no guarantee that the resulting graph embedding
can effectively capture valuable information from the nodes, as it may not adequately preserve the
distinctive features found in node-level embeddings.

Several GCL approaches, including GRACE [11], GraphCL [30], and CSSL [44], deviate from the
conventional approach of contrasting local-global mutual information. Notably, these methods do
not rely on making assumptions about the use of injective readout functions to generate the graph
embedding.

The effectiveness of the GCL models depends on comparing each item with many negative points
[45]. However, relying on these negative examples is problematic, especially for graphs, where
defining negative samples in a meaningful manner is particularly difficult.

Various models have explored different strategies to address the issue of negative pairs. For instance,
BGRL applies the BYOL method [46] to graphs as a GCL approach that does not rely on negative
pairs [21]. Similarly, Graph Barlow Twins (GBT) avoids the necessity for explicit negative pairs by
utilizing a cross-correlation-based loss function [22].

Several studies focus on more informative negative samples, often referred to as hard negative
samples. These samples closely resemble the anchor but have semantic differences. Intuitively,
negative samples with different labels from the anchor, yet embedded nearby, are highly beneficial
for providing significant gradient information during training. It’s preferable to choose negative
pairs with very similar representations, as this makes it challenging for the current embedding to
differentiate between them effectively. ProGCL [25] incorporates hard negative nodes into the
contrastive loss to enhance performance. It applies a beta mixture model (BMM) to the pairwise
similarities between the negatives and the anchor, estimating the probability of a negative being
a true one. It subsequently integrates the estimated probability with the pairwise similarity to
measure the hardness of the negative samples. AUGCL [27] is another hard negative mining GCL
model that uses an affinity-based uncertainty estimator to evaluate the hardness of negative nodes
relative to each anchor node. It constructs a discriminative model using pairwise affinities between
negative nodes and the anchor, identifying nodes with higher uncertainty as hard negatives. Graph
Soft-Contrastive Learning (GSCL) [47] is a novel approach aimed at overcoming the limitations
of conventional graph contrastive learning by eliminating the need for graph augmentations and
negative sampling. Instead, it leverages neighborhood ranking to ensure that closer nodes are more
similar to a given anchor node than those farther away, in line with the inherent structure of the
graph. The key limitation of GSCL is that it employs a specialized loss function for preserving the
similarity ranking which requires computing a dense geodesic distance matrix for the entire graph.
This process becomes increasingly challenging as the number of hops grows, leading to significantly
higher computational costs, especially in large-scale graphs. Therefore, the relative similarity concept
in GSCL is particularly well-suited to homophilic graphs, where label consistency decreases with
distance.

In our approach, we neither treat negative pairs the same way as in GRACE nor ignore them like
in BGRL or GSCL. Instead, we make use of negative pairs within the contrastive loss, but with a
unique approach, we use the geometric structure of graphs to effectively consider proximity among
negative pairs in contrastive learning, rather than treating them all the same. Integrating the proximity
information to graph contrastive loss is still highly significant and to the best of our knowledge, our
approach is the first work that addresses this limitation by promoting the geometric structure of data
without encountering the limitations reported in hard negative mining methods. Specifically, our
method overcomes the necessity of computing probability distributions and does not rely on prior
assumptions, such as the bimodal similarity distribution of negatives with respect to positives as
observed in ProGCL.

B Comprehensive overview of smoothing approaches

B.1 Taubin smoothing
Taubin smoothing is an iterative method that employs two distinct filters—positive and negative

Laplacian filters—to enhance the smoothness of input data using the graph Laplacian matrix L.
Algorithm 1 outlines this process step-by-step.
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The combination of positive and negative filters allows Taubin smoothing to balance effectively
between smoothing and preserving features. It avoids excessive diffusion and oversmoothing by
counteracting the smoothing effect with a corrective filter. Additionally, the parameters 7 and 1 enable
fine control over the amount of smoothing and correction, making it adaptable to different graphs.
However, it also has its limitations. Firstly, the method requires complex parameter tuning; balancing
7 and p effectively demands careful adjustment of hyperparameters, which can be challenging.
Secondly, Taubin smoothing is sensitive to the underlying graph structure, heavily relying on the
quality of the graph Laplacian. If the graph structure is irregular or contains noisy edges, the results
may be adversely affected.

Algorithm 1 Taubin Smoothing S7(V,L; K, y1, T)

1: Input: Binary matrix V € {0,1}*?  symmetric normalized graph Laplacian matrix L €
RYXN ‘number of iterations K, negative Laplacian filter constant (< 0), positive Laplacian
filter constant 7(> 0) and ¢ < —7
Output: Smoothed matrix V
Initialize: Set V(©) « V
Iterative Filtering:
for k <+ 1to K do
Negative Laplacian Filter:

Compute intermediate matrix V[(e]fr)lp:

VL (T4 pL)vE-D

9:  Positive Laplacian Filter:

10: Compute the updated matrix \AQE
1 V) (T4 rL) Ve

12: end for

13: for each node i in {1,2,... N}

14:  If the original value v; = 1, then

15: Set S’L +—1

16: Return V

B.2 Bilateral smoothing

This approach smooths input data by integrating spatial proximity and intensity similarity. This
method considers both the distance between nodes in the graph and the similarity of their values
to achieve effective smoothing. The intensity similarity d;y (¢, j) quantifies how similar two nodes
are based on their intensity or binary values, with higher similarity indicating closer values. On the
other hand, spatial proximity dp,(7, j) refers to the distance between two nodes ¢ and j in the graph,
measured by the shortest path. Algorithm 2 presents a step-by-step outline of the process.

Bilateral smoothing provides adaptive smoothing by responding to local differences in node values
and spatial distances, enhancing its robustness in graphs with strong contrasts or noise. However, this
approach can be computationally expensive on large graphs, as it requires calculating weights for
each pair of nodes based on both spatial and intensity distances. Additionally, bilateral smoothing is
sensitive to hyperparameters; the parameters op, and ojn must be carefully tuned, as improper values
can lead to under- or over-smoothing.

B.3 Diffusion-based smoothing

Diffusion-based smoothing simulates the diffusion process (similar to heat diffusion) to propagate
information across the graph. The value of each node diffuses into its neighbors, gradually smoothing
the graph over time. Algorithm 3 presents a step-by-step outline of the process.

Diffusion-based smoothing is simple and efficient; the diffusion equation is relatively straightforward
and computationally efficient to implement, making the method scalable for large graphs. Addition-
ally, its iterative nature promotes smooth global effects, allowing values to propagate throughout the
graph in a stable manner. However, there are notable disadvantages. One significant drawback is the
potential loss of details; if not carefully controlled, the method can oversmooth the input, leading
to the loss of sharp features or edges. Additionally, diffusion-based smoothing applies uniform
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Algorithm 2 Bilateral Smoothing S5(V, A; 05pa, Oint)

1: Input: Binary matrix V € {0, 1}¥*P adjacency matrix A € R¥*¥ spatial smoothing
parameter oyp,, intensity smoothing parameter oy,
: Output: Smoothed matrix V
: for each pair of nodes (4, j) in {1,2,..., N} where j € Ny (i) :
Compute weight w(i, j):

2

3

4

- dpa (2, int (2,7

5: w(i, j) < exp (— ‘;(,(é” - dzt(,?z‘j))
6

7

8

o
: for eachnode i in {1,2,..., N}

: Compute the smoothed value v;:
~ > jen iy wlisi)v;

: A\ —Zﬁ;km )

9: for eachnode i in {1,2,..., N}
10:  If the original value v; = 1, then
11: Set g’z +—1
12: Return V

smoothing; since it relies on averaging over neighboring nodes, it does not account for intensity
similarity, which may result in the blurring of sharp changes in node values.

Algorithm 3 Diffusion-based Smoothing Sp(V, A; K, )

1: Input: Binary matrix V € {0, 1}N . adjacency matrix A € RV*N number of iterations K,
diffusion rate n ~
Output: Smoothed matrix V
Initialize V() «+ V
fork=0to K —1do
for each node i in {1,2,..., N}
Compute the average value of neighboring nodes:

(k) k)
Vi = 2 ienwn V)

Update the value of node i:

9: ngH) — ng) + n\_fgk)

10: end for

11: for each node i in {1,2,..., N}

0 1, then

12:  If the original value vg
13: Set VEK) —1
14: Return V « V(K)

In general, each smoothing approach has its unique strengths, making it appropriate for specific types
of graph and smoothing requirements, allowing for tailored applications depending on the context.
Taubin smoothing is ideal for graphs where connectivity is balanced and the local structure is not too
irregular or noisy. Additionally, it is more efficient for large graphs as its computational complexity
is lower compared to other methods in practice. Bilateral smoothing works well on graphs with
heterogeneous or highly varying node values, such as those representing social networks, where
sharp changes in node features are significant. Finally, Diffusion-based smoothing is best suited
for large graphs with uniform or gradual changes, such as temperature distributions or geographical
information, where computational efficiency is essential and the focus is on achieving smooth
transitions without sharp features.

C Mini-batch generating approaches

Random node sampler approach randomly selects a subset of nodes from a given graph G = (V, £)
according to a probability distribution P(v), where v represents individual nodes in the graph. The
distribution P(v) assigns a probability to each node, indicating the likelihood of that node being
included in the sampled subset.
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Random edge sampler approach randomly selects edges from a given graph G = (V, £) based on a
predefined probability distribution. For each edge e in the set of edges £, an independent decision is
made to determine whether it should be included in the subgraph G;. This decision is guided by a
probability value P(e) assigned to each edge. The sampler incorporates a budget parameter m to
constrain the expected number of sampled edges, ensuring that > P(e) = m, as described in [20].

Random walk sampler approach begins by randomly selecting r root nodes as starting points on the
entire graph G = (V, ). From each of these starting nodes, random walks of length L are conducted
to generate subgraphs [20]. To manage the potential issue of generating excessively large subgraphs,
a batch size parameter m is commonly employed, ensuring the approximate number of samples per
batch.

Ego graph sampler approach generates subgraphs centered around a specific "ego" node in a graph
G = (V,&). This mini-batch generation approach provides a localized perspective on the graph
by constructing a k-hop ego-graph centered at node v;, where "k-hop" indicates that the subgraph
includes nodes that can be reached within & steps from v;. Importantly, the sampler ensures that the
maximum distance between v; and any other nodes within the ego-graph is limited to k, as expressed
mathematically by Yu; € V, | d(vi,v;) |< k [48].

D Experimental setup
D.1 Properties and statistics of the benchmarks

For node classification, the benchmarks encompass a wide range of graph sizes, including smaller to
medium-scaled ones such as Cora, Citeseer, Pubmed [49], CoauthorCs [50], Computers, and Photos
[51], as well as larger datasets like ogbn-arxiv, ogbn-products, ogbn-proteins, and all of which are
sourced from the Open Graph Benchmark [52]. For graph classification, we employ MUTAG [53],
PTC [53], IMDB-Binary [54], PROTEINS [55], and ENZYMES [56] benchmarks.

The properties of different graph datasets used in the node and graph classification experiments are
provided in Table 4 and 5, respectively. The homophily rate i denotes the degree to which nodes in
the graph connect with similar nodes (homophily) versus nodes with dissimilar nodes (heterophily).
The diameter of large-scaled graphs is performed using Breadth-First Search (BFS) from a sample of
1,000 nodes selected at random.

Table 4: The statistics of the datasets for node classification evaluation

Scale Dataset #Nodes #Edges #Feature #Class #CC h%  Avg. N.D. Diameter
Small Cora 2,708 5,429 1,433 7 78 80.4 4.08 19
Citeseer 3,327 4,732 3,703 6 438 73.5 3.47 28
PubMed 19,717 44,324 500 3 1 80.2 4.5 18
Medium CoauthorCs 18,333 81,894 6,805 15 1 80 8.93 24
Computers 13,381 245,778 767 10 314 71.7 36.74 10
Photos 7,487 119,043 745 8 136 82.7 31.8 11
ogbn-arxiv 169,343 1,166,243 128 40 1 65.4 13.67 23
Large ogbn-products 2,449,029 61,859,140 100 47 52,658 80.8 51.54 27
ogbn-proteins 132,534 39,561,252 8 94 1 91 597 9

#CC: Number of connected components, h%: Homophily rate, Avg. N.D: Average node degrees

Table 5: The statistics of the datasets for graph classification evaluation

Dataset #Graph Avg. node Avg. edge #Features #Class
MUTAG 188 17.9 39.6 7 2
PTC-MR 344 14.29 14.69 19 2
IMDB-Binary 1,000 19.8 193.1 1 2
PROTEINS 1,113 39.1 145.6 3 2
ENZYMES 600 32.63 1243 3 6
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D.2 Hyperparameters

In all experiments, we follow the linear evaluation scheme outlined in [10]. Initially, we start by
training the ’2-layer’ GCN encoders using the proposed SGCL framework in an unsupervised manner.
The training process consists of 200 iterations, and we utilize the Adam optimizer with a learning rate
of 1e — 3. Subsequently, the obtained embeddings are used to perform node or graph classification on
a downstream task, employing a [, — regularized logistic regression classifier. The mean classification
accuracy, along with the standard deviation, is then reported on the test nodes after conducting 5000
training runs.

In the mini-batch scenario of the node classification task, we employ a random-walk batch generation
approach to create subgraphs from the input graph. We set the batch size to 2000 with a random walk
length of 4 and 3 starting root nodes for all benchmark datasets. However, for the ogbn-products
benchmark, we use a batch size of 500 with a random walk length of 20.

In the smoothing techniques, we set the parameters as follows: for Taubin smoothing, we set
p = —0.4,7 = 0.3, and K = 2; in the case of Bilateral smoothing, we employ o,, = 0.1 and
Oinit = 2; and for Diffusion-based smoothing, we utilize n = 0.03 and K = 2.

To ensure a fair comparison with state-of-the-art models in both node and graph classification tasks,
we adopt the widely used data split method from the Open Graph Benchmark, which is commonly
employed in self-supervised learning. We also report values based on the respective papers. For
benchmarks where experiments weren’t performed in the relevant papers, we accurately reproduced
their values using available code resources. It’s worth mentioning that the results on the Cora in
MVGRL [12] are reported across benchmarks with varying numbers of nodes and edges (refer to
Table 1 in the respective paper). Therefore, the values are reproduced and reported using the standard
Cora benchmark.

To implement the proposed model, we leveraged the extensive capabilities offered by the PyGCL
library, as introduced in [57]. For the graph augmentation, we employ the augmentor base class
provided by PyGCL, which includes Edge Removing (ER) and Node Feature Masking (FM), both
with a drop probability of 0.5. For a comprehensive comparison, we reported values based on the
respective papers.

To ensure a fair comparison with state-of-the-art, we followed the publicly available data split of
citation networks and replicated all experiments accordingly. For benchmarks where experiments
weren’t performed in the relevant papers, we accurately reproduced their values using available
code resources. Additionally, for large-scale graphs, we conducted experiments on most of the
baselines using the PyGCL library since there was a lack of extensive baseline experimentation. The
implementation is available at https://github. com/maysambehmanesh/SGCL.

All experiments are implemented using PyTorch 1.13.1 and PyTorch Geometric 2.2.0 and conducted
on NVIDIA A100 GPUs with 40GB of memory.

D.3 Baselines

In our empirical study, we incorporate a variety of models for comparison. For node classification,
these models encompass representative node classification models, as well as recently-introduced
graph contrastive learning models, such as DGI [10], GRACE [11], MVGRL [12], GBT [22], BGRL
[21], CGRA [23], and GRLC [24] serving as our baseline models. For graph classification, we employ
seven state-of-the-art methods for graph contrastive learning, including InfoGraph [29], GraphCL
[30], MVGRL [12], BGRL [21], AD-GCL [31], LaGraph [32], and CGRA [23].

E Supplementary experiments
E.1 An empirical analysis of the feature space

In this section, we conduct the empirical analysis, introduced by Proposition 2.1, to validate the
impact of the feature space on real-world graphs by calculating the disparity measure using two
encoders within the proposed SGCL and conventional GCL (GRACE) frameworks. For a meaningful
comparison of the disparity measures across all graphs, we normalized the values using Min-Max
scaling, rescaling the measure to a range between 0 and 1. The results presented in Table 6 indicate
that the mean disparity of the graph encoders across all variants of SGCL is consistently lower than
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the conventional GCL approach. This suggests that the SGCL encoder produces node representations
with greater similarity within the same class and increased distinction between different classes,
reflecting more effective self-supervised learning.

Table 6: Comparison of mean disparity measures for learned features of SGCL and GCL on real-
world graph benchmarks.

Model Cora Citeseer Pubmed  CoauthorCS Computers Photo ogbn-arxiv
GCL (GRACE) 0.66+0.05 0.63+x0.02 0.51+x0.03  0.58+0.02  0.64+0.03  0.65+0.03  0.56+0.03
SGCL-T 0.49+£0.05 0.58+0.05 0.50+0.01 0.53+0.03  0.56+0.01 0.60+0.05 0.51£0.02
SGCL-B 0.63+0.03  0.51+0.05 0.49+0.02  0.52+0.01 0.52+0.05 0.59+0.02  0.48+0.05
SGCL-D 0.474£0.02 0.54+0.03 0.49+0.01  0.46+0.05  0.55+0.05 0.43+0.03 0.45+0.04

E.2 More evaluation on heterophilic graphs
To perform a more comprehensive analysis, we conduct experiments on graphs with varying ho-

mophily rates, utilizing different real-world graphs, as detailed in Table 7.

Table 7: Different real-world graphs. The parameter 4[0, 1] is the edge homophily ratio for homophily
graphsh — 1 and for heterophily graphs i — 0.

Graph #Nodes #Edges  #Features #Classe Class types h
Chameleon 2,277 36,101 2,325 5 Wiki pages 0.23
Actor 7,600 29,926 931 5 Actors in movies  0.22
Cornell 183 295 1,703 5 ‘Web pages 0.3
Texas 183 309 1,703 5 Web pages 0.11
Wisconsin 251 499 1,703 5 ‘Web pages 0.21
Genius 421,961 984,979 12 2 marked act. 0.618
Twitch-gamers 168,114 6,797,557 7 2 mature content  0.545

We evlauate the performance of SGCL on these graphs and compare the results with conventional
GCL approaches like the GRACE model. Results in Table 8 indicate that the proposed models still
outperform conventional GCL on heterophilic graphs. However, the advantage of smoothing methods
in homophilic graphs becomes more pronounced. As the homophily rate increases, the number of
false negatives also increases, emphasizing the critical role of SGCL in effectively contributing both
positive and negative pairs to the contrastive loss.

Table 8: Comparison of the accuracy of proposed SGCL models on heterophilic graphs with GCL.

Model Chameleon Actor Cornell Texas Wisconsin Genius Twitch-gamers
GCL (GRACE)  45.3+0.7  28.55+0.28 52.21+1.3 53.07+24 51.60+2.4 81.48+0.15 58.21+0.51
SGCL-T 46.32+1.3  29.29+0.47 54.45+0.6 54.56+1.8 52.50+2.3 82.58+0.33 59.37+£0.47
SGCL-B 45.5240.3  29.15+0.28 55.79+1.2 54.97+23 50.23+2.2 82.47+0.17 59.38+0.88
SGCL-D 4591+2.5 28.74+0.76 53.1245.4 55.48+2.7 53.62+2.1 81.86+0.2 58.60+0.48

E.3 Computational analysis

The computational cost of graph contrastive learning models is analyzed through two distinct compo-
nents: pre-training and downstream task evaluation. The pre-training phase consists of mini-batch
generation, augmentation generation, encoder computation, and computations of the smoothing
strategy. In the downstream task phase, the model learns two input/output MLP layers and evaluates
the model for tasks such as node classification.

For a graph G = (V, &), with N nodes and E edges, the encoder computation using a message-
passing-based GNN encoder fj efficiently computes embeddings with the complexity of O(N + E).
The computation cost of graph augmentation consists of applying the feature mask (O(N)) and the
edge removal mask (O(FE)). The overall complexity is O(N + E), with the edge removal mask
being the dominant factor (O(FE)). Notably, this cost is lower than that of MVGRL [12], as it utilizes
a Personalized PageRank-based graph diffusion approach for structural augmentations, which entails
a complexity of O(I.F), where I represents the number of iterations required for convergence.
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The proposed model imposes additional computational overhead compared to the standard GCL.
This includes the computation associated with the mini-batch strategy and integrating the smoothing
strategy into the conventional contrastive loss.

The computation of mini-batch strategies can be disregarded in the overall complexity analysis, as
it is performed offline during preprocessing. However, the complexities of mini-batch strategies to
generate k subgraphs with a batch size m from a given graph are O(km + kE') for the Random Node
Sampler, O(km + kE) for the Random Edge Sampler, O(k(r x hd + m)) for the Random Walk
Sampler with r roots, walk length h and average node degree d, and O(k(sd 4+ m)) for the s-hop
Ego-graph sampler.

The main computational overhead is associated with the smoothing strategy. Taubin smoothing, which
utilizes Laplacian matrices, has a computational complexity of O(N + E) constructing the Laplacian
matrix and O(N) per iteration for matrix multiplication. The overall complexity, influenced by the
number of iterations, ranges from linear to quadratic concerning the number of nodes NV and edges E.

The computational complexity of bilateral smoothing, which considers both spatial proximity and
intensity similarity for each node, is predominantly influenced by the node degrees and the total
number of edges, typically in the order O(N + E).

The computational complexity of diffusion-based smoothing primarily depends on the number of
nodes N and the number of iterations K. Each iteration involves summing the values of neighboring
nodes, which can be considered O(deg(i)) for each node i, where deg(4) is the degree of node i.
Therefore, the overall computational complexity can be expressed as O(K N + E), where K is the
number of iterations, N is the number of nodes, and E is the total number of edges in the graph.

Table 9: Runtime performance comparison of the proposed model and baselines across graphs of
different scales (each value denotes the running time of individual epochs, measured in seconds).

Small Medium Large
Model Phase (Cora) (CoauthorCS) (ogbn-arxiv)
DGI pre-training  0.0391 0.0916 0.0732
downstream  0.0024 0.0148 0.0837
pre-training  0.0713 0.3186 0.4233
GRACE downstream  0.0024 00148 0.0845
pre-training  0.2266 0.7824 0.9407
MVGRL downstream  0.0024  0.0148 0.0833
BGRL pre-training  0.0927 0.1849 0.1755
downstream  0.0024 0.0149 0.0846
GBT pre-training  0.0343 0.1387 0.5388
downstream  0.0024 0.0148 0.0844
GRLC pre-training  0.1193 0.3249 0.5747
downstream  0.0682 0.2685 0.4325
o pre-training  0.0929 0.3428 -
ProGCL-weight downstream  0.0032 0.0152 -
L pre-training  0.1192 0.4993 -
ProGCL-mix downstream  0.0029 0.0152 -
pre-training  0.1793 2.5811 -
GREET downstream  0.0031 0.0125 -
R pre-training  0.1133 0.9723 1.3921
SGCL-T downstream  0.0025  0.0149 0.0841
: pre-training  0.9374 2.5303 3.0016
SGCL-B downstream  0.0025 0.0151 0.0848
: pre-training  1.0073 2.6681 3.1296
SGCL-D downstream  0.0024  0.0151 0.0841
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For numerical evaluation, we conduct the computational analysis to evaluate the runtime performances
of three variants of the SGCL model, comparing them with several baseline methods across graphs of
varying scales. The results of these experiments are summarized in Table 9. For this analysis, we
included the majority of baselines for which implemented code was accessible; benchmarks with
unreasonable runtimes are marked with a dash (-) in the table.

These results indicate that during pre-training, SGCL-T on the small-scale graph outperforms MV-
GRL, GRLC, ProGCL-mix, and GREET in running time. For medium-scale and large-scale graphs,
the computational costs are approximately 18% and 40% higher than those of MVGRL, respectively.
The computational cost of the other variants of the model is increased compared to the baselines.
This observed computational overhead is associated with the expectations, as SGCL integrates sup-
plementary information into the conventional contrastive loss function, and the smoothing strategies
require the exploration of the graph to identify proximity information.

Notably, the run-time performances in the downstream evaluation phase across baselines implemented
in the PyGCL library, which follows a framework similar to SGCL, are nearly identical on each
benchmark. This implies that, despite the more computation time in the pre-training phase, our model
performs effectively in the downstream evaluation phase.

Additionally, we have conducted memory consumption comparisons for these baselines across graphs
of different sizes, employing various graph batch generation methodds: Random Walk Sampler
(RWS), Ego Graph Sampler (EGS), Random Node Sampler (RNS), and Random Edge Sampler
(RES). The reported values reflect the GPU memory required (in MB) to train the models.

Table 10 indicate that the proposed SGCL models utilizing NSP and ESP demonstrate better memory
efficiency, outperforming most baselines, particularly on medium and large-scale graphs. The EGS
strategy tends to be more memory-intensive than other sampling methods. This becomes a crucial
consideration when working with small and medium-scale graphs, particularly when comparing our
approach to more memory-efficient baselines such as DGI, BGRL, and GBT.

Table 10: Memory consumption comparison between the proposed model and baselines on graphs of
varying scales (MB).

Model Small Medium Large )
(Cora) (CoauthorCS) (ogbn-arxiv)
DGI 711 3023 15993
GRACE 1447 34255 34907
MVGRL 2753 33641 35191
BGRL 901 9931 26691
GBT 971 5093 26943
GRLC 1139 11533 35263
ProGCL-weight 1113 14129 -
ProGCL-mix 1647 28239 -
GREET 1655 33167 -
RWS 1957 11629 11639
TR I R
ESP 1481 4249 3605
RWS 1973 9113 11293
cos KX mu
ESP 1481 4321 4497
RWS 1973 11409 12051
o B wn oy
ESP 1477 4715 3163
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F Ablation study

F.1 Evaluating with other mini-batching generation methods

We conduct node classification experiments employing other mini-batching generation methods,
including random node-sampling, random edge-sampling, and Ego-graph. A summary of the results
derived from these mini-batching approaches is reported in Table 11.

Table 11: Accuracy comparison of proposed models with various mini-batching generation ap-
proaches (mean = std).

Model Sampling method Cora Citeseer Pubmed CoauthorCS Computers Photo
RW-sampler 84.33+0.4 74.94+0.8 84.25+0.3 92.25+0.1 87.21+0.4 93.12+0.7
SGCL-T Ego-graph 84.21£0.3 73.88+1.6 84.47+0.7 92.12+0.3 86.7+0.6 93.05+0.7
Node-sampler 84.12+0.8  74.12+1.3  84.14+04  92.17+0.7 87.08+0.4 92.84+1.2
Edge-sampler 84.53+.5  73.54+1.7 83.76+0.6 91.83%0.8 86.88+1.5 93.33+0.8
RW-sampler 84.78+0.3 74.30+1.4 84.1+0.2  92.33+0.4 89.75+0.8 93.72+0.1
SGCL-B Ego-graph 84.63+0.7 73.26+0.7 84.16+0.5 91.68+0.7 89.07+1.6 93.13+0.4
Node-sampler 84.39+0.8 73.74+1.4 83.84+1.1 92.18+0.3 88.25+0.8 92.22+0.6
Edge-sampler 84.11+1.6  74.22+1.5 83.79+0.5 92.22+0.6 88.84+0.2 92.16+1.2
RW-sampler 84.17+0.4  75.72+0.8 85.12+0.3  92.14+0.2 86.11+0.3 92.87+0.6
SGCL-D Ego-graph 84.15+1.5 73.87+0.6 84.73x0.2 92.17+0.6 84.24+0.5 92.26+0.5
Node-sampler 84.23+1.3 74.43+1.3 84.68+1.3 92.05+0.3 85.38+0.4 91.63+1.4
Edge-sampler 84.75+1.4 73.55+0.8 85.17+0.6 92.21+0.1 85.3+0.7 93.76+0.2

F.2 Influence of different terms in contrastive loss function

Since the number of non-zero values in lzlr(lé’g]) exceeds those in 1:11(,2,5] ), we initially assign A as 1/2N.
This adjustment aims to achieve a trade-off between positive and negative pairs within the loss
function 5. However, in the experiments, we determined its optimal value through grid search. For
instance, on the Photo dataset, the optimal value for A\ was found to be around 2.3e — 4. This value
aligns with our first initialization when considering the batch size of N = 2000 in the experiments.

To perform an ablation study on the contrastive loss function, we evaluate the significance of each
term of Equation 5 and subsequently combine them with hyperparameter \. Table 12 provides the
accuracies of different variants of SGCL achieved by different components of the contrastive loss
function on three benchmarks of varying scales: small (Cora), medium (CoauthorCS), and large
(ogbn-arxiv). Initially, we observe that the exclusion of any term from the loss function results in
deteriorated or collapsed solutions, aligning with our expectations. Subsequently, we investigated the
influence of the combination of two individual terms using an optimal value of .

Table 12: Accuracies of different SGCL variants influenced by individual components of the
contrastive loss function Equation 5.

Model ~ Benchmark (A) (B) £l (\)
small (Cora) 84.12+0.7 83.24+1.2 84.33+04 (4e-4)
SGCL-T  medium (CoauthorCS)  92.15+0.3 91.74+0.4 92.25+0.1 (le-4)
large (ogbn-arxiv) 68.92+0.0 67.05£0.0 69.30+0.5 (le-4)
small (Cora) 84.27+0.8 83.84+0.7 84.78+0.3 (4e-4)
SGCL-B  medium (CoauthorCS)  91.73+0.4 91.66+£0.7 92.33+04 (le-4)
large (ogbn-arxiv) 68.73+0.3 68.29+0.4 69.24+0.3 (le-4)
small (Cora) 83.9+1.3  83.82+1.4 84.17+0.4 (4e-4)
SGCL-D  medium (CoauthorCS)  91.63+0.4 91.32+0.6 92.14+0.2 (le-4)
large (ogbn-arxiv) 68.40+0.3 68.29+0.3 69.03x0.4 (le-4)

@) | 115" © (1 - €7 |3
®): || (1 - 115) © ¢ |3
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F.3 Ablation analysis of hyperparameters in smoothing approaches
F.3.1 Taubin smoothing

Taubin smoothing is a combined process that alternates between negative and positive Laplacian
filters to smooth the signal. The negative Laplacian filter, with hyperparameter ;¢ < 0, smooths the
input matrix V, while the positive Laplacian filter, with hyperparameter 7 > 0 (where p < —7),
prevents oversmoothing by restoring some of the original values. The smoothing process alternates
K times between these two filters. The values of 7, i, and K are carefully chosen to balance the
smoothing process with the positive correction, ensuring a stable result that avoids both excessive
noise and oversmoothing.

For the ablation study, we begin by fixing K = 2 and evaluate the impact of varying the hyperpa-
rameters 7 (where 0 < 7 < 1) and p (with p < —7). For a more detailed evaluation, we focus
on the interaction between the parameters 7 and u, both of which are varied over finer increments.
Specifically, we evaluate the performance of the model on the Cora and Pubmed by adjusting 7 in
the range of 0.1 to 0.5 and p between —0.2 and —0.6 (x < —7). Table 13 highlights the results for
different combinations of 7 and .

Table 13: Performance of SGCL-T with fixed K = 2 and different combinations of x and 7.

Cora \ Pubmed
s -0.2 -0.3 -04 -0.5 -0.6 -0.2 -0.3 -04 -0.5 -0.6
0.1 84.87 8431 84.06 8421 83.71 | 839 8322 83.54 82.56 81.82

0.2 - 83.55 8431 8437 84.03 - 8336 84.32 82.22 82.06
7 03 - - 84.33 83.25 83.81 - - 84.25 844 82.83
0.4 - - - 83.86 83.81 - - - 83.38 82.76
0.5 - - - - 84.11 - - - - 82.26

Similarly, we evaluate the performance of SGCL-T by varying the number of iteration K, while
keeping 7 = 0.3 and i = —0.4 fixed. The evaluation is performed on both the Cora and Pubmed
datasets, with the corresponding accuracy and runtime for different values of K. The results are
summarized in Table 14.

Table 14: Performance of SGCL-T with fixed 7 = 0.3 and ; = —0.4 and different numbers of
iteration K.

K 1 2 3 4 5 6 7

Accuracy 84.25 84.47 8355 8437  84.11 84.26  84.11
Time (s) 0.0849 0.1242 0.1727 0.2183 0.2758 0.3211 0.3734

Accuracy 84.34  84.25 84.1 8342 8335 83.76  83.76
Time (s)  0.6179 1.0517 1.4551 19107 2.2914 2.6974 3.1376

Cora

Pubmed

From the ablation study, we observe that the highest accuracy across different benchmarks is achieved
with varying hyperparameter values. However, for consistency, we set 7 = 0.3, p = —0.4, and
K = 2 for all experiments. It’s also worth noting that as K increases, computation time per epoch
significantly rises for both datasets, highlighting a trade-off between accuracy and efficiency.

F.3.2 Bilateral smoothing

In the bilateral smoothing approach, the oy, parameter controls how sensitive the bilateral filter is
to intensity differences. In this context, it determines how sharply the filter distinguishes between
different intensities. When oy, increases, the sensitivity of the filter to differences in intensity
decreases, causing it to treat all intensity values more similarly. This makes the bilateral filter
act more like a standard Gaussian filter, which smooths uniformly without considering intensity
differences. Similarily, the o,, parameter determines the extent to which spatial proximity affects
the bilateral smoothing process. It controls how much weight is given to neighboring nodes based
on their distance in the graph. When o, is small, only nodes that are very close to each other have
a strong influence on each other during smoothing. This preserves fine details and small features.
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As ogp, increases, the filter begins to smooth over larger distances, meaning that larger features in
the graph get smoothed out. In this case, even nodes that are farther apart will start influencing each
other more, resulting in a broader, more generalized smoothing effect.

For SGCL-B, we conduct an ablation study on two key hyperparameters: oy and op,. The study is
carried out on two datasets, Cora and Pubmed, with varying values for both hyperparameters. The
results are presented in Table 15, where we evaluate model performance for different combinations
of ojniy and ogp,.

Table 15: Performance of SGCL-B with different combinations of oy and ogpa.

Cora | Pubmed
opa  0.01 0.05 0.1 0.15 0.2 ‘ 0.01 0.05 0.1 0.15 0.2

84.48 8472 84.87 8396 84.26 | 83.08 84.11 84.25 83.12 82.14
84.37 84.16 84.78 84.16 834 | 8325 8423 841 8249 83.96
84.47 8299 8421 8421 84.47 | 8422 8426 84.17 8326 83.28
84.47 8437 8396 8391 83.15 | 8386 8392 84.09 8356 83.87
84.26 83.86 85.28 84.01 8335 | 83.63 83.89 83.82 8324 838

Oinit

Nk W ==

These results indicate that the choice of hyperparameters impacts the performance of the model, and
optimal settings vary across different datasets. Additionally, smaller values of oy, tend to preserve
local graph features better, while larger values induce more smoothing, which affects accuracy
differently across datasets.

F.3.3 Diffusion-based smoothing

In this approach, the diffusion rate parameter 1 controls the speed of smoothing. Larger values lead
to faster diffusion and more aggressive smoothing, while smaller values retain more of the original
structure. The parameter K controls how long the smoothing process continues. More iterations
lead to a more globally smooth result, while fewer iterations keep the smoothing more localized.
Essentially, diffusion-based smoothing gradually spreads information from each node to its neighbors,
helping to equalize values across the graph. The choice of 1 and K allows for fine control over
how quickly and broadly this smoothing occurs, making it a flexible approach for graph-based data
processing.

In the ablation study for SGCL-D, we examine the impact of two key hyperparameters: 7 (diffusion
rate) and K (number of iterations) on the Cora and Pubmed datasets. The results are summarized in
Table 16.

Table 16: Performance of SGCL-D with different combinations of 1 and K.

Cora \ Pubmed
0.01 0.03 0.1 0.2 0.5 ‘ 0.01 0.03 0.1 0.2 0.5

84.26 84.67 84.12 8422 84.11 | 8423 8429 84.17 83.17 83.46
84.52 8447 8453 84.11 84.23 | 84.11 85.12 83.65 84.12 83.25
84.33 84.17 8423 839 83.87 | 84.63 85.17 8427 83.63 84.04
84.85 84.52 83.86 83.27 83.66 | 84.55 8429 83.66 83.26 83.28
84.97 8428 8354 83.64 83.78 | 84.57 83.88 83.46 837 83.68

=
DW= |3

On Cora, the highest accuracy (84.97%) is achieved with n = 0.01 and K = 5, indicating that slower
diffusion and more iterations tend to yield better results. For Pubmed, the best accuracy (85.17%) is
achieved with n = 0.03 and K = 3, showing that moderate diffusion rates paired with a balanced
number of iterations deliver optimal results. These results highlight a trade-off between diffusion
speed and the number of iterations: smaller 7 values combined with more iterations generally retain
more local details, while larger 1 values spread smoothing effects faster but may reduce accuracy due
to over-smoothing.
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G Limitations and future directions

As discussed, contrasting with true hard negatives—nodes with different labels from the anchor but
located nearby—can improve model performance by providing strong gradient signals and enhancing
contrast. However, in many benchmarks, particularly in homophilic graphs, these nearby nodes are
likely to share the same label as the anchor, making them potential false negatives. This issue can
undesirably push away semantically similar samples, resulting in performance degradation. The
proposed SGCL methods effectively mitigate the harmful impact of false negative nodes. However,
this also inevitably reduces the influence of potential true hard negative nodes. Despite this trade-off,
the overall reduction in false negatives is expected to have a more significant positive effect than the
reduced influence of true hard negatives, as supported by our analytical analysis.

As the first to introduce smoothed positive/negative pairs for graph contrastive learning, we explored
the development of a stable and effective learnable smoothing objective. However, we found that
a straightforward learnable solution is challenging to train since a learnable smoothing objective
can make the overall loss unstable. Consequently, the basic version did not yield performance
improvements. Nonetheless, we recognize this as a crucial direction for future enhancement and view
it as an exciting avenue for further research.
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