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ABSTRACT

Traditional Chinese Medicine (TCM) has seen increasing adoption in healthcare,
with specialized Large Language Models (LLMs) emerging to support clinical
applications. A fundamental requirement for these models is accurate identification
of TCM drug ingredients. In this paper, we evaluate how general and TCM-
specialized LLMs perform when identifying ingredients of Chinese drugs. Our
systematic analysis reveals consistent failure patterns: models often interpret drug
names literally, overuse common herbs regardless of relevance, and exhibit erratic
behaviors when faced with unfamiliar formulations. LLMs also fail to understand
the verification task. These findings demonstrate that current LLMs rely primarily
on drug names rather than possessing systematic pharmacological knowledge. To
address these limitations, we propose a Retrieval Augmented Generation (RAG)
approach focused on ingredient names. Experiments across 220 TCM formulations
show our method significantly improves accuracy from approximately 50% to 82%
in ingredient verification tasks. Our work highlights critical weaknesses in current
TCM-specific LLMs and offers a practical solution for enhancing their clinical
reliability.

1 INTRODUCTION

Traditional Chinese Medicine (TCM) represents a distinct medical system with millennia of clinical
application and an established theoretical framework. Recent years have witnessed significant growth
in TCM’s global reach, with the Chinese patent drug sector alone exceeding $117 billion in transaction
value (Zhang, 2023). This expanding market has prompted the development of TCM-specific Large
Language Models (LLMs), designed to support diagnosis and prescription activities based on TCM
principles.

For clinical applications, accurate identification of drug ingredients represents a fundamental ca-
pability that TCM-specific LLMs must possess. Unlike modern pharmacology, which relies on
well-defined chemical nomenclature, TCM utilizes a complex naming system where ingredient names
may represent multiple species or concepts entirely different from their literal meanings. This naming
complexity creates significant challenges for LLMs attempting to process TCM formulations.

Consider “Xin Xue Pian” (New Snow Tablets): despite its name suggesting snow as an ingredient,
the formulation contains no snow or ice water. Similarly, “Xiongdan Jiaonang” (Bear Bile Capsules)
contains bile extracts rather than the gallbladder organ that a literal interpretation might suggest.
These examples highlight how LLMs can be misled by TCM nomenclature when lacking specialized
knowledge.

Previous research has evaluated TCM-specific LLMs primarily through simulated exams with
multiple-choice questions (Wang et al., 2023; Yue et al., 2024), which may obscure fundamen-
tal knowledge gaps. Zhao et al. (2024) noted that LLMs often perform poorly on short, direct
questions while excelling at multiple-choice formats, potentially creating a false impression of
competence.

In this paper, we examine the ability of both general-purpose and TCM-specific LLMs to identify
TCM drug ingredients through two complementary evaluation approaches. First, we conduct direct
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Figure 1: The change of the market size of Chinese proprietary drugs, traditional Chinese drugs and
overall traditional Chinese medicine from 2019 to 2024.
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Figure 2: LLMs tend to misunderstand a Chinese drug ingredient by its name because of the literal
information is ambiguous.

ingredient inquiries, asking models to list all ingredients for given TCM formulations without
prompts or choices. Second, we perform ingredient verification tests, evaluating whether models
can correctly determine if a given ingredient list matches a specified drug name. Our findings reveal
three consistent failure patterns across all tested models: (1) Literal interpretation: Models frequently
extract ingredients based on drug names rather than actual formulations. (2) Common herb overuse:
Models defaulting to frequently occurring herbs regardless of relevance. (3) Erratic behavior: Models
exhibiting inconsistent responses even for identical queries.

To address these limitations, we propose a Retrieval Augmented Generation (RAG) approach that
significantly improves ingredient identification accuracy. By incorporating authoritative reference
information from the Pharmacopoeia of the People’s Republic of China, our method increases
verification accuracy from approximately 50% to 82%.

Our contributions can be summarized as follows:

* We reveal fundamental knowledge representation deficiencies in current TCM-specific
LLMs.

* We identify specific error patterns that limit clinical reliability.

* We provide a simple but practical and effective solution through targeted knowledge aug-
mentation process.

* We establish methodological guidelines for evaluating domain-specific knowledge in spe-
cialized LLMs.

Our findings demonstrate that current LLMs rely primarily on drug names rather than pharmaco-
logical knowledge when identifying TCM ingredients. While this reveals significant limitations in
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existing models, we show that targeted retrieval augmentation can substantially improve performance,
providing a practical pathway toward more reliable TCM-specific Al systems.

2 RELATED WORK

Previous research has explored the potential of LLMs in TCM, with some studies focusing on their
ability to generate TCM prescriptions and others on their performance in simulated exams. However,
these efforts have not adequately addressed the limitations of LLMs in understanding TCM drug
names and their ingredients, which is crucial for accurate and effective prescription.

2.1 LLMSs IN CHINESE MEDICINE

A number of LLMs have been specifically created for the Chinese medical field. These models
are typically built upon open-source foundation models and fine-tuned with custom-built medical
datasets, e.g., DoctorGLM (Xiong et al., 2023).

To improve the performance of these LLMs, researchers have investigated multiple optimization
approaches. Zhang et al. (2023) developed HuatuoGPT by incorporating Reinforcement Learning
from Mixed Feedback (RLMF), merging data from ChatGPT and real-world doctor interactions. They
further advanced to HuatuoGPT?2 by simplifying the multi-stage training process into a single-stage
domain adaptation protocol, which unified diverse data sources into straightforward instruction-output
pairs.

(Yuanhe Tian, 2023) developed ChiMedGPT using a process that includes pre-training, Supervised
Fine-Tuning (SFT), and Reinforcement Learning from Human Feedback (RLHF). Efforts to enhance
the quality of training data have also been undertaken. (Bao et al., 2023) created a high-quality SFT
dataset by leveraging medical knowledge graphs, real-world dialogues, and human-guided preference
rephrasing, which improved both single-turn and multi-turn consultation responses. A comprehensive,
multi-task bilingual dataset was then developed by (Ling Luo, 2024), which interacts between English
and Chinese.

Different from modern medicine, traditional Chinese medicine adopts a macroscopic approach and
emphasizes individualized treatment. TCM diagnoses have the unique system based on four methods:
observation, listening, inquiry, and palpation, which together conduct a comprehensive assessment of
the patient’s condition (Yue et al., 2024). Therefore, the significant difference between TCM and
modern medicine makes it challenging for existing LLMs to effectively understand and apply TCM
principles. BianCang (Sibo et al., 2024) represents cutting-edge TCM-specific language models
built upon Qwen2 (Yang et al., 2024) and Qwen2.5 (Qwen et al., 2025). It leverages continuous
pre-training with a vast repository of TCM and medical knowledge, incorporating real-world medical
records to deepen its comprehension. Despite these advancements, further research is needed to
improve the robustness and real-world applicability of TCM LLM:s.

2.2 CHALLENGES IN MODERN BIOMEDICAL DRUG RECOGNITION

Gallifant et al. (2024) underscored the limitations of LLMs in differentiating modern biomedical
drugs. It pointed out that discrepancies between drug brand names and those used in medical literature
can confuse LLMs. These models typically rely on standard drug names or active ingredient chemical
names for their diagnostic and treatment recommendations, rather than the specific brand names that
patients are more likely to encounter during consultations. This mismatch creates significant chal-
lenges for accurately identifying and prescribing medications. In essence, the inconsistency between
the nomenclature used by LLMs and what patients are familiar with can lead to misunderstandings
and potential errors in drug identification and prescription.

2.3 LIMITATIONS OF LLMS IN CHINESE DRUG RECOGNITION

Larger models generally perform better, which are not always consistent across different do-
mains (Magnusson et al., 2024). Recent studies have cast doubt on the true reasoning abilities
of LLMs, proposing that these models depend more on pattern recognition than on authentic problem-
solving capabilities (Zhang et al., 2024). A method to evaluate the robustness of LLMs in medical



Under review as a conference paper at ICLR 2026

question answering was developed by exposing vulnerabilities through altered benchmark ques-
tions (Ness et al., 2024). Nevertheless, these studies do not specifically tackle the distinct challenges
posed by clinical drug terminology. There still remains a significant gap in assessing the robustness
of LLMs for medical applications.

Specifically for TCM, LLMs lack real-world diagnostic experience and struggle with syndrome
differentiation and disease diagnosis. To help improve the performance, Yue et al. (2024) built
a benchmark TCMBench to evaluate the TCM-specific LLMs’ ability by conducting exams with
multiple-choice questions in different disciplines. In TCMBench, models can be passable in Chinese
pharmacology exams, but the performance of a model in real applications is unaware.

More research is needed to bridge between theory and practice. Despite growing numbers of TCM
models, in-depth evaluations remain limited. Thorough investigation is essential for developing
TCM-specific LLMs with robust performance in drug recognition tests.

3 METHODOLOGY

To examine the ability of language models to identify drug ingredients in Traditional Chinese
Medicine (TCM), we need to collect and construct a dataset of TCM drugs with typical names and
ingredients. With this dataset, we design experiments to evaluate this ability and analyze the resulting
phenomena. Moreover, we propose a Retrieval Augmented Generation (RAG) method to alleviate
the language models’ flaws in this domain.

3.1 DATA CONSTRUCTION

To conduct our experiments, we construct a dataset by randomly selecting 220 TCM formulations
from the Pharmacopoeia of the People’s Republic of China, which is an authoritative reference in
the field of TCM. Traditional Chinese drugs may vary across different types such as orthopedics
and internal medicine. Since determining the specific type distribution of most Chinese drugs is
challenging, we select drugs from the Pharmacopoeia using a random sampling approach.

The initial dataset consists of 220 Chinese proprietary drugs, each associated with a list
of corresponding ingredients. If we define a drug name as M; (i € Nt N [0,220])
and its ingredient list as I; = {C;1,Cia,...}, the dataset can be denoted as D =
{[My, L], [Ma, Io], . . . [M;, 1], . . ., [Ma20, T220] }-

To further challenge the models, we create two subsets named subset F(alse) and subset T(rue) based
on these 220 drugs. We randomly split the original dataset D into two equal halves and designate
one half as subset F, where we replace 50% of the ingredients with incorrect ingredients for each
drug. For example, if we select [M;, I;] as one of the 110 items in subset F, we randomly replace half
of the Cj, elements in I; = {C}1, Cja, . .. }, which means the answer to whether M; and I; match
should be “No”.

This 50% replacement proportion is carefully chosen for several reasons. If we were to replace
all ingredients in a drug’s list, it would be relatively easy for a language model to detect that the
ingredients do not match the drug name. Conversely, if we changed only a small portion of the
ingredient list, different theoretical approaches in other pharmacopoeia could lead to controversial
conditions regarding the correctness of the formulation, making it excessively difficult for a language
model to precisely locate the incorrectness. Therefore, 50% represents a balanced proportion to create
a clear mismatch between the drug name and its ingredient list.

This approach results in two distinct subsets:
* Subset F(alse): 110 drugs where only half of the ingredients for each drug are correct,
meaning all entries have mismatches between names and ingredients.
* Subset T(rue): 110 drugs with the correct ingredient list for each drug, maintained as in the

original dataset D.

These two datasets will help us evaluate the true pharmacological knowledge level of TCM-specific
language models in a comprehensive manner.
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3.2 TESTING METHODS

Traditional testing methods typically present options with entirely correct ingredient lists or simply
ask whether a specific herb is included in a given drug. Such straightforward questions fail to assess
the model’s understanding of pharmacological knowledge in real practice. Therefore, we introduce
two approaches to probe the models’ capabilities.

3.2.1 DIRECT INGREDIENT INQUIRY

In this approach, we sequentially present all 220 TCM drug names in D in a random order to the
model, asking the model to list all of the corresponding ingredients for each given name without
providing any multiple-choice options or other hints. The question for a drug name M, is formulated
as:

What are the ingredients of the drug {name}? Only give a list of the names of the
ingredients please. No need to give dosages or the production workflow.

This direct questioning method significantly increases the difficulty, as it requires the model to
accurately recall all ingredients without relying on predefined choices. This approach evaluates the
model’s true mastery of drug knowledge under random inquiry conditions. Three potential outcomes
should be observed:

Complete accuracy. The model correctly responds with a list of all ingredients for the given drug
name. It may miss some ingredients, give a few incorrect ones, or both. This kind of outcome
suggests that the model’s drug knowledge aligns with that of real doctors, differing only in the degree
of accuracy. In such cases, further enhancing the model’s knowledge base would suffice.

Majority incorrectness. If the model fails to correctly identify most ingredients, its drug knowledge
is insufficient, similar to a medical student at the beginning of their education. Due to limited
knowledge, the model might struggle to fabricate answers and list only a few common herb names.

Unusual response patterns. If the model exhibits unusual response patterns that deviate significantly
from the first two scenarios, it suggests that the models does not possess a coherent drug knowledge
system.

From a practical standpoint, the latter two scenarios indicate that the model’s drug knowledge
capability cannot be trusted for clinical practice.

3.2.2 INGREDIENT LIST VERIFICATION.

In this approach, we provide both the drug name and a list of ingredients in each question, asking the
model to verify if they match. Based on subsets F and T, we generate questions containing [M;, I;] in
the following format:

Whether the drug {name} consists of {[ingredient, ingredient,,...1}? Only
respond with “Yes” or “No”, please.

Instead of using the original dataset D, we use both subsets and mix all 220 items in a random order.
We ask the model to verify if the provided ingredient list matches the given drug name, requiring a
binary “Yes” or “No” response. This process facilitates quantification more effectively than direct
ingredient inquiry. Given that false items comprise half of all questions, we expect the model to
respond with “No” in half of the questions. In this test, three possible outcomes can occur:

Clear discrimination. The model can clearly distinguish between correct and incorrect ingredient
lists, varying only in the degree of accuracy.

Random guessing. The model cannot effectively identify the truth of the names and ingredients,
yielding results equivalent to random guessing.

Biased responses. The model consistently answers with the same response or exhibits a strong bias
toward answering “Yes” or “No”, indicating a lack of true understanding of the certain task.

The third scenario significantly demonstrates that the model lacks appropriate drug knowledge and
reasoning capability, rendering it unsuitable for reliable diagnostic and therapeutic applications.
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Considering that the number of items from both subsets is equal, quantized results may appear to
reflect random guessing. Hence, we test the models using subsets F and T independently to check if
the model has a bias in answering regardless of the question. Furthermore, we pay attention to the
specific bias a model has, which is helpful for improving the model.

3.3 RETRIEVAL AUGMENTED GENERATION

To address the identified limitations in LLMs’ ability to recognize TCM ingredients, we propose a
simple retrieval augmented generation (RAG) method. We employ the Pharmacopoeia of the People’s
Republic of China as the retrieval document source and LLAMA3-CHINESE-8B-INSTRUCT as the
base language model. For each query, the system retrieves the ten most relevant entries from the
Pharmacopoeia and prepends them to the prompt. Both the retrieval document and the interaction
with the LLM are in Chinese.

We intentionally selected a general-purpose model rather than a TCM-specific one
to establish a baseline. If this straightforward approach improves performance with
LLAMA3-CHINESE-8B-INSTRUCT, similar or better results could likely be achieved with TCM-
specific LLMs, demonstrating that even without complex modifications, relevant reference informa-
tion at inference time can effectively enhance specialized domain tasks.

4 EXPERIMENTS

Based on the two approaches in Section 3, we conduct experiments to evaluate the performance of
several general LLMs and TCM-specific LLMs.

4.1 EXPERIMENT SETTINGS

We evaluate the following models:

GPT-3.5-Turbo, LLaMA3-Chinese-8B-Instruct’, DeepSeek-R1-7B (DeepSeek-Al et al., 2025),
BianCang-Qwen2-7B2, BianCang-Qwen2-7B-Instruct®, BianCang-Qwen2.5-7B*, BianCang-
Qwen2.5-7B-Instruct® (Sibo et al., 2024), and HuatuoGPT2-7B® (Zhang et al., 2023). The first
three models are general LLMs and the rest are TCM-specific LLMs. All models are tested in a
zero-shot setting. For the GPT model, the temperature is set to 0. The datasets created by us in
Section 3.1 are used for the experiments. In Section 4.2 and 4.3, we analyze the phenomena observed
in the two conducted experiments: direct ingredient inquiry and ingredient list verification.

4.2 DIRECT INGREDIENT INQUIRY

According to the approach in Section 3.2.1, we ask 220 questions in a random order for each model.
The model should provide a list of ingredients for the drug name specified in each question. Observing
the responses, we find that all the tested models give incorrect answers for most of the questions.
None of the models can consistently respond with correct ingredient lists. Only for a minor part of the
questions, models can respond correctly. The incorrect responses exhibit with remarkable erroneous
patterns. Except the typical hallucination cases, we can abstract three types of typical erroneous
patterns in these responses: literal interpretation, common herbs and erratic behavior.

4.2.1 LITERAL INTERPRETATION

As we present in Figure 2, the literal interpretation weakens the models understanding towards the
drug and ingredient names. A language model tends to misunderstand the name indication. Another
kind of examples, as in Appendix, is that the model can correctly recognize but only recognize the

"The model is available at https: //huggingface.co/FlagAlpha/Llama3-Chinese-8B-Instruct
>The model is available at https: //huggingface.co/QLU-NLP/BianCang-Qwen2-7B

3The model is available at https: //huggingface.co/QLU-NLP/BianCang-Qwen2-7B-Instruct
“The model is available at https: //huggingface.co/QLU-NLP/BianCang-Qwen2.5-7B

SThe model is available at https: //huggingface.co/QLU-NLP/BianCang-Qwen2.5-7B-Instruct
The model is available at https://huggingface.co/FreedomIntelligence/HuatuoGPT2-7B


https://huggingface.co/FlagAlpha/Llama3-Chinese-8B-Instruct
https://huggingface.co/QLU-NLP/BianCang-Qwen2-7B
https://huggingface.co/QLU-NLP/BianCang-Qwen2-7B-Instruct
https://huggingface.co/QLU-NLP/BianCang-Qwen2.5-7B
https://huggingface.co/QLU-NLP/BianCang-Qwen2.5-7B-Instruct
https://huggingface.co/FreedomIntelligence/HuatuoGPT2-7B
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Figure 3: In the left figure, we calculate the frequency of all ingredients included in our dataset.
The x-axis value represents the oracle truth frequency according to our dataset and the y-axis value
represents the frequency of the ingredient appearing in the responses of the TCM-specific LLM
BIANCANG-QWEN2.5-7B-INSTRUCT. In the right figures, we calculate the precision and recall
scores of the 10 ingredients with the highest oracle truth frequencies (upper) and the 10 ingredients
with the lowest oracle truth frequencies (lower).

ingredient in the drug name. For a drug whose name explicitly contains a certain herb name (e.g.,
Compound Danshen Tablets), models would extract this herb name and respond with it. Models
like BianCang and most general LLMs would then supplement the list with other common herbs,
while GPT-3.5-TURBO would only give the herb mentioned in the drug name without adding more
ingredients. More examples can be found in Appendix.

4.2.2 COMMON HERBS: OVERRELIANCE ON FAMILIAR INGREDIENTS

Our analysis revealed that all models exhibit a strong tendency to overuse a limited set of common
herbs, suggesting a restricted knowledge base for TCM ingredients. When models are uncertain, they
default to these familiar herbs rather than admitting knowledge gaps.

To quantify this behavior, we compared the actual frequency of herbs in our dataset (oracle truth)
with their appearance frequency in model responses. Figure 3 illustrates this comparison for
BIANCANG-QWEN2.5-7B-INSTRUCT across all representative herbs within our dataset with vary-
ing oracle truth frequencies (from 1 to 55 occurrences out of 220).

In an ideal scenario, points would fall along the y=x line, indicating perfect correspondence between
oracle truth and model predictions. However, we observe two distinct patterns:

High-frequency herb amplification: Common herbs like Licorice (appearing in 55/220 drugs
in oracle truth) are significantly overused in model responses (153/220 instances, or nearly 70%).
Herbs with oracle frequency more than 10% are all overused by the model and the overuse degree is
amplified as the oracle frequency increases.

Low-frequency herb neglect: Herbs that appear rarely in the dataset are consistently overlooked,
with many completely absent from model responses.

To further validate these patterns, we calculated precision and recall scores for the ten most and ten
least frequent herbs (Figure 3). For ten most used ingredients, the consistently low precision scores
(35-50%) confirm the widespread overuse of common herbs, while varying recall scores demonstrate
inconsistent recognition even for frequently used ingredients. The extremely low precision scores of
the ten least used ingredients validate that the model tends to neglect rare herbs.

This pattern manifests across all evaluated models (see Appendix for more results), though the
degree varies. TCM-specific models show marginally better discrimination but still exhibit significant
common herb abuse, suggesting fundamental limitations in their ingredient knowledge representation.
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Model Accuracy (%) Precision (%) Recall (%) F1 Score (%)
GPT-3.5-TURBO 55 53.37 79.09 63.74
LLAMA3-CHINESE-8B-INSTRUCT 50 50 100 66.67
DEEPSEEK-R1-7B (2025) 70.91 100 41.82 58.97
BIANCANG-QWEN2-7B (2024) 50 50 100 66.67
BIANCANG-QWEN2-7B-INSTRUCT (2024) 50 50 100 66.67
BIANCANG-QWEN2.5-7B (2024) 50.91 50.46 100 67.07
BIANCANG-QWEN2.5-7B-INSTRUCT (2024) 50 50 100 66.67
HuATUOGPT?2-7B (2023) 56.36 81.82 16.36 27.27
LLAMA3-CHINESE-8B-INSTRUCT w\ RAG 82.27 73.82 100 84.94

Table 1: The scores calculated for the results of the ingredient list verification.
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Figure 4: The accuracy score of each LLM is calculated on questions expected to get the answer “No”
and “Yes”, respectively. The bias between them reveals that language models tend to answer with the
same binary decision whatever the question is.

4.2.3 ERRATIC BEHAVIOR

Some models occasionally enter a loop of repeating the same or multiple herbs, even though the
correct ingredients were vastly different. This behavior can be observed in both general and TCM-
specific models. For instance, GPT-3.5-TURBO repeats “Chuanxiong” in the list of ingredients for
the drug “Tongjingbao Granules”. Such cases can be found in Appendix.

These issues in direct ingredient inquiry highlight deeper problems in the models’ understanding
of Chinese drugs, which can be addressed in future improvements. Examples of these patterns are
shown in Appendix.

4.3 INGREDIENT LIST VERIFICATION

Based on the approach in Section 3.2.2, we conduct the verification experiments where a drug name
and an ingredient list are given in each question to ask the models if they match. Here we employ the
subsets F and T mentioned in Section 3.1. For each question from subset F, the drug name are not
supposed to match the ingredient list, so the expected answers to those questions should all be “No”,
while the answers to those questions from subset T should all be “Yes”.

We calculate Accuracy, Precision, Recall, and F1 scores. As shown in Table 1, it seems that the models
can realize a performance like randomly guessing, however, when we check the answering patterns,
we can see an obvious bias in all models. As the accuracy scores in 4 indicate, GPT-3.5-TURBO
answers much more “Yes” than “No”, LLAMA3-CHINESE-8B-INSTRUCT answers with all “Yes”,
DEEPSEEK-R1-7B answers more “No” than “Yes”, BIANCANG-QWEN2.5-7B-INSTRUCT answers
with all “Yes”, and HUATUOGPT?2-7B answers much more “No” than “Yes”.

Interestingly, for some questions, HUATUOGPT2-7B could respond with correct answers in the
direct ingredient inquiry, but would deny the match when given both the drug name and its correct
ingredient list. It also exhibits a tendency to stick to an incorrect ingredient list despite our repeatedly
prompting with some hints about the prescription.
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As for general LLMs, they are more likely to lack enough expertise than TCM-specific models.
Nevertheless, as a general LLM, DEEPSEEK-R 1-7B, endowed with a deep thinking process, can
logically analyze the questions, making the answers self-consistent all the time, which demon-
strates that the only weakness of DEEPSEEK-R 1 method is the lack of knowledge. On the contrary,
LLAMA3-CHINESE-8B-INSTRUCT presents a logical chaos like HUATUOGPT2-7B, with answer-
ing “Yes” for every question in ingredient list verification, which means the model has more problems.

None of the tested models could reliably handle these queries. All models can be regarded as
ignorant about this process. Their response patterns suggest a lack of an effective knowledge system,
making them unsuitable for medical usage where accurate and trustworthy information are required.
Compared to a real doctor, they are more like handicaps in this certain task. No doctor should be
considered to diagnose or prescribe under this condition.

Moreover, the results validate the effectiveness of our RAG method dealing with this mess. Metaphor-
ically speaking, the RAG is adding a prosthetic brain for the language model towards this specific
task in the inference time. As the base method of our RAG, LLAMA3-CHINESE-8B-INSTRUCT
cannot understand the task completely with straightly answering “Yes” for all questions. With the
help of our RAG, no obvious answer bias can be observed and an improving performance on all
metrics is achieved.

5 CONCLUSION

In this paper, we study on general LLMs and Traditional Chinese Medicine (TCM)-specific LLMs.
By evaluating the models’ performance on answering questions about ingredients of Chinese drugs,
we dig into their pharmacology knowledge in TCM and assess their real capability. All the models
we investigate exhibit a lack of basic knowledge about Chinese drugs, which demonstrates that
most LLMs today are incompetent in practicing medicine. Three typical erroneous patterns: literal
interpretation, common herbs overuse and erratic behaviors are validated. As a silver lining, models
that think longer like DEEPSEEK-R 1 have good reasoning ability with logical consistency, which
brings valuable insights for the future development of TCM-specific LLMs. Enhancing a logically
consistent language model’s expertise in TCM can be considered as a possible way to build reliable
language models for authentic medical assistance.
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A LLM USE DECLARATION

Large Language Models (ChatGPT) were used exclusively to improve the clarity and fluency of
English writing. They were not involved in research ideation, experimental design, data analysis, or
interpretation. The authors take full responsibility for all content.

B CASE STUDY

Here we present some examples of direct ingredient inquiry.

It is necessary for TCM-specific LLMs to converse in Chinese. We present some typical examples
in direct ingredient inquiry tests. The original conversation process is in Chinese and we provide
translations and auxiliary explanations in English. A herb displayed in red font is the ingredient not
included in the correct prescription according to Pharmacopoeia of the People’s Republic of China.

[ GPT-3.5-TurBoO |

E@ég‘ﬁp?”ﬂj@%% WA HAY): UREZERRL ARG - REEA RS

/J\

A PR E B LE S 5 S JIE JIE 5 )15
SNE S IE S JES NS = IS IS = 5 1S 1S

*” SNE S E S JES IS JIE IS IS = NS 1S 1S

%\ M=~ NSNS JNE M= IS )15 15 115 )15 115 ]

s lE NS JIE = NS IS = IS IS )15

Figure 5: Erratic behavior of GPT-3.5-TURBO.

[ GPT-3.5-TurBO |

Q: You are a senior traditional Chinese medicine expert. Please provide the ingredients of the
medication: {Tong Jing Bao Granules}. Just list the names of all the ingredients.

A: 243 (Dry roots of Angelica sinensis (Oliv.) Diels), )|| =5 (Ligusticum sinense ’Chuanx-
iong’), Il 5, £L1€ (Dry flowers of Carthamus tinctorius L.), 712 (Dry rhizomes and roots
of Salvia miltiorrhiza Bge.), )I| =5, JI| =5, )15, 115, &=, N5, IS, )5, )15, J11E
M=, =, =, NS, NS, S, NS, NS, NS, 1S, )15, )15, )15, )15, )1
= )5, 5, NS, NS, N5, N5, )15, 1=, 1=, 1S, 1S, 15, J1E, W%P,
NE, W=, NS, 0=, NS, IS, N, IS, N, S, 0=, 1S, 1=, 1S,

Figure 6: The translation of the content in Figure 5.
As shown in Figure 5, GPT-3.5-TURBO turns to give repeated Chuanxiong )| (Ligusticum
sinense 'Chuanxiong’).

As shown in Figure 7, LLAMA3-CHINESE-8B-INSTRUCT tends to respond with a complete format
of a prescription as in [, ”, ...]. However, it gives wrong answer to almost every questions.

As shown in Figure 9, DEEPSEEK-R 1-7B can narrate logically, but often takes incorrect information
to give the wrong answers.

Figure 11 presents examples of literal interpretation and common herb repeatedly response.

As in Figure 13, HUATUOGPT2-7B tends to confirm its incorrectness even after a hinted question.
This means that HUATUOGPT2-7B has weaknesses in knowledge but can keep its consistency.
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( LLAMA3-CHINESE-8B-INSTRUCT |

Q: IBIRIZIY): (M2 Y RIR  4 2 ‘
A ER—ZRRIPENTR, BT UEIRE, RGN BT H R,
RUEHE, REA,HK

Q: WITZM. (PUMEEL A R LY o
AR —ZERINER €K, RECIRIENIEE, WOER 0E s N 2,
SRR B, S

Q: BMAY): (= CUZiRE I 222
A B —ZRIRMTENER, RE\ECRENEE, =L OH2RERNHMMK D
NUHER, ]

Figure 7: Examples of LLAMA3-CHINESE-8B-INSTRUCT.

[ LLAMA3-CHINESE-8B-INSTRUCT }

Q: What are the ingredients of medication: {Jiannao Anshen Tablets}?

A: As a senior traditional Chinese medicine expert, I can tell you that based on the composition
of Jiannao Anshen Tablets, the ingredients are: [ (Cartialgenous), ¥+ £ (Horns of
Saiga tatarica Linnaeus), " ¥ £ (Roots of Astragalus memeranaceus (Fisch.) Bge. Var.
mongholicus (Bge.) Hsiao or A. membranaceus (Fisch.) Bge.)).

Q: What are the ingredients of medication: {Si Wu Granules}?

A: As a senior traditional Chinese medicine expert, I can tell you that based on the
composition of Jiannao Anshen Tablets, the ingredients are: [ f}Z:" (Dry rhizomes and
roots of Salvia miltiorrhiza Bge.), PIRAT (Dry roots of Paeonia lactiflora Pall. or Paeonia
veitchii Lynch), > %> (Dry roots of Codonopsis pilosula (Franch.) Nannf., Codonopsis
pilosula (Franch.) Nannf. var. modesta (Nannf.) L. T. Shen or Codonopsis tangshen Oliv. ),
"SEEH (Dry roots of Bupleurum longiradiatum Turcz. or Bupleurum scorzonerifolium Willd.)).

Q: What are the ingredients of medication: {Sanqi Shangyao Capsules}?

A: As a senior traditional Chinese medicine expert, I can tell you that based on
the composition of Jiannao Anshen Tablets, the ingredients are: [ & &’ (Roots of
Astragalus memeranaceus (Fisch.) Bge. Var. mongholicus (Bge.) Hsiao or A. mem-
branaceus (Fisch.) Bge.), #18° (Root tubers of Rehmannia glutinosa Libosch.)] -

Figure 8: The translation of the examples of LLAMA3-CHINESE-8B-INSTRUCT in Figure 7.
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[ DEEPSEEK-R1-7B ]

Q 1EN— A“%¢E%? B AT [ mﬂ 7). (I T R A AR
&ﬁETﬁ PRAE, S, NP, EA1? AR AR e .

\)fb

<th1nk>

Ty, BAEBORTFA RS — T P BRI -

%Fﬁ&ﬂﬂ%m?ﬂTﬁ%%@ﬁ&ﬁETﬁAﬁﬁﬁ ﬂ* JI LBEFT 2
o MZBITHIXET SERE, ELWIALIPHFTIRERIR S, H4EH T RS

Xm%Fﬁﬁm&‘%%%FHTKEM*Mﬁ\ﬁT e WIBRAVENAE, 7
g%%§ME%ﬁﬁ@%ﬂ% L. GASE, MEBEAE - JINEMELIFAEH
R, IERREE RS . FN, RTEEEUHPORFE TRAMMEAEER,
TRIRME R AP, FFRESR M2 - X ] LIRS RIS S, -

ok, RS H PR RERT H 25 A AR IR IR BORAE ] LUt — DR B R )
VERFIFRE, B 5 G s PR A A 25 75 7 B A R A s A 7 4 -

</think>

=

.

Figure 9: One ingredient list verification question and the response of DEEPSEEK-R1-7B with the
thinking process and the final answer.
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( DEEPSEEK-R1-7B |

Q: As a senior expert in traditional Chinese phamocology, please answer the next question.
Whether the ingredients of the medication: {Huganning Capsules} are as follows: [ ZEZL &’
(Dry herbs of Sedum sarmentosum Bunge),’F}2* (Dry rhizomes and roots of Salvia miltior-
rhiza Bge.), ’)I| DLE}* (Dry bulbus of FritiLlaria cirrhosa D.Don, FritiLlaria unibracteata
Hsiao et K.C.Hsia, Fritillaria przewalskii Maxim., Fritillaria delavayi Franch., Fritillaria
taipaiensis P.Y.Li or Fritillaria unibracteata Hsiao et K.C.Hsiavar. wabuensis (S Y.Tang et S
C.Yue) Z.D.Liu,S.Wanget S.C.Chen), > %%~ (Dry root tubers of Ophiopogon japonicus (L. f.)
Ker Gawl.)]? Only answer ’Yes’ or 'No’.

A:

<think>

Alright, now I will carefully consider the user’s question.

The user is asking again whether the composition of “Huganning Capsules” includes Sedum
sarmentosum Bunge, Salvia miltiorrhiza Bge., FritiLlaria cirrhosa D.Don, and Ophiopogon
Japonicus. From the previous conversation history, I have already confirmed the ingredients
of Huganning Capsules and provided a clear answer.

This time, the list of ingredients provided by the user does not match the actual ingredients of
Huganning Capsules. According to my knowledge base, the main ingredients of Huganning
Capsules include 12+ (Dry rhizomes and roots of Salvia miltiorrhiza Bge.), *4 )3 (Dry roots
of Angelica sinensis (Oliv.) Diels), 1] (Roots of Cynanchum otophyllum Schneid.), etc.,
while Sedum sarmentosum Bunge, FritiLlaria cirrhosa D.Don, and Ophiopogon japonicus
are not part of its composition.

Therefore, the correct answer is “No”. At the same time, I need to advise the user that if they
need detailed information about a medication, they should provide a more accurate name,
preferably the full name. This will ensure that accurate information is provided.
Additionally, considering that the user might have some confusion or misunderstanding about
the ingredients of traditional Chinese medicine, I can further explain the effects and uses
of each medication to help them better understand the composition and usage of traditional
Chinese medicine formulas.

</think>

No

Figure 10: The translation of the content in Figure 9.
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| BIANCANG-QWEN2.5-7B-INSTRUCT |

Q: B2 (AT RS

A: RFE BRI H RS EIE R -
%é@%%ﬁﬁ%iﬁ\¢%¥\%Eﬁxéﬁﬁ\ﬂ%\ﬁ@\%ﬁﬁxﬁﬁ\%
RS HE

Q:IBMIZW): ({ =-LOiZiicse) -H AT

A ZEOAREMHBB S ERE =L HIES . KA HETH . R K&
ﬂﬁ%%dﬁgﬁxkiﬁﬁ\&%(%>\g%\ﬁﬁxﬁﬁ\m%\ﬂﬁ\%
= Ff ) o

¥ LR LS NEL B () TRk B BRI AT K

Q: 1B MIZS): (MM A ) VAR ? -

A IR AR B . S0 15 AR RE . mE . IREC .
B BRT S AT AW BUCHE - REREE . B . R W A E
Wo IS e IS AR RE L mE S BRAEC S s HlE . ART S BT
2 B B - BB M R Wk 08 12 408 IS
AR RE S Z& - BRE . R Hlf . RT - P aWE - Rk 2
BREE . HOBE . KRR BEE . A BV 1S e IS BA . RE L EE . RE
B M. DR T AR R BEREE. . KRR B
B OEW. M5 e .

# HERIR WA HER

Figure 11: Examples of BIANCANG-QWEN2.5-7B-INSTRUCT.
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[ BIANCANG-QWEN2.5-7B-INSTRUCT ]

Q: What are the ingredients of the medication: {Saiga Horns Capsules}?

A: The ingredients of Saiga Horns Capsules include # % (Horns of Saiga Horns
Capsules).

# Actually, the ingredients are ¥=Fff (Horns of Saiga Horns Capsules), 5% (Dry fruits
of Arctium lappa L.), ¥R 5.5 (Fermented product of the mature seeds of soybeans (Glycine
max (L.) Merr)), %1€ (Dry flowers of Lonicera japonica Thunb.), 3|75+ (Dry aerial
parts of Schizonepeta tenuifolia Briq.), i34 (Forsythia suspensa (Thunb.) Vahl), IR TTIH
(Dry stems and leaves of Lophatherum gracile Brongn.), 51 (Dry roots of Platycodon
grandiflorus (Jacq.) A.DC.), #1a] 2 (Volatile oils made from fresh stems and leaves of
Mentha haplocalyx Briq.), H ¥ (Dry rhizomes and roots of Glycyrrhiza uralensis Fisch.,
Glycyrrhiza inflata Bat. or Glycyrrhiza glabra L.)

Q: What are the ingredients of the medication: {Sanqgi Shangyao Capsules}?

A: The ingredients of Sanqi Shangyao Capsules include — -1, |55, vk, SETH), ¥
E—;ﬁj ARFEF, A& (), Mm, NTEE, X2 (), 2048, 7747, V3, 115, #ie, F=, &
(rfil).

# Actually, the ingredients are —-t, 5 (#%), T L —F&, #E5 K, BN, L0176, 774,
ViSas

Q: What are the ingredients of the medication: {Jiannao Anshen Tablets}?

A: The ingredients of Jiannao Anshen Tablets include & [~ U9~ JI| 5 < FIA . RE -
TG~ IR mE S W RT L HTE S AR RO - BEREE . HiE
K- Wk AW 112 448 I8 . AR RE . o8 BREC . e
Wi BBRT - T AR BOCHE - BEREE . B KR BB A E - T
Z. 8- IS BAR S IRE S m& - BREC . BE - HiF. IRy M. &
WO~ AR ~ 2BREE . B . KR ¥k A B - 12 478 )15 . BA-
REE s IR E - B AT AT W ROCHE - BEREE .
HEg . KER- Bk AEW- 12 248 I

# Piling up incorrect common medicinal materials and repeating.

Figure 12: The translation of the content in Figure 11.

( HuaTUOGPT2-7B |}

Q HITZIY: (LRI ) BIRS RA4.7 -
A DIEA IS 01 #. B A5 Hi. =t B3E. IS 08
5. BBk k.

# ST LR et

Q:IBMIZIW): (LM A ) B R RIS

A AERY, DNER R EFER . R M2 B =4 BFEE. T
MEE . 23 Ik, HFAEMERM-.

# E % H DR

Figure 13: Examples of HUATUOGPT2-7B.

17



Under review as a conference paper at ICLR 2026

[ HuaTUOGPT2-7B |
Q: What are the ingredients of the medication: {Xinnaojian Tablets}? B

A: The ingredients of Xinnaojian Tablets include: & [, B51R, f+ 2 AL, =+, BEFEE I
5, TE S, 23, KA.

# Actually, the only ingredient is 7511 (Tea leaves).

Q: Whether the only ingredient of medication: {Xinnaojian Tablets} is [Z% 1 (Tea
leaves)]?

A: No. The ingredients of Xinnaojian Tablets include % [, &1, f12:, HEfy, =, ZFE,
JIE Af[E 5, 22k, UK, and 250 (Tea leaves) is not included.

# Confirm its incorrectness.

Figure 14: The translation of the examples of HUATUOGPT2-7B in Figure 13.

[ RETRIEVAL AUGMENTED GENERATION for LLAMA3-CHINESE-8B-INSTRUCT li
24015 5.: {context}

“IRE— Aﬁ%%¢E%¢E%$%% 1%%%@k 2y AL T A PR A RE
71 WERKAREA TIRE (i I%E>HWX#¢%W@ {IER=2

¢HW1#¢@%%ﬁ\ﬂ%ﬁ&\%M%ﬁ£W HFAIARIAMER
BET Z IR J o ITa D PO B BT VAL RS, AR B R 2 s 1 27 fy
A& N E R 290 2 FRRIT] . TR 4e i s T EEH &S FAER . R AR
R EAR S ThEE

1LY H— AR — @@ﬁﬁﬁ%ﬁ,%ﬁﬁE%%?%ﬁi é%%&%
HAZIE R, RN 45 R AN IERECE A IRE AR 2 &, AFRE
%{“?”, fiz /\ﬁﬁ@/c E’,EHT

2. A WAL H—ANAFAIRE, A TR AYIERE T %, RAFZA S
WIZIRT 2 RRRIA], T B k& RS a7 -

HEULER:

Ej AP PR R RE S A RIUPE M EXF EARHM IR, VHICAZEE

LA H T H &Y, UNCEARSE TR M A E i A X S L2 2
BRI M AP P A

BRI AYIRSY, NEEEREAM AR »

HEZELURAE:  {question}

939999

g

Figure 15: The template of RAG for LLAMA3-CHINESE-8B-INSTRUCT.
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[ RETRIEVAL AUGMENTED GENERATION for LLAMA3-CHINESE-8B-INSTRUCT ]7
Given the information: {context}

“You are a senior expert in traditional Chinese medicine and pharmacology, with the ability to
manage a large number of drug prescriptions and identify medicinal materials. Please note
that I have provided you with extensive content from PDF files of the Pharmacopoeia of the
People’s Republic of China, each containing information such as prescriptions, preparation
methods, and characteristics of medicinal materials. Please carefully identify each piece of
information.

Now, I need you to help me analyze the composition of each traditional Chinese drug
or Chinese proprietary medicine. Simply provide me with the names of the constituent
medicinal materials listed in the Pharmacopoeia for each drug, without including details
such as preparation methods or dosages. Then, assist me in completing the following two tasks:

1. When I provide the name of a traditional Chinese drug and a set of constituent ingredients,
give a correct or incorrect answer. Based on the Pharmacopoeia information I have provided,
if you determine that the given ingredients in the question are incorrect or do not match the
provided drug name, simply respond with “No”. Otherwise, reply “Yes”.

2. When I only provide the name of a traditional Chinese drug, please give what you
believe to be the correct list of ingredients for this medicine. Only include the names of the
constituent medicinal materials, without specific quantities or preparation processes.

Please pay close attention to the following:

Some drug names may contain terms that resemble traditional Chinese medicinal materials
but are not actual medicinal materials. Do not interpret them literally.

Some medicinal materials are commonly used in drug preparation. Be cautious in determining
whether these common materials are present in the currently given medicine based on the
provided content.

Carefully identify the drug components and avoid repeating the names of medicinal materials.

29

Please answer the following question: {question}

999999

Figure 16: The translation of the RAG template in Figure 15.
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