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Abstract

Large Language Models have revolutionized001
code generation ability by converting natu-002
ral language descriptions into executable code.003
However, generating complex code within real-004
world scenarios remains challenging due to in-005
tricate structures, subtle bugs, understanding of006
advanced data types, and lack of supplementary007
contents. To address these challenges, we intro-008
duce the CoCoST framework, which enhances009
complex code generation by online searching010
for more information with planned queries and011
correctness testing for code refinement. More-012
over, CoCoST serializes the complex inputs013
and outputs to improve comprehension and gen-014
erates test cases to ensure the adaptability for015
real-world applications. CoCoST is validated016
through rigorous experiments on the DS-1000017
and ClassEval datasets. Experimental results018
show that CoCoST substantially improves the019
quality of complex code generation, highlight-020
ing its potential to enhance the practicality of021
LLMs in generating complex code.022

1 Introduction023

Automatic code generation from natural language024

descriptions is becoming more realistic, as large025

language models (LLMs) show their potential to026

generate accurate code (Li et al., 2023; Luo et al.,027

2023; Rozière et al., 2024). Various methods have028

been proposed to improve the quality of LLM029

code generation, such as retrieving offline docu-030

ments (Zhou et al., 2023; Jiang et al., 2023) and de-031

bugging generated code (Zhang et al., 2023; Chen032

et al., 2023). However, complex code generation033

is a more difficult task, which involves intricate034

problem description, sophisticated code logic, and035

advanced data types (Lai et al., 2022; Du et al.,036

2023; He et al., 2023). The existing methods strug-037

gle to address the arising challenges:038

Challenge 1: Offline documents cannot meet the039

diverse demands of code generation. In real-world040

scenarios, these demands often exceed the capa- 041

bilities of limited offline documents. For example, 042

problem descriptions may involve functions that 043

are not covered by pre-collected documents. Addi- 044

tionally, complex code generation for diverse needs 045

often entails highly complex logic and a series 046

of transformation functions like the programming 047

problem in Figure 1, where simple API examples 048

in documents fail to provide adequate guidance. 049

Challenge 2: In real-world situations, there is 050

often a shortage of test cases (e.g., test cases in 051

Figure 1) for automatic code generation. Most 052

existing work depends heavily on pre-existing test 053

cases in datasets (Zhang et al., 2023; Jiang et al., 054

2023) , which are difficult to acquire directly in 055

practical scenarios. 056

Challenge 3: Hidden bugs in complex code re- 057

quire meticulous identification and refinement. Cur- 058

rent techniques frequently enhance code by analyz- 059

ing execution errors (Zhang et al., 2023; Jiang et al., 060

2023). But in the case of complex code, the exe- 061

cutable code sometimes contains hidden bugs like 062

the highlighted part of the initial code in Figure 1. 063

To address these challenges, we introduce a new 064

code generation framework named CoCoST1 (Au- 065

tomatic Complex Code Generation with Online 066

Searching and Correctness Testing) that improves 067

the generation and refinement of complex code by 068

LLMs through the planned online searching and 069

automatic correctness testing steps. The intuition 070

of CoCoST is straightforward: During the coding 071

process, most human developers are not bothered 072

by the above challenges, as illustrated in Figure 1. 073

Developers can easily overcome these obstacles by 074

searching online through engines (e.g., Google and 075

Bing) for solutions, experiences, and guidelines. 076

In addition, they can create test cases and execute 077

code to ensure the correctness of the code logic. 078

To address Challenges 1, CoCoST proposes 079

1The code will be publicly available upon acceptance.
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I am building a custom metric to measure the accuracy 
of one class in my multi-class dataset during training. I 
am having trouble selecting the class. 
The targets are one hot. I have 10 classes in total, so I 
need a n*10 tensor as a result. Now I have a list of 
integers, how to get a tensor like:

[[0 1 1 1 1 1 1 1 1 1]
[1 1 1 1 1 1 0 1 1 1]

… 
[1 1 0 1 1 1 1 1 1 1]]

Problem Description

Developer Online Search Initial Code

tensor = tf.zeros((len(labels), 10), dtype=tf.int32)

indices = tf.constant([[i, label] for i, label in 
enumerate(labels)])

updates = tf.ones(len(labels), dtype=tf.int32)

result = tf.tensor_scatter_nd_update(tensor, 
indices, updates)

Initial Code

Test

Refine with 
Correctness Testing

case1:```python labels = [0, 6, 5, 4, 2]```
case2: …

Test Cases

Search Result
This scatter operation would look like this:
>>> tensor = [[1, 1], [1, 1], [1, 1]] # tf.rank(tensor) == 2
>>> indices = [[0, 1], [2, 0]] # num_updates == 2, index_depth == 2
>>> updates = [5, 10] # num_updates == 2
>>> print(tf.tensor_scatter_nd_update(tensor, indices, updates))

output1:tf.Tensor([[1 0 0 0 0 0 0 0 0 
0] …], shape=(5, 10), dtype=int32)
output2: …

Output Result

Final Code

tensor = tf.ones((len(labels), 10), dtype=tf.int32)

indices = tf.constant([[i, label] for i, label in 
enumerate(labels)])

updates = tf.zeros(len(labels), dtype=tf.int32)

result = tf.tensor_scatter_nd_update(tensor, indices, 
updates)

Final Code

Figure 1: An Example of the Human Developer Code-writing Process Imitated by the CoCoST. After the problem
is received, an online search is performed to simulate search results and create an initial version of code. Test cases
are then generated, and the code is executed to produce output results. The code is refined based on the correctness
of these results.

an online search methodology. This process in-080

volves querying web search engines and then ex-081

tracting pertinent information to construct prompts082

for LLMs. The approach presents several bene-083

fits: (1) Retrieving information from the up-to-date084

blogs or Q&A platforms, such as StackOverflow,085

facilitates the emulation of commonly used code086

patterns, thereby reducing the complexity of gen-087

erated code. (2) Online search extends beyond the088

scope of static offline documentation, covering a089

wider array of problems without being confined to a090

predetermined set. Meanwhile, it reduces the effort091

developers need to expend in assembling documen-092

tation, thereby increasing the framework’s level093

of automation. However, using problem descrip-094

tions as search queries can be challenging due to095

the complexity of the problems, which often en-096

compass multiple issues. Therefore, we propose097

an online search with generation query through098

planning.099

To address the Challenge 2, we introduce gen-100

eration of test cases during refinement. Several101

studies (Chen et al., 2022; Shinn et al., 2023) have102

attempted to generate tests. However, these meth-103

ods often fall short when applied to the generation104

of complex code due to its intricate logic and out-105

puts, which complicate the direct production of106

accurate tests (both the inputs and expected outputs107

for the solution code). CoCoST utilizes LLMs to108

automatically generate test cases (the inputs for the109

code). This strategy cleverly focuses on generating110

test cases without attempting to produce complete111

tests. It significantly simplifies the process of test 112

case generation and facilitates its precise creation 113

for complex code. 114

To address the Challenge 3, this work priori- 115

tizes correctness testing in refinement. During 116

the refinement process, it is more critical to verify 117

that the executed code produces the correct results 118

rather than just checking for the existence of the 119

errors. CoCoST incorporate both the execution 120

output results and the errors into within the refine- 121

ment prompts for LLMs to enhance the correctness. 122

Moreover, during refinement, sophisticated data 123

types and structures (within complex code itself, 124

its inputs, and its execution results) are challeng- 125

ing for LLMs to understand, e.g., large Pandas 126

DataFrames, Matplotlib charts. Thus, CoCoST pro- 127

pose serialization of input and output to convert 128

them into understandable sequences before being 129

processed by LLMs. Particularly those are exces- 130

sively long or non-textual modalities. 131

We evaluate the effectiveness of CoCoST on 132

two complex code generation datasets (DS-1000 133

and ClassEval). By comparing with the existing 134

state-of-the-art (SOTA) baseline, we achieve a 7.8% 135

improvement on DS-1000 and average 9.47% on 136

ClassEval.Moreover, we analyze and discovery that 137

CoCoST requires models to have different capabil- 138

ities such as planning, which vary according to the 139

complexity of the problem. 140

In summary, our main contributions are: 141

• We propose the novel CoCoST framework to 142
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generate complex code, and can be automatic143

in real-world scenarios.144

• We apply online search in code generation for145

the first time to our knowledge, in order to146

generate the complex code.147

• We prioritize correctness testing in refinement148

with test case generation and serialization of149

input and output, in order to refine hidden150

bugs in complex code.151

• We conduct experiments on DS-1000 and152

ClassEval datasets anddemonstrate the effec-153

tiveness and universality of CoCoST.154

2 Related Work155

Code generation datasets. The realm of au-156

tomated code generation has been propelled by157

benchmark datasets such as HumanEval (Chen158

et al., 2021), MBPP (Austin et al., 2021), and159

APPS (Hendrycks et al., 2021), which assess the160

proficiency of language models in generating ex-161

ecutable code from descriptions. These datasets162

encompass a variety of programming problems,163

yet recent studies have sought to escalate the com-164

plexity of code generation tasks. Works like DS-165

1000 (Lai et al., 2022), ClassEval (Du et al., 2023)166

and Text2Analysis (He et al., 2023) have intro-167

duced datasets targeting specialized domains, in-168

cluding data science, object-oriented class genera-169

tion, and data analysis. These endeavors reflect an170

emerging trend towards enhancing models’ abili-171

ties to produce sophisticated and domain-specific172

code structures. In this paper, we select datasets173

with complex code generation to evaluate CoCoST.174

Retrieval-augmented code generation. With175

the emergence of Large Language Models176

(LLMs), a variety of retrieval-augmented tech-177

niques have been developed to compensate for178

issues such as the inherent knowledge limita-179

tions. DocPrompt(Zhou et al., 2023) and SELVE-180

VOLVE(Jiang et al., 2023) leverage document li-181

braries or models as knowledge bases to improve182

code generation. However, their reliance on fixed183

document libraries limits the scope of informa-184

tion they can provide and confines the generated185

code to the context of these libraries. Further-186

more, the prerequisite of preestablished document187

libraries prevents these approaches from being188

fully autonomous in real-world frameworks. So-189

lutions such as WebGPT (Nakano et al., 2022),190

LaMDA (Thoppilan et al., 2022), and Fresh- 191

LLMs (Vu et al., 2023) enhance the performance 192

of natural language tasks by using online search or 193

open web knowledge. However, because complex 194

code generation often involves multiple steps and 195

complexities, these methods struggle with direct 196

application to complex code generation. 197

Code refinement. Refine iteratively enhances 198

generated code for greater precision. Self- 199

Debug(Chen et al., 2023), SELFEVOLVE(Jiang 200

et al., 2023), and Self-Edit(Zhang et al., 2023) im- 201

prove code generation by refining code through 202

the resolution of errors identified during execution. 203

These methods effectively address errors, while 204

when it comes to complex code generation, subtle 205

bugs also play a significant role in the overall error 206

landscape. Moreover, relying on pre-existing tests 207

from datasets in refinement limits their autonomy in 208

real-world applications, where such tests may not 209

be readily available. CodeT (Chen et al., 2022), Re- 210

flexion (Shinn et al., 2023), and CODECHAIN (Le 211

et al., 2023) seek to strengthen code generation by 212

creating tests. But the tests they generate include 213

not only the inputs for the solution code but also 214

the expected outputs. This poses a substantial chal- 215

lenge for complex code generation, where the logic 216

can be intricate and certain problems may not lend 217

to straightforward ground truth generation. 218

3 Methodology 219

The code generation task involves predicting a solu- 220

tion code W given a problem description D. When 221

given an input i, the execution of code W produces 222

an output result o and a potential error e, where 223

both o and e can be empty ∅. The generated codes 224

are evaluated against a set of test cases and ground 225

truth {(tj , gj)}Jj=1. The correctness of the code W 226

is determined by verifying oj = gj ∧ ej = ∅ when 227

all ij = tj , j ∈ {1, . . . , J}. 228

In this work, we adopt a two-step approach for 229

code generation, mirroring the way humans write 230

code. The first step is retrieval, where relevant 231

information is obtained through online search and 232

utilized by LLMs to generate initial code. The 233

second step is refinement, where the initial code is 234

refined based on the execution results, leading to 235

the generation of the final version of the code. 236

3.1 Retrieval 237

The difficulty in achieving effective online retrieval 238

lies in formulating optimal search queries. On the 239

one hand, for complex code generation, the prob- 240
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LLM

LLM

PLANS
1. Iterate over each column in the DataFrame.
2. For each column, calculate the value counts.
3. …

Plans & Queries Online Search

Step 1: Retrieve with Online Searching

QUERIES
1. No need to search.
2. Need to search,  <search> pandas calculate 

value counts for each column </search>
3. …

..

… 

ndarray.max(axis=None, out=None, 
keepdims=False, initial=<no value>, 
where=True)

Return the maximum…

Document Info

# pandas.DataFrame.apply#...
DataFrame.apply( _func_ , 
_axis …
…

Document Info

StackOverflow title: …
StackOverflow question:…
StackOverflow top answers:…
…

QA Info

Query N… 
Query 2… Query 1… …

LLM

Step 2: Refine with Correctness Testing

Situation 1: Output & Serialize 

Situation2: Error & Online Search

NumPy Array: (16 x 5),
…
Min: 0.00, Max: 1.00.

Serialized content

NumPy Array: (16 x 5),
…
Min: 0.00, Max: 1.00.

Serialized content

LLMarray([[0. 1. 0. 0. 0.] …])array([[0. 1. 0. 0. 0.] …])

Generated 
Test Cases

Interpreter
Codepython Pandas TypeError…

python Numpy TypeError: int()…

Problem 
Description

Figure 2: The Pipline of CoCoST. Step 1: LLM is employed to strategize the Problem and formulate queries based
on the outlined steps. These queries enable the retrieval of diverse information from the internet. A high-quality
initial code can be obtained through effective planning and leveraging internet information. Step 2: LLM generates
test cases for testing the initial code. The test results serve as crucial inputs for the subsequent cycle of code
refinement. Through iterative refinement processes, the quality of the initial code can be significantly improved.

lems are intricate and may involve multiple chal-241

lenges. Directly searching for solutions to such242

problems is inaccurate and difficult. On the other243

hand, it is challenging that match queries directly244

through methods for offline documents like similar-245

ity calculations, due to the nature of online libraries.246

So we propose generating queries through planning247

to solve the challenge.248

The retrieval process is divided into three steps:249

1. Search queries Q = {q1, . . . , qN} are generated250

through planning. 2. Conducting online searches251

using these queries to obtain relevant background252

information INFO = {info1, . . . , infoM}. 3.253

The initial code W0 is generated by the LLMs θ254

with the information obtained INFO:255

Ŵ0 ∼ pθ(.|D, INFO) (1)256

3.1.1 Generation Query through Planning257

In order to generate more targeted queries, we258

initiate the process by using LLMs to do plan-259

ning regarding the given problem. The planning260

phase involves outlining the natural language steps261

P = {plan1, . . . , planN} required to address the262

problem. Later, the assessment involves utilizing263

LLMs to determine whether each planning step re-264

quires an online search. Subsequently, the planning265

steps identified as necessitating online search are266

translated into queries Q = {q1, . . . , qN} for use267

in the subsequent search process.268

P̂ , Q̂ ∼ pθ(.|D) (2) 269

3.1.2 Online Search 270

For the above generated queries, we conduct an 271

online search. In this study, we use the online 272

search API2 for the search process as Equation (3). 273

CoCoST can also be applied to private or domain- 274

specific knowledge repositories as long as they are 275

accessible via query, with details in §A. 276

{url1, . . . , urlNu} = search(qj), j ∈ {1, . . . , Nq} (3) 277

where, Nq is the number of queries for the prob- 278

lem, Nu is the number of urls for one query. In this 279

study, we use Nq = 1 , Nu = 1. 280

Through the analysis of the website distribution 281

Table 4, we observed that more than 90% of the 282

URLs are concentrated on a total of 8 websites. 283

Specific extraction rules are established for promi- 284

nent websites such as StackOverflow to extract key 285

information, facilitating a more comprehensive un- 286

derstanding of the website’s content by subsequent 287

models. Generic extraction rules are employed for 288

extracting key information from other websites. 289

infoj,k = extract(urlk), k ∈ {1, . . . , Nu} 290

The information INFO is composed of details 291

from each query qj , each url urlk, with each piece 292

of information infoj,k extracted. 293

2https://github.com/Nv7-GitHub/googlesearch
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3.2 Refinement294

Existing work (Chen et al., 2023; Jiang et al., 2023)295

typically emphasizes the correctness of errors iden-296

tified during the refinement process. However, we297

observe that refining code that produces error-free298

outputs is equally crucial during the refinement pro-299

cess. Therefore, we introduce correctness testing in300

§3.2.1. Additionally, we propose methods for the301

generation of test cases and serialization of inputs302

and outputs during the refinement process.303

3.2.1 Correctness Testing304

Correctness testing refers to the refinement of gen-305

erated code based on correctness, determined by306

analyzing errors and output results obtained during307

code execution. In the context of complex code308

generation, the intricate logic of the code makes it309

challenging for the LLMs to consider every detail310

during code generation, and precisely ascertain the311

results obtained at each step of the execution pro-312

cess. Consequently, some code may be executed313

without errors, producing output results that do not314

align with what is expected. Incorporating both315

the error and the output result into the refinement316

process allows the model to take advantage of self-317

correction mechanisms.318


ej,k, oj,k = execute(Wj , ik), j ∈ {1, . . . , Nf}
INFOej,k = {ej,k, extract(search(ej,k))}

Ŵj+1 ∼ pθ(.|D,Wj , {Si, Soj , INFOej}k),
k ∈ {1, . . . , Ni}

319

where, Nf is the total number of refinement steps,320

Ni is the number of inputs. iK is the k-th input for321

the problem from Equation (4), Si and Soj is the322

serialization of input and output from Equation (5).323

3.2.2 Generation of Test Cases324

Test cases are crucial, as they serve as indispensable325

inputs for the code execution in refinement. While,326

existing works in refining code predominantly rely327

on pre-existing test cases in datasets (Zhang et al.,328

2023; Jiang et al., 2023), which are challenging to329

obtain directly in real-world scenarios. Moreover,330

some existing work (Chen et al., 2023) even uses331

the ground truth output of the test case to refine332

the code, which is even more challenging to obtain333

for complex code problems in real-world scenar-334

ios. Because their problems involve various logical335

operations, deriving answers directly without code-336

based computations is demanding.337

CoCoST introduces generation of test cases with338

LLMs to adapt to real-world scenarios.339

{
Î ∼ pθ(.|D)
I = {i1, . . . , iNi}

(4) 340

3.2.3 Serialization of Input and Output 341

Serialization of input and output makes them more 342

intuitive and understandable for the model. For 343

complex code, some inputs and outputs are intri- 344

cate, such as Pandas DataFrames, PyTorch tensors, 345

and Matplotlib PNG images. Understanding such 346

inputs and outputs poses challenges for LLMs due 347

to large matrices, image modalities, and so on. 348

In this study, we serialize common data struc- 349

tures in Python as follows: 350

1. For NumPy arrays, Pandas DataFrames, PyTorch 351

tensors, and TensorFlow tensors, the serialization 352

includes data truncated string, data type, data shape, 353

and statistical information. 354

2. For image structures (such as PNG images gen- 355

erated by the Matplotlib library), we serialize them 356

into SVG (Scalable Vector Graphics) format for 357

LLMs to comprehend. 358

Sn = serialize(n), n ∈ {ik, oj,k} (5) 359

4 Experiment 360

4.1 Experiment Setup 361

4.1.1 Datasets 362

We conduct experiences on two complex code gen- 363

eration datasets: 364

DS-1000 (Lai et al., 2022): DS-1000 is a code 365

generation benchmark with a thousand data science 366

questions spanning seven Python libraries. The 367

complexity of this dataset is manifested in two as- 368

pects. First, complexity arises from intricate logical 369

reasoning required during code generation due to 370

the complex nature of the problems. For exam- 371

ple, on the DS-1000 dataset, the average length of 372

problem descriptions is 140 words, whereas other 373

commonly used code generation datasets such as 374

HumanEval (Chen et al., 2021) and MBPP (Austin 375

et al., 2021) have lengths of 23 and 15.7 words, 376

respectively. Secondly, the input-output involves 377

various complex data structures related to data sci- 378

ence, making the code logic intricate during trans- 379

formations of the data. Further details of DS-1000 380

implementation are shown in §B.1. 381

ClassEval (Du et al., 2023): ClassEval is the 382

first class-level Python code generation benchmark 383

designed to evaluate code generation models’ per- 384

formance on a diverse set of object-oriented pro- 385

gramming tasks. The dataset comprises a curated 386
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Table 1: Main Results and Ablation Study for DS-1000. The base model for CoCoST is GPT-4. All metrics are
represented as percentages. For each metric, the bold number indicates the highest performance.

Method
Perturbation

Total/Avg.Origin Surface Semantic Diff-Rewrite

Codex 44.93 37.94 34.35 16.94 39.20
DocPrompting 53.95 50.00 38.39 21.05 43.30
Self-Debugging 63.38 59.21 45.65 28.40 53.00
SELFEVOLVE 66.23 67.11 48.70 33.95 57.10
Reflexion 58.99 73.03 52.17 48.77 57.90

CoCoST 71.71 74.34 66.96 53.09 68.00
w/o refinement of output 68.42 69.74 62.61 48.77 64.10
w/o refinement of error 68.20 73.03 62.61 49.38 64.60
w/o serialization 70.18 75.00 65.22 51.23 66.70
w/o generation of test case 66.23 71.05 59.57 45.68 62.10
w/o online retrieval 68.64 70.39 60.00 51.23 64.10
w/o all (GPT-4 only) 64.47 69.74 56.96 43.83 60.20

collection of 100 tasks. These tasks cover a wide387

range of concepts, including inheritance, polymor-388

phism, encapsulation, etc. Each coding task is in389

the format of the class skeleton, outlining the tar-390

get method description inside the class. The com-391

plexity of this dataset resides in its abstraction and392

hierarchical class structure. Tested models must393

generate large-scale code units and establish con-394

nections between each target method within the395

entire class, rather than focusing solely on individ-396

ual functions.397

The dataset provides two prompt designs for398

LLMs with or without IF ability. In our experi-399

ments, we employ the class skeleton as the prompt400

for GPT-based models, a system prompt along with401

task instructions for the WizardCoder.402

4.1.2 Evaluation403

We employ the same evaluation methodology as the404

original datasets for both DS-1000 and ClassEval.405

DS-1000. We follow the original dataset using406

Pass@1 accuracy. This evaluation is conducted407

across total and perturbations: Origin, Surface, Se-408

mantic, and Diff-Rewrite.409

ClassEval. We follow the original dataset using410

Pass@K metric. We calculate both class-leval and411

method-level Pass@K with K = 1, 3, 5.412

4.1.3 Base LLMs413

This work primarily utilizes the GPT (OpenAI,414

2023) series as the LLM base model to validate415

the effectiveness of the framework. GPT-4 is uti-416

lized in gpt-4-32k-0613 version, while GPT-3.5 is417

utilized in the gpt-35-turbo-16k-0613 version. To418

further investigate the performance of CoCoST on419

both open-source and specialized code generation420

models, we have also employed WizardCoder (Luo 421

et al., 2023) as a base model with WizardCoder- 422

Python-13B-V1.0 version. 423

4.1.4 Baselines 424

For the DS-1000, we selected four LLM-based 425

frameworks as baselines: DocPrompt (Zhou et al., 426

2023), Self-Debugging (Chen et al., 2023), SELF- 427

EVOLVE (Jiang et al., 2023) and Reflexion (Shinn 428

et al., 2023). DocPrompting enhances the LLM by 429

employing a fine-tuned retriever to fetch problem- 430

relevant documentation from offline document 431

pools. Self-Debugging depends on a Python in- 432

terpreter to instruct language models in revising 433

Python code containing errors. SELFEVOLVE 434

employs LLMs as both sources of knowledge and 435

self-reflective programmers. Reflexion utilizes re- 436

flective feedback with generated tests and episodic 437

memory to process task feedback. Details are 438

shown in §B.3. 439

For the ClassEval, we select five LLM-based 440

code generation models and frameworks as base- 441

lines: Instruct-CodeGen3, SantaCoder (Allal et al., 442

2023), Instruct-StarCoder4, WizardCoder (Luo 443

et al., 2023) and Reflexion (Shinn et al., 2023). 444

4.2 Main Results 445

Regarding the DS-1000 dataset, the main results 446

are shown in Table 1. CoCoST surpasses the cur- 447

rent SOTA framework, SELFEVOLVE, by 10.9%, 448

establishing itself as the new SOTA. Especially un- 449

der the Diff-Rewrite perturbation setting, CoCoST 450

3https://huggingface.co/sahil2801/instruct-codegen-16B
4https://huggingface.co/GeorgiaTechResearchInstitute/

starcoder-gpteacher-code-instruct
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Table 2: Main Results and Ablation Study for ClassEval. All metric numbers are represented as percentages. For
each metric, the bold number indicates the highest performance.

Method
Class-level Method-level

Pass@1 Pass@3 Pass@5 Pass@1 Pass@3 Pass@5

Instruct-StarCoder 10.2 12.7 14.0 23.1 26.5 27.7
SantaCoder 8.6 9.9 10.0 27.7 33.0 34.9
Instruct-CodGen 8.2 12.3 13.0 24.9 34.3 37.1
WizardCoder 12.2 20.0 23.0 35.2 47.1 51.1
Reflexion 24.1 30.7 35.2 43.4 51.6 61.8

CoCoST 46.3 49.5 52.8 67.9 72.5 77.6
w/o refinement of output 43.5 46.8 51.4 66.4 69.0 73.4
w/o refinement of error 46.2 49.5 51.7 67.9 72.5 77.2
w/o generation of test case 42.7 47.9 50.6 65.9 70.8 72.4
w/o online retrieval 37.2 42.5 44.9 60.4 65.7 69.8
w/o all (GPT-4 only) 36.2 39.3 43.5 58.6 64.9 67.3

exceeds SELFEVOLVE by 19.95%, which demon-451

strates the effectiveness of CoCoST in generating452

complex code. CoCoST employs online search and453

correctness testing to allow the model to imitate ex-454

isting code patterns, thereby reducing the difficulty455

of generating new code, and refining the details to456

further enhance the correctness of the code.457

For the ClassEval dataset, the results are shown458

in Table 2. Our experiments demonstrate that Co-459

CoST has an overall higher performance on both460

class-level and method-level Pass@K evaluation.461

Specifically, CoCoST outperforms the Reflexion462

(best baseline model) significantly by an average of463

19.5% and 20.4% on the Class and Method level.464

4.3 Ablation Study465

In this work, to validate the effectiveness of Co-466

CoST, we conduct different ablation studies, with467

results presented in Table 1 and 2. Details on the468

ablation study are shown in §B.4.469

CoCoST significantly enhances the base470

model’s ability to generate complex code. Com-471

pared to the base model, CoCoST has shown im-472

provements of 7.8% on the DS-1000 dataset and473

average 9.47% on ClassEval, demonstrating the474

effectiveness of the CoCoST.475

Online search, generation of test cases, and476

serialization each contribute to the model’s per-477

formance improvements. Compared to CoCoST,478

after performing ablation studies, these features479

showed a decrease in performance of 3.9%, 5.9%,480

and 1.3% respectively on the DS-1000 dataset. The481

online search improves the model by providing482

common code patterns, which reduces the difficulty483

of the model in generating initial code. Serializa-484

tion, by converting inputs and outputs into a sequen-485

tial format, allows the model to more intuitively486

observe inputs and outputs that are too lengthy or 487

are in non-textual modalities, thereby strengthening 488

its ability to solve complex code problems. 489

Online search outperforms offline retrieval in 490

effectiveness and has a wider range of applica- 491

bility. As shown in Table 1, using only online re- 492

trieval (the row w/o generation of test case) outper- 493

forms DocPrompting, which is an offline retrieval 494

approach. Moreover, in real-world scenarios, as 495

opposed to specific datasets, the types of problems 496

encountered are more diverse. The scalability of 497

online retrieval enables them to effectively address 498

a wide range of problems. However, offline re- 499

trieval systems struggle to encompass all relevant 500

information comprehensively. 501

During the refinement process, correctness 502

testing is crucial, meaning that both the output 503

result and error are equally important. After 504

separately conducting ablation studies on the out- 505

put result and error, CoCoST shows a decrease 506

of 3.9% and 3.4% respectively on the DS-1000 507

dataset, and average 2.7% and 0.3% on the Clas- 508

sEval dataset. This indicates that the output result 509

contributes more to the refinement process than the 510

error. However, in previous works, the output result 511

is often overlooked, which should not be the case, 512

especially in the generation of complex code. The 513

evidence from the ablation study emphasizes the 514

necessity of paying attention to the output results 515

during the refinement phase to ensure the genera- 516

tion of high-quality, complex code. 517

4.4 Analysis of Different Base Models 518

Performance 519

Table 3 shows the performance results of CoCoST 520

on the DS-1000 dataset with different base models. 521

We can see that GPT-4 has been comprehensively 522
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Table 3: Different Base Models Results for DS-1000 and ClassEval. All metric numbers are represented as
percentages. For each metric in each section, the bold number indicates the highest performance.

Method
DS-1000 ClassEval

Origin Surface Semantic Diff-Rewrite Total/Avg. Class-level Method-level

GPT-4 64.47 69.74 56.96 43.83 60.20 43.5 67.3
+ retrieve 66.23 71.05 59.57 45.68 62.10 50.6 72.4
+ refine 68.64 70.39 60.00 51.23 64.10 44.9 69.8
CoCoST 71.71 74.34 66.96 53.09 68.00 52.8 77.6

GPT-3.5 57.02 43.42 40.00 32.72 47.10 35.4 59.4
+ retrieve 47.15 25.00 36.96 25.31 37.90 41.9 61.7
+ refine 55.70 50.66 44.35 35.80 49.10 42.8 62.3
CoCoST - - - - - 45.8 64.7

WizardCoder 41.01 21.71 31.74 16.05 31.90 23.0 51.1
+ retrieve 15.79 9.21 12.17 9.88 13.00 18.2 41.8
+ refine 39.69 21.71 30.00 15.43 30.80 22.3 50.7

improved with CoCoST, but the performance on523

GPT-3.5 and WizardCoder is mixed. This indicates524

that CoCoST requires the model to have the follow-525

ing capabilities to enhance its performance:526

For code generation planning ability, the527

higher the complexity of the code that needs528

to be generated, the higher the demand for plan-529

ning ability. Planning capability is key to online530

retrieval; only correct planning can generate appro-531

priate queries to retrieve useful information. After532

incorporating online retrieval, GPT-3.5 has an in-533

crease of 4.75% on ClassEval, yet it decreased by534

9.2% on DS-1000 as shown in Table 3. The chal-535

lenge of ClassEval lies in how to generate the entire536

class and the interrelated functions, but the com-537

plexity of individual function codes is not as high538

as that of DS-1000. Therefore, the planning ability539

of GPT-3.5 can handle ClassEval, but it is inferior540

on DS-1000.541

Code generation necessitates models to have542

in-context learning abilities. The generated code543

should be built on all the above provided con-544

tents, and the understanding of the preceding input545

prompt is of great importance in the refinement546

stage. In Table 3, it is observed that WizardCoder547

has a noticeable drop of 18.9% and 1.1% on the DS-548

1000 dataset when utilizing online retrieval and re-549

finement respectively. And the overall performance550

of WizardCoder is comparatively interior to GPT551

models. This could be due to WizardCoder’s lim-552

ited in-context learning ability, especially with the553

complex and lengthy prompts, hindering accurate554

context comprehension and code modification.555

4.5 Case Study and Error Analysis556

For the case study on online retrieval, refer to Fig-557

ure 4. It can be observed that by imitating the558

usage of functions found through online search, the 559

model is better equipped to prepare the required 560

parameters for the functions and to generate cor- 561

responding code. This significantly reduces the 562

difficulty of generating complex code. 563

For the case study on correctness testing, refer 564

to Figure 3. It is evident that, although the initially 565

generated code did not show obvious errors, the 566

output of the code did not align with the expected 567

results. The model refines the code based on the 568

output, thus improving hidden errors and generat- 569

ing the correct code. 570

Our framework consists of multiple components 571

cascaded together, which results in certain interme- 572

diate steps that cannot be explicitly validated for 573

effectiveness, as well as the potential generation 574

of cascading errors. For the former, a discussion 575

is provided in §C.2, while for the latter, an error 576

analysis is conducted in §C.3. 577

5 Conclusion 578

In conclusion, CoCoST introduces a novel frame- 579

work for generating complex code in real-world 580

scenarios by emulating human coding processes 581

like online searching and test case creation. It ef- 582

fectively overcomes challenges in code structure 583

and logic, subtle bug detection, and handling of 584

complex data. The framework’s innovative use 585

of online search, planning for query generation, 586

correctness testing, and input-output serialization 587

significantly improves code accuracy and model un- 588

derstanding. Tested on various datasets, CoCoST 589

outperforms existing methods, demonstrating its 590

efficacy in real-world code generation tasks. 591
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Limitations592

The main limitation of our research is that it has593

underlying issues of exceeding the allowed times of594

accesses due to multiple calls to the Google Search595

API. Similarly, we also have made multiple API596

calls to test and enhance the performance of the597

GPT models.598

Ethics Policy599

This research does not pose any ethical concerns.600

The datasets and other associated resources utilized601

in this study are publicly available and widely used602

in various other existing work.603
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A Online Searching Detail762

Website Base Station Distributions Table During763

the DS-1000 Online Retrieval Process:

Table 4: Website Base Station Distributions Table Dur-
ing the DS-1000 Online Retrieval Process.

Website Proportion

https://stackoverflow.com 57.92%
https://numpy.org 8.59%
https://pandas.pydata.org 5.70%
https://www.geeksforgeeks.org 5.07%
https://docs.scipy.org 4.76%
https://matplotlib.org 3.20%
https://www.tensorflow.org 3.04%
http://scikit-learn.org 2.42%
The Others 9.29%

764

Moreover, CoCoST can be applied to special-765

ized, proprietary, or domain-specific knowledge766

repositories as long as they are accessible via767

query. Moreover, implementing queries for pri-768

vate datasets is easily achievable and a growing769

trend in data management. Major companies such770

as Google and Microsoft already offer products de-771

signed to search private data; for example, Google772

Workspace’s Cloud Search provides powerful capa-773

bilities for enterprises to search their private data.774

In this paper, to validate the effectiveness of our775

framework, we conducted tests on public online776

searches. Moving forward, the framework can be777

applied to an even broader range of knowledge778

repositories.779

B Experiment780

B.1 Datasets Detail781

Further details of DS-1000 implementation are as782

follows:783

• The dataset provides both Insertion and Com-784

pletion style prompts, where the data is the same,785

differing only in prompt format, thus yielding simi-786

lar results. In this paper, experiments are conducted787

with the Completion style prompt.788

• We implement a filtering approach to prevent789

data leakage and model replication of existing so-790

lutions from Stack Overflow. The DS-1000 dataset791

originates from Stack Overflow, and concurrently,792

over 50% of the websites we encountered dur-793

ing our online searches are from Stack Overflow.794

Thus, to prevent data leakage, when conducting795

online searching, we filter out all Stack Overflow 796

problems belonging to the source of the DS-1000 797

dataset by using the Stack Overflow question_id. 798

B.2 Base Models 799

The parameter details for each model in the experi- 800

ment are as follows: 801

• GPT-4: model: gpt-4-32k-0613, temperature: 0, 802

top_p: 0.95, max_tokens: 1024. 803

• GPT-3.5: model: gpt-35-turbo-16k-0613, tem- 804

perature: 0, top_p: 0.95, max_tokens: 1024. 805

• WizardCoder: WizardCoder-Python-13B-V1.0, 806

temperature: 0, top_p: 0.95, max_tokens: 1024. 807

B.3 Baselines Details 808

• DocPrompt (Zhou et al., 2023): DocPrompting 809

enhances the LLM by employing a fine-tuned re- 810

triever to fetch problem-relevant documentation 811

from offline document pools. The model then con- 812

ditions on these documents, along with the problem 813

description, to generate code. 814

• Self-Debugging (Chen et al., 2023): This ap- 815

proach depends on a SQL application or Python 816

interpreter to instruct language models in revising 817

SQL commands or Python code containing errors. 818

For the sake of a fair comparison, we utilize its 819

"simple" variant. 820

• SELFEVOLVE (Jiang et al., 2023): Employs 821

LLMs as both sources of knowledge and self- 822

reflective programmers. During the self-reflective 823

process, it refines the code by addressing bugs. 824

• Reflexion (Shinn et al., 2023): Reflexion uti- 825

lize reflective feedback with generated tests and 826

episodic memory to process task feedback. For the 827

sake of a fair comparison, we utilize GPT-4 as base 828

model and set trail number = 1. 829

It is worth noting that the test cases involving 830

the refinement process in the baselines mentioned 831

above all use the test cases from the dataset desig- 832

nated for testing. However, within the context of 833

the real-world scenario of CoCoST, test cases from 834

the dataset should not be used within the frame- 835

work. Without these test cases, they are entirely 836

incapable of functioning. 837

B.4 Ablation Study Details 838

• Without refinement of output: During the refine- 839

ment process, the output result is not refined; that is, 840

refinement is conducted solely based on the error. 841

• Without refinement of error: During the refine- 842

ment process, the error is not refined; that is, re- 843
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finement is conducted solely based on the output844

result.845

• Without serialization: During the refinement pro-846

cess, the input and output are not serialized; instead,847

their printout results are directly used as input.848

• Without generation of test cases: Test cases are849

not generated. Since refinement cannot be per-850

formed without test cases, only online retrieval is851

conducted.852

• Without online retrieval: Online retrieval is not853

performed, and the process is limited to refinement854

with correctness testing.855

C Experimantal Results856

C.1 DS-1000 Results857

The main results for different packages in DS-1000858

are shown in Table 5.859

The results indicate that CoCoST shows a more860

pronounced effect on libraries whose inputs and861

outputs are more complex or more challenging for862

LLMs to intuitively understand, such as Matplotlib,863

TensorFlow, and PyTorch. On Sklearn, CoCoST864

experiences a slight decline due to its test cases con-865

taining complex objects, which present a significant866

challenge in generating test cases. Consequently,867

CoCoST’s performance on Sklearn is not as strong868

as with the other libraries.869

C.2 Analysis of Pipeline870

Regarding the generation of test cases, to prove871

that the generated test cases are comparable to the872

ground truth test cases, we substitute the generated873

test cases in CoCoST with ground truth test cases874

and conduct experiment on the DS-1000 dataset875

using GPT-4. The results showed that the per-876

formance was 68.70%, only marginally higher by877

0.7% compared to the use of generated test cases878

(68.00%). This proves that the effects of both are879

comparable and that the generated test cases rarely880

lead to errors.881

Regarding generating plans, we attempt to bypass882

the planning step and directly perform online re-883

trieval. On the DS-1000 dataset using GPT-4, this884

approach result in a performance of 55.70%, which885

is 6.4% lower than using planning for online re-886

trieval (62.10%), and even 4.5% lower than only887

using GPT-4 to generate code (60.20%). This con-888

firms that the generated plans are significantly ef-889

fective.890

C.3 Error Analysis 891

For cascading errors, some errors generated by re- 892

trieval processes can be corrected through refine- 893

ment, while others may persist, necessitating fu- 894

ture improvements. Take DS-1000 as an example: 895

Compared to the baseline (GPT-4), we observed 896

that among the instances that turned erroneous af- 897

ter retrieval, 39.6% were corrected, while 60.4% 898

remained incorrect. For the former cases, it shows 899

that CoCoST is able to fix some bad cases in the 900

refinement stage even though the retrieval contents 901

have some errors. For the later cases, we do observe 902

some cases that are worthy of further research as po- 903

tential directions for future work. First, the search 904

content could be more detailed. E.g., Some basic 905

steps that LLMs consider unnecessary to search for 906

are not generating queries, but is exactly where the 907

bug in the code. Second, the search query could be 908

more targeted. The descriptions of some queries 909

are not specific enough in terms of some compli- 910

cated problems. Therefore, more sub-queries are 911

needed to help model receive clearer instructions. 912

C.4 Case Study 913

Figure 4 demonstrates an example of online re- 914

trieval process in DS-1000 dataset. Given a prob- 915

lem description, the tested model firstly attempts 916

to use the tensor_scatter_nd_update function from 917

TensorFlow to achieve the solution, but encounters 918

difficulty in selecting the appropriate class indices. 919

After unsuccessful attempts, the model turns to an 920

online search through a self-generated query and 921

integrates the research results as part of the next 922

prompt. Through the newfound knowledge online, 923

the model re-implements a solution that efficiently 924

generates the desired tensor representing the accu- 925

racy of each class. Overall, the process highlights 926

how online retrieval can provide useful insights 927

and potential solutions to complex challenges for 928

LLMs’ code generation. 929
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Table 5: Table of Main Results for different packages in DS-1000. All metric numbers are represented as percentages.
The bold number indicates the highest performance.

Method Pandas Numpy Matplotlib Tensorflow Scipy Sklearn Pytorch Total/Avg.

CoCoST 59.45 75.91 75.48 71.11 61.32 63.48 77.94 68.00
+ retrieve 51.89 70.91 68.39 66.67 52.83 70.43 60.29 62.10
+ refine 55.67 72.73 74.19 64.44 54.72 60.00 70.59 64.10
GPT-4 only 52.23 70.45 67.74 55.56 50.00 64.35 55.88 60.20

Problem Description
While nan == nan is always False, in many cases people want to treat them as equal, and this is 
enshrined in pandas.DataFrame.equals:
NaNs in the same location are considered equal.
……
Imagine I have a DataFrame which may contain some Nan:

c0    c1    c2    c3    c4    c5    c6    c7   c8    c9
0   NaN 6.0  14.0   NaN 5.0   NaN 2.0  12.0  3.0   7.0
1   NaN 6.0   5.0  17.0   NaN NaN 13.0   NaN NaN NaN
……

I just want to know which columns in row 0 and row 8 are different, please present them as pairs 
in a list. …

Code  before Correctness Testing Refinement
row0 = df.iloc[0]
row8 = df.iloc[8]
diff_cols = row0 != row8
result = list(zip(row0[diff_cols], row8[diff_cols]))

Output Result
[(nan, 18.0), (nan, nan), (nan, nan), (nan, 18.0), (17.0, 16.0), (16.0, nan), (nan, nan), (nan, nan), 
(nan, nan), (0.0, nan)]

Code  after Correctness Testing Refinement
row0 = df.iloc[0]
row8 = df.iloc[8]
diff_cols = ~(row0.isnull() & row8.isnull()) & (row0 != row8)
result = list(zip(row0[diff_cols], row8[diff_cols]))

Output Result
[(nan, 18.0), (nan, 18.0), (17.0, 16.0), (16.0, nan), (0.0, nan)]

Figure 3: Case Study for Correctness Testing.
Problem Description

I am building a custom metric to measure the accuracy of one class in my multi-class dataset 
during training. I am having trouble selecting the class. 
The targets are one hot. I have 10 classes in total, so I need a n*10 tensor as a result. Now I have 
a list of integers, how to get a tensor like:

[[0 1 1 1 1 1 1 1 1 1]
[1 1 1 1 1 1 0 1 1 1]

… 
[1 1 0 1 1 1 1 1 1 1]]

Code  without Online Search
labels_tensor = tf.constant(labels)
ones_tensor = tf.ones_like(labels_tensor)
zeros_tensor = tf.zeros_like(labels_tensor)
result = tf.tensor_scatter_nd_update(ones_tensor, tf.reshape(labels_tensor, (-1, 1)), zeros_tensor)

Search Query
tensorflow tensor_scatter_nd_update usage

Search Results
This scatter operation would look like this:
>>> tensor = [[1, 1], [1, 1], [1, 1]] # tf.rank(tensor) == 2
>>> indices = [[0, 1], [2, 0]] # num_updates == 2, index_depth == 2
>>> updates = [5, 10] # num_updates == 2
>>> print(tf.tensor_scatter_nd_update(tensor, indices, updates))

Code  with Online Search
tensor = tf.ones((len(labels), 10), dtype=tf.int32)
indices = tf.constant([[i, label] for i, label in enumerate(labels)])
updates = tf.zeros(len(labels), dtype=tf.int32)
result = tf.tensor_scatter_nd_update(tensor, indices, updates)

Figure 4: Case Study for Online Retrieval.

D Prompts of CoCoST930
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Plan and Queries Generation Prompt
[System]
Help me with the following problem, You need to write python code to solve the following 
problem. Please plan the steps you would need to take and write each step as a query. I can help 
you to search for relevant information online, if the query needs to be searchable, mark <search>. 
I can help you with google search through which you can search for real time information, python 
library document, error reporting information etc.    

Please return the queries that need to be searched in google.                   
+ First, [PLAN] plan the steps you would need to take and write each step as a query. Then, 
[SEARCH] list the query from [PLAN] that need to search.            
+ You only need to plan that can complete the code snippet. You do not need to plan the codes 
before BEGIN SOLUTION block.        
+ You can search for real-time information, python library documents, error messages, common 
usage, and other information.                   
+ Don't return duplicate query with similar semantics, return different queries.                          
+ Don't tag to search simple query that can be solved by yourself, return the most critical queries.
[Example]
…
[User]
<problem description> 

Predict
[PLAN]
1. …
…
[SEARCH]
1. No need to search. / <search> … </search>
…

Figure 5: Plan and Queries Generation Prompt on DS-1000.
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Plan and Queries Generation Prompt
[System]
Help me with the following problem, You need to write python code to solve the following 
problem. Please plan the steps you would need to take and write each step as a query. I can help 
you to search for relevant information online, if the query needs to be searchable, mark <search>. 
I can help you with google search through which you can search for real time information, python 
library document, error reporting information etc.    

Please return the queries that need to be searched in google.                   
+ First, [PLAN] plan the steps you would need to take and write each step as a query. Then, 
[SEARCH] list the query from [PLAN] that need to search.            
+ You only need to plan that can complete the code snippet. You do not need to plan the codes 
before BEGIN SOLUTION block.        
+ You can search for real-time information, python library documents, error messages, common 
usage, and other information.                   
+ Don't return duplicate query with similar semantics, return different queries.                          
+ Don't tag to search simple query that can be solved by yourself, return the most critical queries.   

For each problem given, there will be a class with several functions inside you need to write 
subsequenct code. Please follow the rules below when you [PLAN] and [SEARCH]:
+ Do not PLAN and SEARCH the function with name: __init__(self), this function has been 
initialized for you as the setting of the class.
+ For each function in the class you need to implement, only SEARCH the query that you are 
unsure of the implementation. 
+ For each function in the class you need to implement, you must limit the search up to 3 queries.
[Example]
…
[User]
<problem description> 

Predict
[PLAN]
1. Function: …
1.1 …
[SEARCH]
1. Function: …
1.1 No need to search. / <search> … </search>
…

Figure 6: Plan and Queries Generation Prompt on ClassEval.
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Online Retrieval Code Generation Prompt
[System]
You need to help me write code based on the PROBLEM as follows. Previously had a round of 
conversation about this problem, you made a PLAN of it and came up with a QUERY that needs 
to be searched. I've searched for the background information you might need. You can 
selectively refer to it when writing your code.

There are some rules that you must follow for writing the codes:
+ You only need to output codes that can complete the code snippet. You do not need to output 
the codes before the [insert] block.
+ Return the codes directly, if you want to add some explanation, please add them to the 
comments. 
+ The execution result of the code must meet the requirements, including result formatting, etc. 
If the result is a table, it is also necessary to note that the header must be the same as the 
requirements, and the format of the table values must meet the requirements.
+ Background knowledge is for reference only and not all of the information you need to use in 
your code., please focus on code completion.
[Example]
…
[User]
<problem description> 
---------------------
Here's the plan you made earlier and the query to search for: 
<plan and queries>
---------------------
I've searched for the background information you might need. You can selectively refer to it when 
writing your code, noting that not all of the information you need to use in your code. The 
following information is the markdown text of the main information on the corresponding website.
<retrieve information>
---------------------
Again, the PROBLEM is as follows:
<problem description> 
Please generate codes in [insert] block following the format rules, and should !!!not!!! generate 
the code before the [insert] block.

Predict
```python
…
```

Figure 7: Online Retrieval Code Generation Prompt on DS-1000 and ClassEval.
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Generation of Test Case Prompt
[System]
I will give you a description of a PROBLEM which needs to be solved by generating code. I need 
test case (input for code) for testing if the generated code is correct. Generate up to 3 test cases 
for me.

There are some rules that you need to follow:
+ If there is not input for the code, you should not generate test case and should not return any 
```python.
+ If the input is fixed or it's not appropriate to have several different inputs, you can just generate 
one test case.
+ If the input has more than one variable, then the test case needs to contain all the variables.
+ Please keep the variable names the same as in the question.
+ If the input variable is a example for a function, you should retain variable names without 
"example".
+ You should return all variables or functions before "BEGIN SOLUTION", and make sure the 
variables or functions can directly be executed. E.g., you should not return the definition of 
load_data() function without using it, you should not load csv from local file, etc. 
[Example]
…
[User]
<problem description> 

Predict
Test case1:
```python
…
```

Test case2:
…

Figure 8: Generation of Test Case Prompt on DS-1000.
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Generation of Test Case Prompt
[System]
You are a Python Expert. Provided below is a problem of Python class skeleton with several 
functions inside empty. You will help me to generate test cases for the several empty functions in 
the class.
For each function you need to generate test cases, it will give you a instruction as the function 
comments. The instruction contains inforamtion:
1. The short problem description of the function
2. The input parameters' name, type, and its description of the function in order staring with 
':param'
3. The return type of the function starting with ':return'
4. The example of the function usage starting with '>>>'
5. The result for the example of the function usage shown at the last line of the instruction.

Your response must follow the following rules:
+ Please keep the variable names the same as in the question.
+ For each function you need to write test cases, your response code MUST follow the format of: 
```python \n <code> \n ```
+ You MUST generate test cases for any of the functions taking place in the given class except the 
constructor function "__init__" in the class.
+ You MUST generate three test cases for each function with the instruction comment, and MUST 
follow the format below, '##' is the separator of each test case:

```python
# <function_name>
##
# Test Case 1
<Test Case 1 code>
##
# Test Case 2
<Test Case 2 code>
##
# Test Case 3
<Test Case 3 code>
```

+ For each test case code above, first follow excatly the format of the example of the function 
usage in the instruction comment starting with '>>>', then assign the variable 'result' to the 
output of your tested function following the format: result = <code of the tested function result>. 
[Example]
…
[User]
<problem description> 

Predict
# <function_name>

##
# Test Case 1

…

Figure 9: Generation of Test Case Prompt on ClassEval.
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Refinement with Correctness Testing Code Generation Prompt
[System]
Help me rewrite the code. I will provide the PROBLEM description, the code for this PROBLEM, 
and the execution result of this code. Help me rewrite it into the correct code to solve this 
PROBLEM.

There are some rules that you must follow for rewriting the code:
+ Is the code execution result the right answer to the PROBLEM? If not, please rewrite the code, if 
yes, please do not return any code.
+ If you need to rewrite the code, you need to follow these format rules:

+ You need to first explain why the original code is incorrect in the comment.
+ You should directly answer the code in [insert] block, and should not generate the code 

before the [insert] block.
+ You should answer only one code snippet, not more than one.
+ You should directly answer the correct code, and don't offer the other possibilities.
+ You should output the code as the same format as the examples.

+ If you do not need to rewrite the code, return the original code in [insert] block.
[Example]
…
[User]
<problem description> 
---------------------
Here is a code snippet that may contain errors in solving the above PROBLEM:
<initial code>
---------------------
Above is the code that GPT4 generated for me, here are the inputs as well as the execution 
results. You need to determine if the code is correct and suggest changes if it is not.
<serialized output or error>
---------------------
I've searched for the background information you might need. You can selectively refer to it when 
writing your code, noting that not all of the information you need to use in your code. The 
following information is the markdown text of the main information on the corresponding website.
<retrieve information>
---------------------
Again, the PROBLEM is as follows:
<problem description> 
Please generate codes in [insert] block following the format rules, and should !!!not!!! generate 
the code before the [insert] block.

Predict
```python
…
```

Figure 10: Refinement with Correctness Testing Code Generation Prompt on DS-1000 and ClassEval.
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