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Abstract

The manifold hypothesis presumes that high-dimensional data lies on or near a
low-dimensional manifold. While the utility of encoding geometric structure has
been demonstrated empirically, rigorous analysis of its impact on the learnabil-
ity of neural networks is largely missing. Several recent results have established
hardness results for learning feedforward and equivariant neural networks under
i.i.d. Gaussian or uniform Boolean data distributions. In this paper, we investigate
the hardness of learning under the manifold hypothesis. We ask which minimal
assumptions on the curvature and regularity of the manifold, if any, render the
learning problem efficiently learnable. We prove that learning is hard under in-
put manifolds of bounded curvature by extending proofs of hardness in the SQ
and cryptographic settings for Boolean data inputs to the geometric setting. On
the other hand, we show that additional assumptions on the volume of the data
manifold alleviate these fundamental limitations and guarantee learnability via a
simple interpolation argument. Notable instances of this regime are manifolds
which can be reliably reconstructed via manifold learning. Looking forward, we
comment on and empirically explore intermediate regimes of manifolds, which
have heterogeneous features commonly found in real world dataE]

1 Introduction

High-dimensional data is often thought to have low-dimensional structure, which may stem, for
instance, from symmetries in the underlying system. This observation has given rise to the manifold
hypothesis, which presumes that high-dimensional data lies on or near a low-dimensional manifold.
Empirical studies have confirmed this hypothesis across domains [20} [77, 137} 165]. A plethora of
algorithms for geometric data analysis [44] |8, |80} 21] and, more recently, machine learning [30,
15 23] seek to leverage such structure. While these methods have shown empirical promise, few
formal results on the benefits of encoding geometric structure have been established. Here, we
study the impact of the manifold hypothesis on the computational complexity of learning algorithms
for neural networks. Specifically, we investigate, under which geometric assumptions feedforward
neural networks are efficiently learnable.

The computational hardness of learning shallow, fully-connected neural networks under i.i.d. Gaus-
sian data distributions has been established by [36, 26, 48| [32], who show that the complexity of
learning even single hidden layer neural networks grows at least exponentially with the input size.
Some of this analysis utilizes the correlational statistical query (CSQ) framework, of which learn-
ability via gradient decent is a notable instance. Recently, [S7]] have shown similar hardness results
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for equivariant neural networks, a class of geometric architectures that explicitly encode symme-
tries. Both lines of work indicate that additional assumptions on the neural network architecture or
the data geometry are needed to establish learnability. Here, we focus on the latter.

A separate body of literature investigates nonlinear, low-dimensional structure in data. Approaches
for estimating intrinsic dimension [44} 63| I87]] and curvature [1 86, 46] from data seek to char-
acterize the geometry of low-dimensional manifolds. Manifold Learning aims to identify low-
dimensional structure by reconstructing low-dimensional manifolds from data. Methods such as
Multi-Dimensional Scaling [62], Isomap [89] or Diffusion Maps [31] have shown empirical suc-
cess in learning low-dimensional data manifolds. For some of these approaches, formal guarantees
on their reliability with respect to the geometric characteristics and sample size of the data are
known [9]. More generally, the manifold learning problem and its complexity have been formally
studied in [43] 42, 3]]. However, the impact of data geometry on the complexity of learning neural
networks in downstream tasks remains open.

In this paper, we ask: Which assumptions on the data geometry guarantee learnability of neural
networks? We show that the manifold hypothesis on its own does not guarantee learnability. In
particular, we give hardness results for a class of low-dimensional manifolds in the statistical query
(SQ) model or under cryptographic hardness assumptions. Our work follows an established line
of proof techniques in the SQ literature [32, 48, [26]], extending hardness results for neural network
training in the Boolean and Gaussian input models to more general geometries. We further show that
additional assumptions on the volume and curvature of the data manifold alleviate the fundamental
limitations and guarantee learnability through a rather simple interpolation argument. In particular,
manifolds which can be reliably reconstructed via manifold learning are in this regime. We fur-
ther discuss geometric regimes in which our results do not directly apply, and in which provable
learnability remains an open question. We illustrate our learnability results through computational
experiments on neural network training in the learnable and provably hard regimes. We further com-
plement our theoretical analysis with a brief computational study of the intrinsic dimension of image
data manifolds, with the goal of testing the geometric assumptions in our framework.

2 Background

2.1 Basic Notation

We denote scalars, vectors, and matrices as v, v, and V respectively. We consider ambient spaces
R™ equipped with the usual inner product (-, -) and associated ¢3 norm || - ||. Submanifolds M C R”
considered in this study have intrinsic dimension d < n and are compact and connected (unless
otherwise stated). The tangent space T, M at a point p € M denotes the d-dimensional linear
subspace of R™ spanned by velocity vectors of smooth curves incident at p. Given a subset S C R",
we denote by d(z,.5) = infpegs ||z — p|| the distance of a point z to S. We denote Vol as the d-
dimensional volume measure inherited from the d-dimensional Hausdorff measure and denote wg4(r)
and o4(r) as the volume of the d-dimensional ball and d-dimensional sphere of radius r respectively.
For a point p € M in a given manifold M, Vol (p, ) denotes the volume of the ball of radius r
around the point p with respect to the Riemannian distance metric.

2.2 Learning Setting

We consider the task of learning feedforward neural networks f : R™ — R composed of L hidden
layers f(*) : R% — R~ taking the form

flx) =o' fO) (f<L71> ( . (f<1> (a:)> )) ;
O (h) = ReLU (W;h) + by,

(D

where v € R, W, € R%*%-1 and b € R% are trainable weights. The input dimension d is set
to the ambient dimension n and the output is scalar-valued. Throughout we will consider the setting
where the weight entries and hidden widths are bounded by O(poly(n)). When guaranteeing that
a class of networks is learnable, we will assume that the number of layers L = O(1) is constant
with respect to the input dimension. Our formal hardness results will apply for single hidden layer
networks (L = 1).



We consider learnability in the distribution-specific probably approximately correct (PAC) setting
where the goal is to produce an algorithm which can learn a target function given polynomial time
and samples [68]].

Definition 2.1 (Efficiently PAC Learnable). A concept class C consisting of functions ¢ : X —
Y is efficiently PAC-learnable over distribution D on X C R”, if there exists an algorithm such
that for any ¢ > 0 and § > 0, and for any target concept ¢* € C, the algorithm takes at most
m = poly(1/e,1/6,n) samples drawn i.i.d. from (x, c*(x)) with & ~ D, and returns a function f
satisfying || f — ¢*||p = \/Ewep[(f(z) — ¢*(x))?] < € with probability at least 1 — § in time at
most poly(1/e,1/d,n).

Note, that the above is a distribution specific instance of PAC learning as we require the algorithm
to work only for a given distribution and not all distributions. In Section we will also show a
hard class of functions which is likely not efficiently PAC learnable. Hardness results are proven in
the restricted statistical query (SQ) setting, a query complexity based model for proving hardness
capturing most algorithms in practice [55| [78]. Given a joint distribution D on input/output space
X x Y, any SQ algorithm is composed of a set of queries. Each query takes as input a function
g: X x Y — [—1,1] and tolerance parameter 7 > 0, and returns a value SQ(g, 7) in the range:

|E (@)~ l9(z, )] — SQ(g,7)| < 7. @)

Gradient based algorithms can be queried by, for example, setting g(x,y) = Ca% (NNy(z) — y)?
to estimate the gradient of a neural network NN, with respect to parameter 6 for the MSE loss
(constant C' chosen so that outputs of g are bounded in [—1, 1] forming a valid query). Hardness is
quantified in the number of queries needed to learn a function ¢* drawn from function class C.

Manifold smoothness restrictions. To conform to practical settings where input features are nor-
malized (e.g. image pixel values in the range [0, 1]), input distributions are assumed to be supported
on smooth d-dimensional sub-manifolds M C [0, 1]™ of the n-dimensional hypercube. For any
given manifold M, we will assume that data distributions D4 supported on that manifold have

a smooth density f with respect to the volume measure and are appropriately bounded such that
Pmax = =M L& — O(poly ().

We will also place curvature restrictions on the manifold by bounding its reach, a global smoothness
quantity introduced by [41]] and commonly studied in the manifold learning community [1} [3} 43}
47]]. Informally, it is the largest number D, such that any point in ambient space at distance less than
D has a unique nearest neighbor in the manifold M. It is defined more formally from descriptions
of the medial axis (Figure[I).

Definition 2.2 (Reach from medial axis). Given a closed subset S C R"™, the medial axis Med(S)
of S consists of the set of points with no unique nearest neighbor:

Med(S) ={z cR":Ip#qc S, |p—z| = |q—z| =d(z5)}. 3)

The reach Rch (.5) of S is the minimal distance from S to Med(S):
Rch(S) = inf dist(z,S). 4
ch ($) zeMed(s) (2, 5) )

Bounds on the reach imply corre-
sponding bounds on the radius of cur-
vature (related to the geodesic and
normal curvature) at any point in
the manifold since Rch (M)~ >
75ty 77y (DI for any unit-speed e the minimum distance
geodesic v : R — M where N\ed\a\ of the medial axis to the
7y ()] = 1 forall t € R [3]. We manifold.

will encounter a second classical cur-

vature notion, Ricci curvature, which

is a local, intrinsic curvature notion

that characterizes the volume growth of geodesic balls (see sec. for a more formal definition).
Positive lower bounds on the Ricci curvature imply that the manifold has a bounded diameter, a fact
that we will use below.

Figure 1: Example of a
one-dimensional mani-
fold and its medial axis.
Its reach is given by



2.3 Related works

Here, we briefly summarize the most relevant prior work to our study and reserve Appendix
for a more detailed discussion. Our study lies at the intersection of research in manifold learning
complexity and neural network learnability. In manifold learning, various works have analyzed the
complexity of learning tasks over input manifolds. In one line of work, estimation of smooth man-
ifolds in Hausdorff loss has been shown to require sample complexity of O(e~%2log(1/¢)), which
is independent of the ambient dimension n [[14} 47, 58]]; later works also provided algorithms that
run in time linear in n [4} 38]]. In a learning setting similar to our work, [3]] provide upper and lower
bounds on the complexity of manifold reconstruction in SQ settings. In a separate context, [[71}43]
show that the sample complexity for determining whether a dataset is within a class of manifolds of
specified intrinsic dimension, curvature, and volume bounds grows exponentially with the intrinsic
dimension and polynomially in the reach and volume. [71]] also categorizes the sample complexity
for binary classification over smooth cuts on a data manifold where smoothness is defined by the
condition number of the classification boundary of the manifold (a quantity closely related to reach).

The hardness of learning neural networks has a long history that we detail further in Appendix
Under the i.i.d. Gaussian input model, superpolynomial [48]] and exponential [36] lower bounds
for learning single hidden layer networks in CSQ settings have been shown. For uniformly ran-
dom Boolean inputs, [32] reduce the problem of learning single hidden layer neural networks to a
cryptographically hard problem, a technique, which we also use in Appendix They also show
how to “Booleanize” Gaussian inputs to show hardness for three hidden layer networks, which was
later extended to SQ and cryptographic hardness of learning two hidden layer networks in [26]. [57]]
used similar techniques to give hardness results for equivariant neural networks. To the best of our
knowledge, the hardness of learning feedforward neural networks under more general data geome-
tries, such as under the manifold hypothesis, has not been studied previously. Various works have
found efficient learning algorithms under i.i.d. input assumptions when the weights of the networks
are restricted in their rank, condition number, positivity, and other criteria [90, [27, [7, 36]. We con-
sider the generic setting where weight matrices are bounded in width and magnitude by O(poly(n)),
but otherwise unrestricted.

3 Learnability results

Our main results prove the existence of a learnable and hard to learn class of input data manifolds
illustrated in Figure 2] The learnable setting is the class of efficiently sampleable manifolds, which
form the basis for algorithms that can provably reconstruct manifolds [9} [28} [70} 42]]. As expected,
we find that a simple interpolation argument guarantees learnability of neural networks over these
manifolds. Below and in Appendix we comment on instances of data geometries commonly
assumed in machine learning and data science applications that place manifolds within this regime.

The provably hard setting are manifolds without bounds on volume but with bounds on curvature
quantified globally by the reach. When the bound on the reach grows no faster than o(y/n) (n
denoting the input size), we construct input data manifolds that feature curvature no larger than the
stated bounds but for which learning neural networks is exponentially hard. Our proofs construct
curves that cover exponentially many quadrants of the Boolean cube, which allows us to extend
classical hardness results for learning Boolean functions expressible by neural networks.

Within the manifold regimes we study, our results are relatively tight with respect to bounds on
the reach, since whenever the reach grows as w(4/n), such manifolds fall within the first class
of efficiently sampleable manifolds. We leave as an open question the learnability of manifolds
whose reach grows exactly as ©(y/n) (see Appendix for more details). Looking beyond our
setting, real-world data manifolds feature heterogeneous properties that may not conform to the
global bounds on curvature, intrinsic dimension, etc. that we set in our study. Better characterizing
these heteregeneous features is a first step to extending our learnability results to more realistic
settings. We conduct some preliminary empirical analysis in analyzing this heterogeneity in our
experiments (Section[4.2).
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3.1 Sampleable regime

In the manifold reconstruction literature, the goal is to draw samples from a distribution P (typically
supported on a given manifold M) and find a manifold M’ which closely approximates the sam-
ple distribution or target manifold in some appropriate error metric such as the Haussdorf distance
(89,19} 2| 143] 28] 70, 42]. Runtime and sample complexity for these algorithms are generally at least
linear in the volume of the manifold, polynomial in smoothness parameters such as the reach, and
exponential in the intrinsic dimension, though the dependence on the ambient dimension can often
be removed [42]. Manifold reconstruction algorithms offer a direct means for learning data from a
target neural network f* as one can apply such algorithms to the graph of the function consisting of
points (z, f*(x)) € X x R. As we will show here, guarantees of learning in the manifold recon-
struction literature directly imply guarantees for learning neural networks via a simple interpolation
argument. However, caution must be taken in assuming this situation holds in practice. For this
procedure to be efficient, the volume of the manifold should be at worst polynomial in the intrinsic
dimension d and not growing significantly with the ambient dimension n. Some empirical evidence
suggests that manifolds of real-world data may not be in this regime [[74, |[16].

Essential to many of the manifold reconstruction algorithms is the requirement that one can effi-
ciently cover the manifold with samples [28] |43} 9]]. This requirement comes in various technical
forms and we frame our results here assuming the ability to form an epsilon net with samples.

Definition 3.1 ((¢, §)-net). Given a distribution D 4 over a manifold M, a subset S C M of points
forms an (e, §)-net if with probability at least 1 — ¢ over draws & ~ D, there exists a pointx’ € S
where ||z — /|| < e.

We denote a sequence of manifolds indexed by ambient dimensions as efficiently sampleable if for
a fixed intrinsic dimension d, one can draw polynomially many samples in n and error 1/e to form
an epsilon net over the manifold M.

Definition 3.2 (Efficiently sampleable manifold). Let {M,,} denote a sequence of manifolds in
ambient dimension n with fixed intrinsic dimension d = O(1). Let {Dp4, } be a corresponding
sequence of distributions over points on the manifolds. We denote this sequence of manifolds as
efficiently sampleable if with at most O(poly(n,1/€)) samples drawn i.i.d. from D, one can
form an (e, 6)-net of the manifold M,, for any 6 = Q(poly(n)~1).

Note that classical manifold learning algorithms typically implicitly assume efficiently sampleable
manifolds as they assume that the algorithms run efficiently or have runtimes that depend polyno-
mially on the manifold’s volume Vol(M) (see Example for details). With standard regularity
assumptions on the manifold, such a volume assumption typically implies that an epsilon net can be
formed efficiently with O(Vol(M)/e?) samples by a coupon collector argument (see, e.g., Proposi-
tion [3.3)).

Remark 3.3. Given a target function f* with inputs on a manifold M C X, we could treat the graph
of the function M- = {(z, f*(x)) : * € M} as a manifold in X x R. Then, one can apply
manifold reconstruction algorithms directly to the graph M ¢+, which lies in an ambient space of



dimension n 4+ 1. This likely works in practice, though it runs into some technical issues due to
discontinuities introduced by ReLU activations. We apply a more direct method here.

Proposition 3.4. Let n-dimensional inputs be drawn from a sequence of efficiently sampleable man-
ifolds M, with intrinsic dimension d = O(1) and distributions D4, over the manifold. Denote
H,, as the function class of constant depth ReLU networks on n inputs with weights bounded in
magnitude by B = O(poly(n)) and O(poly(n)) width. Then, one can learn f* € H,, up to error €
in runtime and sample complexity O(poly(n, B,1/¢)).

Proof. From the efficiently sampleable property of the manifold, we form an (¢’,d)-net using

O(poly(n,1/€)) many samples where for all but a §-fraction of the manifold any point is within
¢’ of a given point within the net. Any network of L layers and O(poly(n)) bounded width and
weight magnitude has the Lipschitz property that [92]

L
17 (@) = (@) < llz — 2| TT 1wl 5

=1
L

< e —2'| [T IWOr
(=1

< O(B'n")||lz — ',

where B’ = O(poly(n, B)) is a bound on the Frobenius norm of the weight matrices. Therefore,
we can interpolate the value of f* for any & € M,, from a sample by setting ¢ = O(eB'~'n~F).
For the J-fraction that is not in this net, note that | f(x)| < O(poly(n)) for all « in the hypercube so
setting § = o(|f(x)| ) will guarantee that the contribution from these points decays. Finally, since
L =0(1) and B = O(poly(n)) by assumption, we have the resulting polynomial complexity. ]

Restrictions on the curvature or convexity properties of a manifold can often render the manifold
efficiently sampleable. To illustrate that many manifolds implicitly fall within the regime of effi-
ciently sampleable manifolds, we give an example below. Additional examples can be found in Ap-
pendix

Proposition 3.5 (Bounded Ricci curvature (Isoperimetric setting, see 52,17 for motivation) ). The
set of distributions P 4 over complete manifolds with bounded Ricci curvature Ric (M) > (d—1)K
for a constant K > (P|are efficiently sampleable.

Proof. The bound on the Ricci curvature guarantees that the diameter of the manifold is at most
27 /v/K and the manifold is contained within a d-dimensional ball of radius 1/v/K [69] (see also
Theorem 6.3.3 of [73]). Thus, we can form an (e, §)-net over the manifold M by inducing it from
an e-cover on the ball of radius 1/v/K (see Definition for definition). To achieve an e-cover
of such a ball in d dimensions, it suffices to have N. = O(1/e?) points (see, e.g., Lemma 5.2
of [91]). We denote the balls in the cover as by,...,by.. Let 7 denote a sampling ratio where
we will take 7=2 = O(poly(n)) samples to form the (¢, §)-net. By a coupon-collector argument
(see Lemma , 772 samples suffices to guarantee with high probability that any ball b; with
probability at least Ppq(b;) > 7 has a sample within it. § then is at most the probability that a
randomly drawn sample falls within a ball b; with probability Pa4(b;) < 7. Therefore,

§< Y Pulbi) < Ner. (6)
1 Pa(by)<T
Thus, setting 7 = §/N. suffices to achieve § = Q(poly(n)~1).
O

We remark that the efficiently sampleable setting does not necessarily require that the manifold be
fully connected. In fact, it is straightforward to extend proofs of learnability such as in Proposi-
tion to settings where there are multiple such disconnected manifolds as long as the number of
disconnected components does not grow superpolynomially in n.

SHere, the factor (n — 1) accounts for the standard scaling of the Ricci curvature for a sphere of radius
1/+/ K which has Ricci curvature (n — 1) K.



3.2 Hard regime with bounded curvature

The learnability of the networks in the manifold learning setting relied crucially on the fact that such
settings implicitly place bounds on the volume of such manifolds. Here, we lift that restriction and
consider a setting where manifolds are smooth and bounded only in their curvature and intrinsic
dimension. More formally, we consider studying inputs drawn from manifolds with bounded reach
(see Definition [2.2).

In this section, we construct a sequence of manifolds {M,,} with sufficiently bounded reach that
are exponentially hard to learn in the SQ model. These manifolds resemble space filling curves
which wrap around exponentially many quadrants of the Boolean cube (see Appendix [C.I). Given
a bound on the reach Rch (M,,}) = O(n®) for @ < 0.5, the space filling curve wraps around

gn' 7 = gnt quadrants allowing one to extend standard hardness results for learning Boolean

functions to data supported on this manifold.

Theorem 3.6. Let Dy, denote the uniform distribution over manifolds M, constructed in Defini-
tionwhere Rch (M,,) = O(n®) for a < 0.5. Any SQ algorithm A capable of learning the class
of linear width single hidden layer ReLLU neural networks under this sequence of distributions up
to mean squared error sufficiently small (¢/8 suffices) with queries of tolerance T must use at least

Q(r22""") queries.

Proof sketch. We first form manifolds conforming to the stated bounds on the reach and intrinsic
dimension while also “looping” around exponentially many quadrants of the hypercube. This is
done by forming space-filling curves whose paths follow the indexing of a Gray code [51]. Inputs
on this manifold are real-valued, but by carefully selecting a portion of the input dimensions, we
obtain inputs that with high probability are approximately distributed as uniform over Boolean inputs
{0, 1}"*. We then extend previous proofs of the hardness of learning networks approximating parity
functions under i.i.d. Boolean inputs proven in [32}[26] to our setting. See Appendix|C|for complete
proofs.

Remark 3.7. In Theorem|C.12] we show an equivalent proof of hardness in the cryptographic setting
following the techniques in [32]. Namely, in Appendix [C.3] we show that the class of functions in
Theorem is also hard to learn conditional on cryptographic assumptions related to the hardness
of learning a class of pseudorandom functions.

The above result is relatively tight with respect to the bound on the reach. Namely, whenever the
reach Rch (M,,) = w(n®) is growing faster than y/n, one can show that the volume of such mani-
folds is at most O(poly(n)) and fitting within the regime of efficiently sampleable manifolds studied
in the previous subsection.

Proposition 3.8. Given a sequence of manifolds { M,,} of intrinsic dimension d (fixed and indepen-
dent of n) and reach bounded by Rch (M,,) = w(n®?), the volume of the manifolds grows at most
Volg(M,,) = O(poly(n)).

We refer the reader to Appendix [C.4]for further details and formal proofs of this tightness.

4 Experiments

4.1 Empirical verification of main findings

To verify that neural networks are learnable in the sampleable regime (Section[3.1)) and hard to learn
in the bounded curvature regime (Section [3.2)), we train neural networks over input data manifolds
taken from these regimes to confirm the formal theoretical results. We consider target networks,
which are single hidden layer neural networks of O(n) width and train overparameterized neural
networks of larger width. For the sampleable regime, we draw inputs from a d-dimensional hy-
persphere supported over d orthogonal dimensions in the n-dimensional ambient space. This is an
instance of a complete manifold of bounded curvature as in Proposition [3.5] For the hard to learn
regime, we draw inputs from the 1-dimensional manifold constructed in Appendix with reach
R = 0.5. Target functions in this hard regime correspond to the parity functions described in our
proofs in Appendix
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Figure 3: (a) Learning is successful when inputs are drawn from a d = 10 intrinsic dimensional
hypersphere living in ambient space of dimension n — an instance of the bounded positive curvature
model in Proposition [3.5] Target functions are single hidden layer networks taken from the class of
hard to learn functions in the Gaussian i.i.d. input model [36], which are no longer hard to learn in
the input distribution considered here. (b) When the ambient dimension is large, learning algorithm
struggles to learn a single hidden layer neural network drawn from the class of functions in the
setting of Theorem where the input data manifold has intrinsic dimension d = 1 and reach
R = 0.5. The network trained to learn this target function is over-parameterized with respect to the
target. Data is aggregated over five random realizations.

The results in Figure [3] empirically confirm our main findings. When inputs are drawn from the
d-dimensional hypersphere (Figure [3a)), the trained neural network achieves low test error with a
fixed training set of size 1000 for all n. Here, target functions are drawn from those in [36] who
provided a class of hard to learn functions in the i.i.d. Gaussian input model. Once the input model
is changed to the d-dimensional hypersphere, this class of functions is no longer hard to learn (see
Appendix [E] for similar results over random targets).

In contrast, when inputs are drawn from the hard to learn manifold (Figure [3b), learning is only
possible when the ambient dimension is small. Here, target functions are randomly chosen parity
functions over the inputs (see Appendix [E). At each step of training, we provide the algorithm
with a fresh batch of i.i.d. samples. In Figure[8] we replicate these results when training networks
overparameterized in depth (i.e. three hidden layers as opposed to one) as well. We refer the reader
to Appendix [E] for further details.

4.2 Empirical study of geometry of data manifolds

We empirically investigate the intrinsic dimension of real-world data manifolds as a first step towards
testing the manifold regularity assumptions of our framework on real data. Largely, our results cor-
roborate findings in other works highlighting the heterogeneous nature of real-world data manifolds
(77,187, 116].

Experimental Setup. We estimate intrinsic dimension using samples generated by a diffusion
model, closely following the approach of [87]. The use of a diffusion model allows us to generate
arbitrarily dense samples in a neighborhood of a given point from the data manifold. Given these
samples, we perform PCA on the collection of score vectors {s;} of the diffusion model at each
of these samples, which point towards the direction of de-noising and hence towards the manifold
itself. Estimating the rank of such a collection of score vectors recovers an estimate of the normal
and intrinsic dimensions. We defer a detailed description of our approach, its implementation, and
hyperparameter choices to Appendix

Data set #0  #1  #2  #3  #4 #5 #6 #7 #8 #9

MNIST (28 x 28) 102 66 120 109 73 101 109 72 114 104
KMNIST (28 x28) 180 199 134 169 135 128 149 191 205 199
FMNIST (28 x 28) 429 177 596 275 225 233 312 125 201 418

Table 1: Estimated intrinsic dimension shown for each of the ten classes in MNIST, KMNIST,
FMNIST.



MNIST Intrinsic Dimension Kuzushiji MNIST Intrinsic Dimension Fashion MNIST Intrinsic Dimension

—— Digit0:102
Digit1:66

— Digit2:120
— Digit3:109
—— Digit4:73
100§ — Digit5: 101
Digit6: 109
50] — DigitT:72
Digits: 114
0] — Digits: 104

shirt:312
50] — Sneaker: 125
Bag: 201

0] — AnkleBoot:a18

0 100 200 300 400 500 600 700 800 0 100 200 300 400 500 600 700 800 0 100 200 300 400 500 600 700 800
nnnnnnnnnnnnnnnnnnnnnnnnnnn

Figure 4: Sample spectrum of the singular values of a collection of score vectors given by a trained
diffusion model pointing towards the direction of de-noising an image.

Results. Estimated intrinsic dimensions for three image data manifolds are given in Table[3] Score
spectra for the three manifolds are shown in Figure 4] confirming that the score vectors do indeed
cluster in a linear subspace spanning the normal dimensions. Furthermore, our approach gives a sim-
ilar estimate for the intrinsic dimension of MNIST as reported in [87]]. To the best of our knowledge,
FMNIST and KMNIST were not investigated in prior work. Comparing estimated intrinsic dimen-
sion across classes indicates significant heterogeneity of the real data manifolds, which would place
them in the potentially learnable regime in our proposed framework. This may seem surprising
as images drawn from different classes can have different properties and symmetries. However, it
corroborates our initial hypothesis that real-world data may not conform to global bounds on intrin-
sic dimension. Furthermore, we find that upon re-sizing the images to a smaller scale, the ambient
dimension decreases faster in comparison to the intrinsic dimension for some datasets (see Table 3]
in Appendix) lending some limited evidence to the underlying assumption in the manifold hypothe-
sis that bounds on intrinsic dimension do not grow in tandem with ambient dimension. Additional
experimental results and further discussion can be found in Appendix [E.3]

5 Discussion

In this paper we have investigated whether regularity assumptions on the data geometry can ren-
der feedforward neural networks efficiently learnable. We show that bounding curvature in low-
dimensional data manifolds, a common assumption in high-dimensional learning, does not suffice
to alleviate the fundamental hardness of learning such architectures. However, we establish learning
guarantees under geometric assumptions common in the manifold reconstruction literature that al-
low manifolds to be efficiently covered with O(poly(n)) samples. Our results contribute to a recent
body of literature that seeks to establish learnability guarantees and provable hardness results for
neural network architectures [12} 126, 36,57, 48, 90].

While our results establish guarantees for a wide range of data manifolds, including manifolds that
can be provably reconstructed via manifold learning, there are geometric regimes in which the ques-
tion of learnability remains open. We hypothesize that the heterogeneity of real data manifolds
might place them in this more uncertain regime and find some evidence of this heterogeneity in our
experiments. A further theoretical and empirical investigation of this class of data manifolds is an
important direction for future work.

The experimental results on estimating the intrinsic dimension of data manifolds are merely a start-
ing point for understanding realistic assumption on data geometry in machine learning architectures.
In future work we hope to look at a wider range of synthetic and real data sets, as well as a wider
range of geometric characteristics and estimation techniques.

Broadly, our results indicate that assumptions beyond global smoothness of data manifolds are
needed to guarantee learnability of neural networks in real-world settings. To circumvent hard-
ness results, the particular form of the networks and their weights can be changed to for example
incorporate symmetries via equivariant architectures or place restrictions on weights such as bounds
on condition number or rank [27,[7]. Furthermore, some datasets live in a discrete input space (e.g.,
language data) which does not conform directly to Riemannian analysis. In these settings, adapta-
tions of the manifold hypothesis to analysis via graphs and other combinatorial objects presents an
interesting direction for future work [81} [15]].
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A Extended Related Works

Hardness of learning neural networks. The first results showing the hardness of learning neural
networks are those of [53| [12] proving that proper learning of neural networks is an NP complete
task. As mentioned earlier, a number of works prove hardness results for learning feedforward
ReLU networks under the Gaussian i.i.d. data model [48] [36] 85| 26, [32]. Many of these works
prove hardness results in the statistical query model [78} 55]. Similar hardness results, also in the
SQ model, have also been shown for classes of symmetric or equivariant neural networks [57].
These results show that additional assumptions on the network class are needed to prove learnability
results. Such assumptions which lead to provable learnability include those on the condition number
or positivity of weights [7, 36], polynomial approximation guarantees [90], or bounds on width
[27, 25]. When the target is not necessarily a feedforward network, [5] show that single hidden
layer ReLU networks can efficiently learn functions with low so-called leap complexity categorized
by the growth in the degrees of polynomials over a linear subspace for i.i.d. Gaussian or uniform
Boolean inputs.

Intrinsic dimension estimation. There are many algorithms, dating back decades, which estimate
the intrinsic dimension of a given set of data points including approaches based on PCA [44] |67],
nearest neighbor methods [63]], and others [[19, 56]. In the context of modern large image datasets
such as Imagenet, [77] perform estimates of the intrinsic dimension which are noticeably smaller
than the input dimension. Various works study scaling laws arguing that the intrinsic dimension
may be a useful indicator of the complexity of a dataset correlating to the rate at which neural
network performance scale with increased data or training [83}6]]. These works estimate the intrinsic
dimension via a maximum likelihood estimator calculating the intrinsic dimension in relation to the
distances of a point to its nearest neighbors [63] |40]. In later work which estimates the intrinsic
dimension using diffusion models, [87] empirically show that this MLE estimator can underestimate
the intrinsic dimension for various toy datasets where the intrinsic dimension is known. For this
reason, our experiments follow the approach in [87]].

Learning algorithms over data manifolds. Among the earliest algorithms for learning over data
manifolds are those for dimensionality reduction and representation learning [44, 18, 54, 33}, 180].
As mentioned earlier, a number of works provide algorithms and statistical analysis for manifold
reconstruction or learning where the goal is to construct a manifold that closely fits a target [211 3,
42]]. Perhaps closest to our work are studies of the hardness of learning functions defined over input
manifolds. [71] categorize the sample complexity for binary classification over smooth cuts on a data
manifold where smoothness is defined by the condition number of the classification boundary of the
manifold (a quantity closely related to the reach). When no restrictions are placed on the probability
distribution of data on the manifold, they show that the VC dimension is unbounded when this
condition number exceeds the reach of the manifold. For nicer distributions where there is an upper
bound on the density of the distribution on the manifold, a covering number argument shows that
the sample complexity is dependent on the intrinsic dimension, reach, and condition number but
independent of the ambient dimension. [64] show that for a certain class of convolutional networks
trained on data lying in a low-dimensional manifold, the sample complexity depends weakly on the
ambient dimension. [88] study the sample complexity of learning a target dataset over inputs taken
from manifolds in kernel settings where the target function is invariant over some group operation
acting on the input data manifold. The goal of their work was to quantify the gains in sample
complexity from enforcing invariance and their sample complexity bounds depend on the volume of
the manifold and dimension of the quotient space.

In recent years, various works have empirically tested and analyzed various aspects and implications
of the manifold hypothesis. [16] argue that manifolds of data may have many connected components
of potentially varying intrinsic dimension and provide some empirical estimates of intrinsic dimen-
sion by image class supporting this argument. Our empirical analysis of the intrinsic dimension
also supports this point. [18] consider the task of learning a binary classification task where the
two classes are two separate disconnected one dimensional manifolds (curves) on the sphere. Under
regularity conditions on the extrinsic curvature and Riemannian distance properties of the curves,
they prove that sufficiently wide and deep feedforward networks can learn to separate the manifolds.
Their proofs are based on a neural tangent kernel approach. [[66] theoretically and empirically study
kernel models trained under settings where the latent dimension of the data can be varied. They
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show that the rate of decay in the spectrum of the kernel is more strongly related to the scaling of the
loss as opposed to the intrinsic dimension of the data with some discussion of potential connections
between the two measures. [94] propose a statistical model of real-world data where low dimen-
sional features and manifold structures can naturally emerge. [71] categorize the sample complexity
for binary classification over smooth cuts on a data manifold where smoothness is defined by the
condition number of the classification boundary of the manifold (a quantity closely related to reach).
When no restrictions are placed on the probability distribution of data on the manifold, they show
that the VC dimension is unbounded when this condition number exceeds the reach of the manifold.
For nicer distributions where there is an upper bound on the density of the distribution on the man-
ifold, a covering number argument shows that the sample complexity is dependent on the intrinsic
dimension, reach, and condition number but independent of the ambient dimension.

Generative modeling. From the perspective of generative modeling, various works have recently
considered the task of sampling from low-dimensional manifolds embedded in high dimensional
space. [[76]] consider distributions supported over a data manifold of low intrinsic dimension. They
provide sufficient conditions for score-based generative models to identify the support of the learned
distribution matching that of the target manifold. [34] prove convergence results in Wasserstein dis-
tance between score-based models and target distributions which are supported on a manifold under
the assumption that the score estimator is accurate in the L>° norm. These results were subsequently
improved in [24] which only required a score estimator is accurate in the L% norm, among other im-
provements. For data supported on a low-dimensional linear subspace, [22] provide an end-to-end
sampling guarantee avoiding the curse of dimensionality and showing that the score function can
be efficiently estimated. The resulting sampling algorithm in their work thus approaches the true
distribution in total variation distance and recovers the linear subspace appropriately.

Geometric Machine Learning. We briefly mention a related body of work, which studies ma-
chine learning algorithms, which directly leverage geometric structure in data. Such methods
have shown empirical promise in a variety of domains [15]. Examples of such architectures are
translation- and rotation-equivariant neural networks [30], graph neural networks [59] and DeepSets
for permutation-invariant inputs [96], as well as hyperbolic machine learning algorithms [435] 93],
which assume that data lies on a manifold of constant negative curvature.

B Deferred Proofs

B.1 Auxiliary statements

For completeness, we recall several classical notions from metric geometry.

Definition B.1 (Packing and covering numbers). Given a set S C R", the covering number cv g (¢)
is the minimum number of balls of size € needed to cover every point in S:

cvs(e) =min{k >0 |3 xy,...,z, € Ssuchthat V& € S,3 ¢ € [k] such that ||&; — x| < €}.
(7
The packing number pk ¢(¢) is the maximum number of disjoint e-balls that can be contained in S:

pkg(€e) :==max{k >0]| 3 x1,...,x, € Ssuchthat Vi # j : ||x; — ;| > 2¢}. (8)
Lemma B.2 (Packing and covering duality). For any compact set S C R™ and € > 0:

pkg(2¢) < cvs(2€) < pkg(e). )

Proof. For the first inequality, assume by contradiction that cvg(2¢) < pkg(2¢). Then, there must
exist two points x;, x; in the maximal packing, which are within the same 2e-ball in the cover and
thus have distance ||; — ;|| < 2e contradicting the assumption.

For the second inequality, note that any maximal packing with balls of radius € is a 2e-covering,
because otherwise, there would exist a point € .S which is at least 2¢ distance away from all the
packing points contradicting the definition of a packing. O

Before stating the next result, we give a brief definition of Ricci curvature, which locally character-
izes the curvature of M in a neighborhood of a point x € M.
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Definition B.3 (Ricci Curvature). Let v € T, M denote a unit vector and {uy, ..., un_1,v} an
orthonormal basis of T, M; g, denotes the inner product on 7, M. Then the Ricci curvature at
along the direction v is defined as

Ricy(v) == —— 9z (R(v,u;)v, u;) (10)

where R(u,v)w := V,V,w — V,V,w — Vi, ,w is the Riemann curvature tensor, with [u, v]
denoting the Lie Bracket between v and v.

Theorem B.4 (Corollary of Bishop-Gromov Theorem [10] (see [75] Lemma 7.1.3)). Let
Vol (p, 1) denote the volume of the ball of radius r around the point p with respect to the Rie-

mannian distance metric. If a manifold M of intrinsic dimension d has bounded Ricci curvature
Ric(M) = (d = 1)K, then for all v > 0 and p € M, Volm(p,r) < Volgx (r) where Volgs (1)
denotes the volume of a ball of radius v around an arbitrary point p € S 5( in the space S, 5( with
constant sectional curvature K (d-sphere if K > 0 or d-dimensional Hyperbolic space if K < 0).

Lemma B.5 (Coupon collector bound [39]). Let &1, ..., En be i.i.d. random variables taking values

n [n] with uniform probability: P[¢; = k] = L for all k € [n]. Let T,, be the minimum value T such
that for all k € [n), there exists at least one i € [T] where &; = k (i.e. every value in [n] is covered).
Then, E[T,] = ©(nlog(n)) and

lim P[T,, < nlog(n)+ cn] = exp(— exp(—c)). (11)

n—oo

B.2 SQ lower bounds

To show lower bounds in the statistical query model, we follow the technique employed in [26} [13]],
which constructs hardness from statistical independence properties of a function class. Since our
setting differs slightly from those in [26} [13], we provide an adapted version of their constructions
below.

Definition B.6 ((1 — n)-pairwise independent; see also Definition C.1 of [26]). Let C be a function
class consisting of functions f : X — ). Let D be a distribution on X. C is (1 — n)-pairwise

independent if there exists a finite subset ) C ) such that with probability (1—n)overz,x’ € X
drawn independently from D, the distribution of (f(x), f(2’)) for f ~ Unif(C) drawn uniformly

at random from C is the product distribution Unif (:)A)) ® Unif(Y).

The above agrees with Definition C.1 of [26] apart from the extension that here we define the inde-
pendence with respect to a finite subset ) C ) of the output space.

Theorem B.7 (Theorem C.4 of [26]). Let the function class C of functions f : X — Y be a (1 —n)-
pairwise independent function family with respect to a distribution D on X. For any f € C, let Dy
denote the distribution of (z, f(x)) where & ~ D. Let Dyyis(c) denote the distribution of (x,y)
where  ~ D andy = f(x) for f ~ Unif(C). Any SQ learner able to distinguish the labeled
distribution Dy~ for an unknown f* € C from the randomly labeled distribution Dynyie(cy using

bounded queries of tolerance T requires at least 7 such queries.

Proof. We follow the proof in [26]]. Let ¢ : X x J) — [—1, 1] be any query made by the learner and
set ¢[f] = Eq~p[o(x, f(x))]. Then,

Var g unit(c) [0Lf1] = Ef [0[f18f]] — Ef [S[f] E s [6Lf]

=Ey g [Ea[d(x, f(2))|Ear [$(2', f(2))] — Ea[o(

= Eow By g [0(, f(®))0(2, (")) — (@, f())p(z', ()]
< 2.

B
=
&
&=
H\

&

(12)

In the last line, we use the fact that for any (1—7)-pairwise independent class C, the inner expectation
is zero with probability at least 1 — 7 over the choice of &, 2’ ~ D and at most 2 otherwise.
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Since any SQ algorithm must work with any given value of the noise within the stated tolerance,
consider the adversarial strategy where the SQ oracle responds to a query with ¢ = E ¢ unis(c)[@[f]]
whenever possible. By Chebyshev’s inequality,

Var - unit(c) [S[f]] < 2n

T2 - 727

Psunitc) [|0Lf] — @] > 7] <

(13)

So each such query only allows the learner to rule out at most a 3—2 fraction of C. Thus to distinguish
. 2 .
Dy~ from Duyyit(c), the learner requires at least ;77 queries. O

B.3 Additional examples of learnable manifolds

Here, we provide additional examples of manifolds and their properties that render such manifolds
learnable as detailed in Section @ There, learnability of the distribution of the manifold corre-
sponded to the property that one can efficiently approximate the manifold with an epsilon net.

As mentioned in the main text, many algorithms in the manifold reconstruction literature implicitly
assume that the manifold is efficiently sampleable. We give one such example below.

Example B.8 (Manifold Learning Setting [9]). [9] provide provable guarantees for the Isomap al-
gorithm in the sense of recovering geodesic distances on a manifold M via shortest-path distance
on a similarity graph G under the following assumptions (listed in Main Theorem A in [9]), which
informally require among other things: (1) the algorithm is given a set of samples {x;}, which
form a d-net over the manifold M; (2) M is geodesically convex; (3) the reach (equivalently en-
coded as bounds on the radius of curvature and branch separation) is bounded as Rch (M) = O(9).
Assumption (1) suffices to guarantee learnability in our setting.

We also extend Proposition [3.3]to incorporate manifolds with negative curvature. Negatively curved
manifolds have volume that can grow exponentially with respect to the radius around a given point.
However, as long as the radius of a sequence of manifolds does not grow with the ambient dimen-
sion, the Bishop-Gromov inequality bounds the volume of such manifolds rendering them efficiently
sampleable. As far as we are aware, estimating the diameter of real-world manifolds is a challenging
task and it is unknown whether real-world data manifolds can fit within this regime.

Example B.9 (Manifolds with bounded curvature and radius). Any sequence of distributions
{Pm, } supported over manifolds {M,,} where each manifold M,, has bounded Ricci curva-
ture Ric (M,,) > (d — 1)K for an arbitrary constant K and is contained within a ball of radius
r = Oy (log(n)) around a point p,, € M,, is efficiently sampleable.

Proof. By the Bishop-Gromov theorem (Theorem|[B.4)), the volume of any such manifold is bounded
by Vol K (r) which is the volume of a ball of radius 7 in the d-dimensional Hyperbolic space of
constant curvature K. This means that

’ exp(r)

d—1
sinh®™1(t) dt < o4_1r () . (14)

VOld(Mn) S Volsé((r) = O'dfl/ 5

t=0

Thus, whenever r = O,,(log(n)), this allows for an e-cover of size O,,(poly(n)). The rest of the
proof follows directly from that of Proposition 3.5] O

Another example of a class of manifolds that fall in the learnable regime are those which are a-
strongly convex [82]], a property that can be leveraged in instances of Riemannian optimization.
This property is extended from the standard notion of strong convexity on Hilbert spaces.

Definition B.10 (a-strong convexity of a Hilbert space [50]). Given a real Hilbert space H with

inner product (-, -) and corresponding induced norm || - ||, denote by Bg(c) the closed ball of radius
R centered around ¢ € H. A subset A C H is a-strongly convex if there exists a set C C H such
that
A= Bgle), (15)
ceC
_ 1
where R = 5.
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Figure 5: Enumeration of Gray code for n = 7 bits. Each column corresponds to a bitstring where
black square is equal to 0 and tan square is 1. Note that the variation takes place largely in the last
entries (bottom-most).

The above definition captures the equivalent notion in the Euclidean space R¢ that an a-strongly
convex set A C R? is one where for any &,y € A and unit norm z € R< such that ||z|| = 1, we
have that [82]]

(1 -tz +ty +a(l — t)t|xz — y||*z € A. (16)

Riemannian manifolds are a-strongly convex if the image of the exponential map over inputs in a
set A living in the tangent space are a-strongly convex in the Euclidean sense.

Definition B.11 (a-strong convexity of a Riemannian manifold [82]). Let M be a Riemannian
manifold that is uniquely geodesic (i.e. any two points &,y € M can be connected by a unique
geodesic). Then, M is Riemannian a-strongly convex if for any © € M, the set

Exp, (M) = {y € ToM : z = Exp,(y), z € M} (17)
is a-strongly convex with respect to the inner product | - | on T, M in the sense of Definition[B.10}

The above definition places restrictions on the diameter of manifolds, essentially placing them in the
setting of bounded radius manifolds studied in Example [B.9]

Example B.12 (Strongly convex manifolds). As stated in Definition[B.10]for any a-strongly convex
manifold M, the diameter of Exp_, ! (M) is at most 2r = o~ L. For a sequence of such Riemannian
a-strongly convex manifolds { M, }, as long as the metric over the manifold in the normal coor-
dinates at T, M is bounded everywhere (or say the curvature is bounded), then such sequences of
manifolds are efficiently sampleable similar to the setting of Example

C Proofs for Section 3.2

C.1 Space-filling manifold

To construct a manifold which achieves the desired lower bound, we form a customized manifold
which acts as a space-filling curve touching exponentially many quadrants of the n-dimensional
hypercube. This space-filling curve is constructed by maneuvering around a Gray code which enu-
merates Boolean strings in such a fashion that successive strings differ by Hamming distance one.
This procedure is motivated by and reminiscent of techniques used in constructing Hilbert curves
from Gray codes [184].

Lemma C.1 (Gray code [51])). For every integer k > 0, there exists a bijective function G : [2F] —
{0,1}* enumerating length k bitstrings such that successive bitstrings G (i) and G(i + 1) differ in
only one coordinate, i.e., |G(i) — G(i + 1)|g = 1 where | - |y denotes the Hamming distance.

As a simple example, for k& = 3, the sequence [000,001,011,010, 110,111,101, 100] is one such
Gray code which can be constructed recursively as a binary-reflected Gray code [60]. We also
visualize the k£ = 7 bit Gray code in Figure

Given an intrinsic dimension d, we will construct manifolds M as products of P; = {x €
[0,1]471}, the (d — 1)-dimensional hypercube, and a one-dimensional submanifold over the re-
maining dimensions, which resembles a one-dimensional space-filling curve. The submanifold is
constructed to touch the corners of the hypercube following a Gray code.

One-dimensional space-filling curve construction. Our goal is to construct a one-dimensional
sub-manifold M C [0, 1]"~*! that covers as many quadrants of the hypercube as possible. Given
a radius of curvature R, which we will later set to be within the bounds of the stated reach, let
ng = [(n —d+1)/6g] and g = [4R?]. In our construction, we will use the Gray code on np
bits and map these to bitstrings in dimension n by copying the bitstring of the Gray code Jp times.
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Figure 6: Shape of constructed manifold M.

This construction will allow the manifold to have radius of curvature conforming to the given bound
on the reach.

Specifically, let G : [2"%] — {0,1}"" be a Gray code over np, bits, which maps indices 1, ...,2"%
to the corresponding bitstring in the Gray code (see Lemma . Then, for i € [2"F] let b; =
G(1)®7 @© 0,,_,,,, where G(7)®°r is the bitstring G(i) repeated d times and Oy, is the bitstring of
length k with each entry equal to 0. Oy, is concatenated at the end to ensure the input is of dimension
n. Then, the space-filling sub-manifold takes the form:

2"R
M,, = U {bkl ;‘bk+1 n (bk —2bk+1> cos(t) + (b’“_;kl) sin(t) : t € [0,7T/2]}.

k=1

(18)

As an example, the manifold M3 is visualized in Figure[6] Indexing of the bitstrings by, is assumed
circular and taken £ mod 2".

Lemma C.2. The manifold M, defined in Equation has Rch (M,,,) = R. Furthermore,
defining

Round(My) = { 3 (sg(e — 10 /2) +1,,) s € My, | (19)

as the operation which projects each point onto the nearest corner corresponding to bitstrings of the
hypercube, we have that | Round(M,, )| = 2™~.

Proof. Each segment of the manifold in Equation || is an arc of a circle centered at %

and of radius v/0g /2. For two segments indexed by &’ such that |k — k’| > 2, the segments differ
maximally in at least 0 locations so the medial axis between these segments is at least /0r/2 > R
distance away.

Between neighboring segments indexed by & and k + 1, we note that we have a curve which consists
of circular arcs from [05,,, 15, /2, 15,]®st0 [05,, L5, L5, /2]®s and then to [15, /2, 15,, 05, B s
for some bitstring s which is shared between all of the points in the curve. Here, for simplicity, we
have permuted the distinct elements in the neighboring segments to the beginning of the bitstrings.
Consider now the medial axis of this curve and set g = 1 for simplicity as the general case will
directly follow. Here, the medial axis takes the form of points [a, 1 — b, c] ® s where 0 < a,b < 1/2
and 0 < ¢ < 1. For any such point where ¢ > 0.5 or ¢ < 0.5, the nearest point in the manifold will
be a point in the first or second segment respectively. For such points, the medial axis will thus be
the center of the corresponding circle which the arc spans. When ¢ = 0.5, if a = b < 0.5, then the
unique nearest point is always [0, 1,1/2] @ s. Otherwise, if c = 0.5 and a < b or b < a, the nearest
point in the manifold will be a point in the first or second segment respectively as in the previous
case. Putting this all together, the reach of this manifold is /65 /2 > R.
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Finally, to count the number of elements in Round(M,, ,, ), note that setting ¢ = 7 /4 for segment k
in Equation (I8)) obtains a point of the form

1 2 2
(br—1 + bry1) 3 (1 - {) + %blv (20)

The above is rounded to bg. Applying this procedure for all k gives 2”7 total rounded points. [

Corollary C.3. For a sequence of manifolds {M,,} of intrinsic dimension d = O(1) and reach
Rch (M) = O(n®) for a < 0.5 taking the form of Lemma the manifold covers exponentially

many quadrants of the Boolean cube, i.e. | Round(M,, )| = 2",

In our proofs, we will consider the setting where we have a sequence of manifolds of increasing
intrinsic dimension n and bounded reach. We choose the parameters of this sequence as follows.

Definition C.4 ((«, d)-sequence of manifolds). For given intrinsic dimension d and bound on the
reach R = O(n®) for some a < 0.5, set n = [4R?*|n;, + d — 1. We construct a sequence of
manifolds {M,,} of the form given in Equation with the given values of R, n,d where n is
incremented by increasing values ny,.

C.2 SQ hardness

We present here the hardness results in the statistical query (SQ) model by mapping a class of hard to
learn Boolean functions to real-valued neural network functions, which approximate those Boolean
functions well. This follows a commonly used set of proof techniques employed in 36, 32} 26\ 48]].
We follow most closely the line of reasoning in [26] for showing hardness results for learning two
hidden layer ReL'U networks though the nature of the distribution in our case will allow us to show
SQ hardness results for single hidden layer networks. Similar hardness results based on reductions
to cryptographically hard problems as shown in the work of [32]] are also provided in Appendix[C.3]

Hardness in our setting is based on classic results of the SQ hardness of learning parity functions
over Boolean inputs [55,[T1]]. A parity function ys : {0, 1}¢ — {0, 1} is a Boolean function taking

the form
Xs(wp) =Y [wp]i mod 2, @1
i€s
which determines whether the summation of the input Boolean string over indices in the set S C [d]
is even or odd. The class of such parity functions indexed by subsets S C [d] is exponentially hard
to learn in the SQ model.

Theorem C.5 (SQ hardness of parities [11} 55], see also Theorem 4.3 of [26]). Any SQ algorithm
given SQ access to the distribution of labeled pairs (xy,y) where x, ~ Unif({0,1}%) and y =
X s (xp) for an unknown S C [d] capable of learning x s up to classification error e sufficiently small
with queries of tolerance T requires Q(7%2%) queries.

For Boolean inputs x;, € {0, 1}, the parity function xs(a;) can be constructed as a single hidden
layer neural network with O(d) nodes. Ideally, one would want to replicate this over real-valued
inputs, but since ReLLU networks are continuous, this construction cannot be made exactly. [32]]
show that, in practice, one can form a network which is equivalent to the sign function for all but a
small percentage of inputs. Combined with an indicator function that zeros out the output wherever
such inputs cannot be rounded exactly, they show that equivalent hardness results can be obtained in
real-valued settings. This construction was extended to SQ settings by [26].

In our setting where the underlying distribution is uniformly drawn from the space-filling manifold
described in Appendix we can resort to a simpler construction given that most input values
are either 0 or 1 at any point in the space-filling manifold. This lets us identify approximate parity
functions which for all but an exponentially small fraction of inputs is equivalent to the Boolean
parity function.

To achieve this goal, we need to map Boolean parity functions xs : {0,1}"™ — {0,1} to real-
valued neural network functions f : R™ — R that approximate the parity functions appropriately.
In this construction, for given intrinsic dimension d and bound on the reach R = O(n®) for some
a < 0.5, we set n = [4R?]ny + d — 1 in the construction given in Appendix (n chosen so
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that the number of bits in the Gray code n g is equal to n,). Each input entry is repeated [4R?]
times in this construction, so for a given input € R™, we define P : R™ — R™ as an operation,
which selects one of the [4R?] many equivalent inputs for each of the n;, potentially unique values.
That is, for segments of the manifold taking the form of Equation (I8), each segment is a sum of
elements b; = G(i)®% @& 0,,_,,, where G : [2"] — {0,1}" is a Gray code over n;, bits. Setting
Px = [x].n, to capture the first n, elements then suffices to perform such an operation.

The intuition for our construction is as follows: We have to show that at most points on the manifold,
inputs are with high probability equal to some Boolean string. If we choose the marginal distribution
over the first k input locations of Pz with k < n; sufficiently smaller than n;, then with high
probability, these will always be constantly set to either value 0 or 1 in the segments of the manifold
(Equation (T8)). This is because the reflected Gray code is formed by changing the right-most bits
first whenever possible so the left-most bits are constant along most segments. We formalize this
below.

Lemma C.6. Let Dy, denote the uniform distribution over the («, d)-sequence of manifolds M,,
constructed in Definition for given bounds on the reach R = O(n®) and intrinsic dimension
d. Given x € M,, constructed over the binary code over ny, bits, let [Px).,,, —+ denote the vector
consisting of the first ny, — t entries of Px for t € [ny]. Then, with probability 1 — O(27t), a draw
of © ~ D, will have the property that [Px).,,—+ € {0,1}™~t. Additionally, with probability
2= + O(27") over independent draws x,x' ~ Dy, [Px|.ny,—t # [Px').n, -+ and the resulting
values will differ in at least one location.

Proof. In the binary reflected Gray code G : [2"*] — {0, 1}™ over n, bits, at any location ¢ € [2™¢],
there exists a span of integers [a,b) containing ¢ of length b — a = 2! such that [G(j)]n,—t =
[G(§")]n,—1 is equal for all 5,5 € [a,b). Furthermore, by removing the endpoints where for any
47" € [a+ 1,b — 1), any entry of [G(j)]x for k € [ny, — t] will also have the property that
[G()]k = [G(§")]k (see Figure [5| for example for a visualization of this property). The value at a
given point in a segment of the manifolds in Equation (I8) is not equal to zero or one only when
bitstring indices are differing in three adjacent points in the Gray code. Given a random point
x ~ Dy, it will fall within a given segment of the Gray code spanned over elements ¢ — 1,4,7 + 1
of the Gragf code for i ~ Unif([2"¢]). Thus, the probability that [Px].,,—+ € {0,1}"*~" is at least
1-0(27).

To prove the additional fact, note that for any z € {0, 1}"”’t, we have that

2t —8

Pl[Peln,o =2 > 2

This follows from the previously stated property that at any location ¢ € [2™¢] in the gray code, there
exists a span of integers [a,b) containing 7 of length b — a = 2¢ such that [G(j)]x = [G(j')]x is
equal for all j, 5’ € [a+ 1,b — 1) and all k¥ € [ny — ¢]. From this span [a, b) we remove the first
and last three indices to get the span [a + 4,b — 4) over which [G(i)]n,—+ = [G(i + k)]s, for
all i € [a+4,b—4)and k € [-2,2]. Le. this span is chosen to ensure that x,,, _; is constant
in Equation over those segments of the Gray code. From here, we have that over independent
draws @, ' ~ Dy, :

(22)

PoaimDdpe, [PTlmy—t = [P )iny—ts [PE]iny— € {0, 1} ] = > P[[Pxlip,—1 = 2°
ze{0,1}"p ¢
<  max P[[Px]n,—t = 2]
ze{0,1}"p ¢
2t -8
<1-—(2m 7t —1)
2m0
<27 4 8(277).
(23)
The second line above follows from Hélder’s inequality. The third line above applies Equation (22)).
Noting that the last term is 2!~ + O(27%) completes the proof. O

The above shows that with exponentially high probability, samples drawn from the distribution over
the space-filling manifold will be equivalent to those drawn uniformly over Boolean inputs. This
lets us complete the proof of hardness.
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Theorem C.7. Let Dy, denote the uniform distribution over the (o, d) sequence of manifolds M.,
constructed in Definition|C.4where Rch (M,,) = O(n®) for a < 0.5. Any SQ algorithm A capable
of learning the class of linear width single hidden layer ReLLU neural networks under this sequence
of distributions up to mean squared error sufficiently small (¢/8 suffices) with queries of tolerance T

Q@) .
must use at least (722" ) queries.

Proof. Given the sequence of manifolds {M,,} from the construction in Definition we have
np = Q(n*~2%) which is chosen to fit the bounds on the reach of the manifold.

Given a parity function x5 : {0,1}¢ — {0, 1} taking the form
Xs(@y) = _[wp]i mod 2, (24)

€S

consider its continuous approximation Y : [0,1]¢ — {0, 1} defined as

~ ( )7 Ziesmi—k Zieswie[k,k+1],ke{0,2,4,...,d} 25)
XS = 41 =g Syeqmi € [k + 1),k e {1,3,5,...,d—1}

Note, that the above is valid for d even and a similar equation can be obtained for d odd. The above
is also piecewise linear and can be constructed as a single hidden layer ReL.U network with O(d)
width. We consider learning the class C of single hidden layer networks consisting of

C={fs:8C [ny—t]} where fs(x) = Xs ([Px]in,—t) - (26)
Setting ¢ = ny/2 suffices by Lemma to guarantee that [Px].,, /> is a Boolean string with
probability 1 —O(2~%(™)), Furthermore, for x, ' drawn i.i.d. from D, , [Px]., j2 # [PT'|iny 2
with probability 1 — O(2~%™)). Conditioned on this event, the distribution of (fs(x), fs(x')) is
equal to Unif({0,1}?). Since n, = Q(n'=2%), we can apply Theorem noting that learning

the function class up to MSE e sufficiently small suffices to distinguish the distribution task in
Theorem [B.7} O

C.3 Cryptographic hardness reduction

Here, we will prove hardness results for learning single hidden layer networks under cryptographic
hardness assumptions following the methodology in [32]]. First, we detail the construction of Gol-
dreich’s pseudorandom generator (PRG) [49] which are used as the basis for the hard to learn class
of single hidden layer neural networks in [32]. In fact, [32] show that given random Boolean inputs,
a neural network with width w(1) suffices to construct these hard to learn functions. From here,
we show that the manifold constructed in Section can produce inputs that are approximately
uniformly distributed over the Boolean cube when restricted to a certain set of input locations. This
lets us directly apply the results of [32] to this distribution.

Pseudorandomness assumption The pseudorandom functions are constructed over an (n, m, k)-
hypergraph with n vertices [rn] with m ordered hyperedges S, ..., Sy, each having cardinality k
and no repeated entries. Hypergraphs are drawn from the Erdés—Rényi distribution G,, ,,, ,, Where
each hyperedge is drawn i.i.d. from the set of n!/(n —k)! possible hyperedges (equivalent to ordered
sets).

Definition C.8 (Goldreich’s pseudorandom generator (PRG) [49])). Given constant integer k£ > 0,
predicate P : {0,1}* — {0,1}, and a (n, m, k)-hypergraph G, Goldreich’s pseudorandom gener-
ator (PRG) is the function fp g : {0,1}" — {0,1}™, such that given input € {0,1}" returns
frc(x) = (P(xzs,),...,P(xs,,)). The PRG has polynomial stretch if m = n® for some a > 1.

Denoting the collection of functions fp ¢ over (n, m, k)-hypergraphs as Fp , ., then Fp , ., is an e-
pseudorandom generator (¢-PRG) if every polynomial-time probabilistic algorithm A has advantage
at most e in distinguishing pairs (G, fp,¢(z)) from random pairs (G, y) where y is drawn i.i.d. from
the uniform distribution on {0, 1}™. This is formalized below.

Definition C.9 (¢-pseudorandom generator (e-PRG) [32]). Fp.,,m is an e-pseudorandom generator
(e-PRG) if for every polynomial-time probabilistic algorithm .4, it holds that

|Pand, i, [AG, fra(®) = 1] = Pang, ,oy~b. AGY) =1]| <6, 27)

where B, denotes the uniform distribution over bitstrings {0, 1}.
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The cryptographic hardness assumption posits that there does exist such a class as above for which
it is hard to distinguish between the cases where y is completely random or the output of a randomly
drawn function fp .

Assumption C.10 (Existence of e-PRG [32]). For every constant s > 1, there exists a constant k
and a predicate P : {0,1}¥ — {0,1}, such that Fp,, ,,+ is 3-PRG.

Hard to learn neural network function class We follow the procedure in the previous subsection
to map hard to learn Boolean functions to the task of learning real-valued functions where inputs are
drawn from the data manifold. In this procedure, we must show that instances where a given input
does not correspond to a Boolean string occur with a vanishingly small probability. Following the
previous construction, for given intrinsic dimension d and bound on the reach R = O(n®) for some
a < 0.5, we again set n = [4R%]ny, + d — 1 in the construction given in Appendix (n chosen
so that the number of bits in the Gray code np is equal to np). As each input entry is repeated
[4R?] times in this construction, we recall the definition of P : R™ — R™ selecting one of the
[4R?] many equivalent inputs for each of the n;, potentially unique values. The following lemma
then guarantees upon that taking the first n;, — ¢ entries, with probability 1 — O(27?) the distribution
of [Px].,—+ Will be equivalent to the uniform distribution over Boolean strings.

Lemma C.11. Let Dy, denote the uniform distribution over the (o, d)-sequence of manifolds M.,
constructed in Definition for given bounds on the reach R = O(n®) and intrinsic dimension
d. Given x € M,, constructed over the binary code over ny, bits, let [Px).,,—+ denote the vector
consisting of the first ny, — t entries of Px for t € [ny|. Denoting PDpy, as the distribution
of [Px].n,—t for © ~ Dy, we have that with probability at least 1 — 23, PDpy, returns a
uniformly random Boolean string:

Bn,—+ wp.1—2371

Drcm w.p. 237t (28)

o~ |

where By, denotes the uniform distribution over bitstrings {0, 1}* and D, is an arbitrary distribu-
tion handling the event where draws from the distribution PD p4, are not uniform over the Boolean
string.

Proof. It suffices to show that there exists an event E occuring with probability at least 1 — 23~

such that conditioned on this event, for every z € {0,1}™ %
P [[Pm}:nb_t = z|E} = Qtﬂ”’, 29)

ie. every bitstring z € {0,1}" " is returned with equal probability. In fact, previously in

Lemma|[C.6|and specifically Equation (22)), we showed that

2t —8
2me

Therefore, we can construct the event E' by taking the union over the bitstrings z, each of probability

28 ignoring a portion of the distribution whenever a given P[[Px].,,—+ = z] exceeds this value.

2™b

This implies that

Pl[Px].n,—t = 2] > (30)

t_
P[E] > 2~ (22%8) 1o, G31)

O

Theorem C.12 (Cryptographic hardness). Let Dy, denote the uniform distribution over manifolds
M, constructed in Definition where Rch (M,,) = O(n®) for o < 0.5. Set a > 0 to be
constant. Then under Assumption |C.10} there does not exist any polynomial time algorithm A that
with probability 1 — § for 0 < 6 < 1/2 is capable of learning the class of width O(n®) single
hidden layer ReLLU neural networks under this sequence of distributions up to mean squared error
sufficiently small (e/40 suffices).

Proof. Theorem 8 (part 3) of [32] states that under Assumption|C.10] there does not exist an efficient
algorithm to learn the class of O(n®) width neural networks under the uniform input distribution
B,,, over bitstrings {0, 1}™. Namely, they show that there exist a set of neural network functions
f : R™ — [0,1] that have the property that they recover a hard to learn Boolean DNF formula
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f(x) € {0,1} for any & € {0, 1}™. They then show that any algorithm which with probablhty 1-46
returns a hypothesis hy, : {0, 1}™ — {0, 1} achieving classification error Py, [hs(x) # f(x)] <
1/10 suffices to contradict Assumption

Any efficient algorithm can only take O(poly(n)) samples. From Lemma we can set m =
ny/2 with t = ny/2 so that with probability at least 1 — exp(—n?(})) a given sample is drawn
from B,,, />. By union bounding over O(poly(n)) samples, we are guaranteed that all samples are
drawn i.i.d. from B,,, /» with probability 1 — ¢’ for ¢’ vanishing exponentially in n. Given any input
xp € {0,1}™, we can convert it to a random point on the corresponding quadrant in the manifold
x = Tz, € M, by drawing ¢t ~ Unif([0,7/2]) and applying Equation . This recovers the
distribution D4, . Now, assume that the algorithm for learning single hidden layer neural networks
under the distribution Dy, returns a hypothesis h : R" — R. We can convert this to a boolean-
output function &’ : R™ — {0, 1} by setting h’(x) = sign(h(x) — 1/2). Note that (see also Lemma
23 of [32]) whenever b/ (Txy,) # f(x) then (h(Txp) # f(xp))? > 1/4 and

PaynB, tmUnit((0,/2)) [0 (T®0) # f(23)] < 4Bg, o, tmtmit(0,n/2]) [(R(T ) — f(wb))Q](éz)
The right hand side above contains the mean squared error loss over random Boolean inputs. This is
equivalent to the mean squared error loss under the distribution D4, up to an exponentially small
correction for the event where [Px].,, —; is not Boolean. Thus, learning the function f up to mean
squared error €/40 suffices to output a function A’ achieving classification error €/10 (up to these
exponentially vanishing corrections). Applying Theorem 8 of [32] finishes the proof. O

C.4 Volume bounds based on reach

The reach of a manifold lower bounds the radius of curvature of a manifold. In our setting where
manifolds are contained within the hypercube [0, 1], restrictions on the reach can intuitively limit
the space-filling capacity of a manifold resulting in upper bounds on the volume of the manifold.
Namely, as we will show below, for a sequence of manifolds {M,,} of intrinsic dimension d, if
the reach is bounded by Rch (M,,) = w(n"®), then the volume of the manifold is Vol (M.,,) =
poly(n). This implies that the results proven in the previous subsections are tight up to Rch (M,,) =
©(n%?), where similar exponential hardness results may apply though are not immediately obtained
from our proofs. We formally detail the tightness of our results in what follows below.

Our volume bounds will follow from Lemma B.1 of [3]] which locally bound the volume of a mani-
fold of bounded reach contained within a ball.

Lemma C.13 (Adapted from Lemma B.1 of [3]). Consider a Riemannian manifold M C R"™ of
intrinsic dimension d with reach bounded by R < Rch (M). Let D be a measure on R™ supported
on M with density function f with respect to the volume measure Volyg where f is Lipschitz smooth
and bounded by 0 < fuin < f(@) < fiax for all z € M. Denote B(x,h) = {’ : |l — 2| < h}
as the ball centered around x of radius h. Then for any xy € R™ and h < R/8, it holds that

D(B(z, h)) < (5/4)%22% f,... wq max { (n? — d(z, M)?)"? ,0} . (33)

Lemma C.14. Denote B(x,h) = {x’ : ||x — &'|| < h} as the ball centered around x of radius
h. Given a manifold M C R™ of intrinsic dimension d bounded in reach by Rch (M) > R, the
volume of the intersection of the manifold and a ball B(x, h) with h < R/8 is bounded by

R\ ¢
Vola (M 1 B, b)) < <2> , (34)
where wq is the volume of the d-dimensional unit ball.

Proof. This is a consequence of Lemma B.1 of [3] recalled in Lemma|C.13|setting fiin = finax = 1
to recover the standard volume measure, i.e. for a given point x € R™ and h < Rch (M) /8,
Lemma states

Volg (M N B(z, h)) < (5/4)7?2%w, (b — d(z, ) (35)
Applying the bound h < Rch (M) /8 and noting that (5/4)%/224(1/8)¢ < (1/2)¢ completes the
proof. O
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The above lemma provides an immediate bound on the volume as one can note that for large enough
n, any manifold M C [0, 1]™ is contained within a single ball B(z, h) for h = w(n®?).

Proposition C.15. Given a sequence of manifolds {Mno} of intrinsic dimension d (fixed and inde-
pendent of n) and reach bounded by Rch (M,,) = w(n"®), the volume of the manifolds grows at
most Volg(M,,) = O(poly(n)).

Proof. There exists large enough n such that [0, 1]™ is contained within a ball of radius equal to the
bound on the reach Rch (M,,) = w(n®5). Applying Lemma with h = /n/2 and x = 1/2
then implies that for large enough n:

d
Volg (M,,) = Volg (M,, N B(x, h)) < wq (\{Lﬁ) = poly(n). (36)

O

Remark C.16. The above implies that manifolds with reach bounded as Rch (M,,) = w(n®?) fall
within the class of efficiently sampleable manifolds defined in Definition[3.2] The proof above does
not extend to the setting where Rch (M,,) = Q(n°%). Covering number bounds (e.g. see Theorem
2 of [61]]) show that exponentially many (in n) balls of radius cn®® are needed to cover the space
[0, 1]™ when c is sufficiently small. Therefore, Proposition does not guarantee that volume is
polynomially bounded in n specifically for the setting where Rch (M,,) = ©(n°5).

D Experiments confirming learnability results
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Figure 7: Replication of Figure [3a] where the target is a neural network of the same form but with
randomly chosen weights. Results are aggregate over five random initializations.
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Figure 8: Replication of Figure [3b| where the trained neural network is overparameterized in both
width (3 hidden layers instead of just 1) and width. Results are consistent with that of Figure [3b|
further corroborating the hardness of this learning task. Results are aggregated over five random
initializations including random tuning of the optimization hyperparameters.
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For Figure [3a] the data is generated by drawing random unit norm vectors from a subspace of
dimension d = 10 with ambient space of dimension n. The random d-dimensional subspace is
obtained by drawing a random n x n orthogonal matrix and taking its first d = 10 columns. Target
functions for Figure [3a] are drawn from the class in Equation (5) in [36], which form a hard class
of single hidden layer neural networks to learn under the i.i.d. Gaussian input model. We set the
hidden layer width k = n/4 = O(n) for this construction. To corroborate these findings, we also
show in Figure[7]that the results are consistent when the objective is to learn a target function which
is a single hidden layer ReLU neural network with randomly chosen weights of the same form. To
normalize all target functions to have a consistent MSE benchmark, we divide by the norm of the
function which is approximated by taking the average norm over a batch of 100 randomly chosen
inputs.

We use the Pytorch package for our neural network experiments [[73]. Training a single neural
network on the tasks shown in Figure [3] took no longer than a few minutes on a single GPU. For
the learnable setting in Figure we use a training set of size 1000 and a neural network of a
single hidden layer and width 100 to learn the target function. For the hard setting of Figure 3b]
we provide the algorithm with a fresh randomly drawn batch of data each training step. The trained
neural network is overparameterized with width 2n in these experiments. For the hard setting in
Figure we also attempted to learn the target function with an overparameterized network with
three hidden layers and width 2n. The results, shown in Figure[8] are consistent with those shown
in Figure [3b] In all experiments, the learning rate for the optimizer was varied by the default value
times a random multiplicative factor exp(c) where ¢ ~ Unif ([—2, 1]); results were largely consistent
across all ranges of the tuned values.

E Estimating Intrinsic Dimension

E.1 Details on Experimental Setup

Following [87]], to calculate the intrinsic dimension at a given point p € M, we sample a local
neighborhood of points around p by noising p a small amount. Then, from a trained diffusion
model, we collect a series of score vectors {s;}~, at the sampled neighborhood which point in
the direction of the de-noised sample. We then apply PCA upon this collection of N score vectors
(treated as a matrix S € R™*") which gives us a basis for the tangent space T, M and normal space
NpM. Given potential instabilities inherent in training diffusion models and performing statistical
estimation on manifolds, we use the stable rank to estimate the rank of S [91]. Given a matrix M,
the stable rank is given by

R LY
LIS

where || - || and || - || oo denote the Frobenius norm and maximum singular value respectively. Since
S is actually high rank, we estimate instead the rank of sy, — S where sy« is the max singular
value of M to convert this into a low rank estimation problem. We find the stable rank above to be
a more robust measure of estimated rank in comparison to other such metrics such as the maximum
difference in singular values.

(37

We note that this approach can also be taken by estimating the rank over a neighborhood of sampled
points as well. That is, we find that collecting difference vectors between p and the denoised points
as samples also estimates the dimension of the tangent space d accurately. Such a method may be
more suited to higher dimensional inputs. However, to be consistent with prior work, we perform
our analysis on collections of score vectors here. [87]] have confirmed this overall methodology on
synthetic datasets where the intrinsic dimension is known, showing that in general, it outperforms
other statistical means to estimate intrinsic dimension.

Diffusion model and training. For Euclidean datasets, we train a fully-connected 5-layer ReLU
network of width 2048 on 100000 samples for 30 epochs, batch size 64, and a learning rate of
4 x 1074,

For image datasets, we pre-process the images to have pixel values in [—1,1]. We train a DDPM
U-Net 2D model [[79] on 10000 samples for 30 epochs, batch size 64, and a learning rate of 4 x 104,
The architecture is held the same across all three datasets: a ResNet block, a ResNet downsampling
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block with spatial self-attention, and a ResNet block with 64, 128, and 256 channels each (and the
reverse for upsampling).

We use a noise scheduler in the DDPM paradigm with 1000 timesteps between the image and pure
Gaussian noise, with the squared cosine beta schedule introduced by [72]. This training was done
on an NVIDIA L4 24GB GPU.

We investigate synthetic unit hyperspheres to sanity check our method and proceed to three real-
world image datasets: MNIST [35]], Fashion MNIST (FMNIST) [95]], and Kuzushiji-MNIST (KM-
NIST) [29]. For each of the three image datasets, we consider two sizes: the original 28 x 28 and a
downsampled 12 x 12.

E.2 Results on synthetic data manifolds

Following [87]], we verify our intrinsic dimension estimation procedure on unit hyperspheres of dif-
ferent dimension, randomly projected into a higher-dimensional ambient space. We vary intrinsic
and ambient dimension and report estimates of intrinsic dimension measurements (Table [2). We
observe that, generally, the estimated and true intrinsic dimension align well. Our results further
suggest an overall higher accuracy if the intrinsic dimension is small compared to the ambient di-
mension. Figure [9] shows the singular values of the score vector for different configurations; the
curves, resembling a step function, distinguish normal from tangent directions.

Ambient Dim. Intrinsic Dim. Estimated Intrinsic Dim.

20 2 3
20 10 10
20 18 17
100 10 12
100 50 47
100 90 82

Table 2: Estimated intrinsic dimension for the hypersphere.

2-Sphere in 20 Dimensions 10-Sphere in 20 Dimensions 18-Sphere in 20 Dimensions

00 Intrinsic Dim: 10 Intrinsic Dim: 17
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Figure 9: Intrinsic Dimension Estimation on Hyperspheres

E.3 Results on real-world data manifolds

As stated in the main text, we observe that our estimate of MNIST’s intrinsic dimension matches
that obtained in [87]. We observe slightly lower values, which we believe to be due to different
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Dataset Intrinsic Dimension (Std Dev)

MNIST (12 x 12) 29.8 (7.0)
MNIST (28 x 28) 97.0 (18.4)
KMNIST (12 x 12) 52.9 (9.4)
KMNIST (28 x 28) 168.9 (28.6)
FMNIST (12 x 12) 39.8 (10.5)
FMNIST (28 x 28) 299.1 (135.9)

Table 3: Estimated intrinsic dimension for the data manifolds considered. We report the mean across
classes with standard deviation in brackets.

input sizes. In [87]], MNIST images were upscaled to size 32 x 32, which differs from our input
sizes (28 x 28, 12 x 12). In addition to MNIST, we also analyze FMNIST and KMNIST, which have
not been considered in previous studies. Our results suggest that among the three datasets, FMNIST
has the largest intrinsic dimension. Images in FMNIST cover part of the image in comparison to
MNIST and KMNIST; we believe that much of this increase in intrinsic dimension is due to the
larger set of possible perturbations of the image within this area.

We also explore how resizing the image impacts the data manifold’s intrinsic dimension in Figure[I0]
and Table 3] We see that for MNIST and KMNIST, resizing to a smaller ambient dimension can
reduce the intrinsic dimension though at a slightly slower rate than that of the ambient dimension.
We note that all the images we consider here have relatively intrinsic dimension, where the effects
of resizing may be more prominent.

MNIST-12 Intrinsic Dimension Kuzushiji MNIST-12 Intrinsic Dimension Fashion MNIST-12 Intrinsic Dimension

Figure 10: Impact of Resizing on Score Spectrum for Estimating Intrinsic Dimension from Diffusion
Models
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: In this work, we support formal claims with proofs and include experimental
evidence of the main findings.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these
goals are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We have described limitations of our work at various points. Given our work
describes a theoretical setting where we can prove hardness under data manifold assump-
tions, many of these limitations relate to the assumptions fo the work. For example, in the
discussion section, we mention various places where our formal statements do not apply
and mention future areas of work to address these limitations. In our experiments, we also
outline areas of differences between practice and theory.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means
that the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate Limitations” section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The au-
thors should reflect on how these assumptions might be violated in practice and what
the implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the ap-
proach. For example, a facial recognition algorithm may perform poorly when image
resolution is low or images are taken in low lighting. Or a speech-to-text system might
not be used reliably to provide closed captions for online lectures because it fails to
handle technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to ad-
dress problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.
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3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
Justification: All formal statements are proven either in the main text or Appendix.
Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theo-
rems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a
short proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be comple-
mented by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main
experimental results of the paper to the extent that it affects the main claims and/or conclu-
sions of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Code is supplied which replicates all experiments. We include additional
details of experiments in the main text and in appendix.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps
taken to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture
fully might suffice, or if the contribution is a specific model and empirical evaluation,
it may be necessary to either make it possible for others to replicate the model with
the same dataset, or provide access to the model. In general. releasing code and data
is often one good way to accomplish this, but reproducibility can also be provided via
detailed instructions for how to replicate the results, access to a hosted model (e.g., in
the case of a large language model), releasing of a model checkpoint, or other means
that are appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all sub-

missions to provide some reasonable avenue for reproducibility, which may depend

on the nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear
how to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to re-
produce the model (e.g., with an open-source dataset or instructions for how to
construct the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case au-
thors are welcome to describe the particular way they provide for reproducibility.
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In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]
Justification: Code is supplied and details are provided in appendix for experiments.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not
be possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

e The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

 Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: Details of optimizers, hyperparameters, etc. are provided in Appendices [D]

and[El
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of
detail that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropri-
ate information about the statistical significance of the experiments?

Answer: [Yes]

Justification: For experiments where we train neural networks (Appendix [D)), we include
error bars over random instantiations of the training.

Guidelines:

* The answer NA means that the paper does not include experiments.
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10.

* The authors should answer ~’Yes” if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

¢ Itis OK to report 1-sigma error bars, but one should state it. The authors should prefer-
ably report a 2-sigma error bar than state that they have a 96% ClI, if the hypothesis of
Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: Computational resources were relatively limited for this largely theoretical
work. All experiments required only a single GPU (see Appendices[D]and [E)).

Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments
that didn’t make it into the paper).

Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification:
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
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Justification: This work fits within the scope of foundational research and is theoretical in
nature. We do not introduce any new models or techniques, instead focusing on understand-
ing data manifolds and learning in a more theoretical framework. Although this work can
advance our knowledge of machine learning, there are no clear negative societal impacts
that directly arise from this work.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

o If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

* Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact spe-
cific groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

e The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitiga-
tion strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: Our work is largely theoretical and apart from some small datasets like
MNIST, we do not perform any experiments on data that has a high risk for misuse.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by re-
quiring that users adhere to usage guidelines or restrictions to access the model or
implementing safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: The real-world datasets used in our paper are cited with their respective li-
censes explicitly named in the README and are properly respected.
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Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the pack-
age should be provided. For popular datasets, paperswithcode.com/datasets has
curated licenses for some datasets. Their licensing guide can help determine the li-
cense of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New Assets

Question: Are new assets introduced in the paper well documented and is the documenta-
tion provided alongside the assets?

Answer: [NA|
Justification:
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can
either create an anonymized URL or include an anonymized zip file.

Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the pa-
per include the full text of instructions given to participants and screenshots, if applicable,
as well as details about compensation (if any)?

Answer: [NA|
Justification:
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research

with human subjects.

* Including this information in the supplemental material is fine, but if the main contri-
bution of the paper involves human subjects, then as much detail as possible should
be included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, cura-
tion, or other labor should be paid at least the minimum wage in the country of the
data collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
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Justification:
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research
with human subjects.

* Depending on the country in which research is conducted, IRB approval (or equiva-
lent) may be required for any human subjects research. If you obtained IRB approval,
you should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity
(if applicable), such as the institution conducting the review.
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