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ABSTRACT

Conventionally trained image classifiers recently excel in accuracy across diverse
tasks. One practical limitation is however that they assume all potential classes
to be seen during training, i.e. they can not tell ”I don’t know” when encounter-
ing an unknown class. Open set recognition (OSR), which solves this problem of
detecting novel classes during inference, therefore remains an open problem and
is receiving increasing attention. Thereby, a crucial challenge is to learn features
that are relevant for unseen categories from given data, for which these features
might not be discriminative. Previous work has shown that the introduction of
self-supervised contrastive learning to supervised paradigms can support diverse
feature learning and thereby benefit OSR. However, the diversity in contrastive
learning is commonly introduced through crafted augmentation schemes. To im-
prove upon this aspect and ”optimize to learn” more diverse features, we propose
GradMix, a data augmentation method that dynamically leverages gradient-based
attribution maps of the model during training. The idea is to mask out the activated
areas in previous epochs so that the models can pay attention to broader areas and
learn to extract features beyond of what is most discriminative for every class.
The resulting models are expected to learn more diverse features from the same
data source and thus to improve in OSR and model generalization. Extensive ex-
periments on open set recognition, close set classification, and out-of-distribution
detection reveal that our method performs well on these tasks that can often out-
perform the state-of-the-art. GradMix is also beneficial for increasing robustness
to common corruptions. In self-supervised learning, GradMix can increase the
accuracy of downstream linear classifiers compared with baselines, indicating
its benefit for model generalization. Our code is publicly released on https:
//anonymous.4open.science/r/comprehensive_osr-8EEF/

1 INTRODUCTION

Deep neural networks have achieved remarkable performance across various fields, particularly in
object classification tasks, where they can even surpass human accuracy in certain aspects Rus-
sakovsky et al. (2015). However, traditional learning paradigms require the entire dataset to be
available prior to training, and models are typically limited to recognizing only the classes present in
the training set. In real-world scenarios, however, new and previously unseen classes often emerge,
which may be difficult to collect in the short term or even impossible to anticipate beforehand. As a
result, the challenge of recognizing novel classes during inference becomes unavoidable. This task is
referred to as open set recognition (OSR), and it has garnered significant research attention in recent
years Yu et al. (2017); Ge et al. (2017); Hassen & Chan (2020); Dhamija et al. (2018); Yoshihashi
et al. (2019); Zhou et al. (2021); Cao et al. (2021); Miller et al. (2021); Chen et al. (2022a); Vaze
et al. (2022); Xu et al. (2023); Wang et al. (2024). Throughout this paper, we will refer to known
classes as ”in set” and unknown classes as ”open set”.

Existing OSR approaches leverage a range of techniques, including generative models Yu et al.
(2017); Ge et al. (2017), novel learning objectives Vaze et al. (2022); Miller et al. (2021), and en-
sembling Wang et al. (2024). Most of these methods are fundamentally based on the principle of
comprehensively modeling the in set data. Theoretical work in Wang et al. (2024) has demon-
strated that OSR performance is positively correlated with feature diversity. In this paper, we pro-
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pose enhancing models’ ability to learn more diverse features from in set data through two key
strategies. First, in conventional supervised learning paradigms, the phenomenon of class collapse,
where sub-class features are suppressed Jing et al. (2021); Xue et al. (2023); Chen et al. (2022b),
can hinder the learning of diverse features. By combining supervised and self-supervised learn-
ing, this issue can be mitigated, preserving a richer set of sub-class features Chen et al. (2022b).

Method Dataset ID AUROC (in %)

SupCon CIFAR10 8.07 67.15

TinyImageNet 10.04 72.97

SupCon
+ SSL

CIFAR10 14.25 88.75

TinyImageNet 17.47 77.48

Table 1: Comparison between SupCon
and SupCon+SimCLR on ID and AUROC
(higher ID indicates more diverse features).
Higher diversity and better OSR perfor-
mance coincide.

For this, we conduct concise experiments to as-
sess OSR performance and measure feature diver-
sity using the Intrinsic Dimension (ID) metric An-
suini et al. (2019). We compare models trained us-
ing supervised contrastive learning (SupCon) Khosla
et al. (2020) with those trained using a combination
of SupCon and self-supervised contrastive learning
(SupCon+SimCLR) Chen et al. (2020) on CIFAR10
and TinyImageNet datasets. The results, presented
in Table 1, demonstrate that the SupCon+SimCLR
models learn more diverse features and achieve su-
perior OSR performances. The experimental setup
follows section 4.1. Based on these findings, we
adopt this strategy for open set recognition.

Further, we propose a novel data augmentation technique aimed at enhancing feature diversity by
allowing the model to dynamically focus on previously unlearned areas within the data. Leveraging
LayerGAM Jiang et al. (2021), a gradient-based method originally developed for visual explana-
tions, we identify the regions most activated during training. We then mask these highly activated
areas to generate the augmented data. This technique, which we refer to as GradMix, has shown
improved OSR performance when compared to other popular mixing-based augmentation methods.
Moreover, GradMix has proven advantageous for classification under common corruptions and for
improving downstream classification tasks in self-supervised learning.

Our contributions are as follows:

1. We employ both supervised and self-supervised contrastive learning for open set recogni-
tion with the intuition of learning diverse features.

2. We introduce a novel data augmentation method, GradMix, designed to enable models
to learn from broader areas within the data. Extensive experiments on OSR, closed set
classification, and out-of-distribution detection tasks demonstrate that our method either
surpasses or closely matches state-of-the-art performance across multiple datasets.

3. The proposed GradMix enhances classification performance under common corruptions
and improves downstream classification tasks in self-supervised learning.

2 RELATED WORK

2.1 OPEN SET RECOGNITION

Open set recognition (OSR) involves identifying novel class samples during inference. OSR ap-
proaches generally fall into two categories: discriminative and generative models. Discriminative
models Yu et al. (2017); Miller et al. (2021); Hassen & Chan (2020); Chen et al. (2022a); Vaze et al.
(2022); Xu et al. (2023); Wang et al. (2024) often involve designing novel learning objectives to im-
prove the recognition of known classes. For example, Miller et al. (2021) introduces a loss function
that encourages each in set sample to be close to its class center while being as far as possible from
other classes. Similarly, in Chen et al. (2022a), each in set class is separated from other classes and
the learned open set space. Additionally, some methods in this category, such as Yu et al. (2017),
utilize synthesized open set samples generated by techniques like GANs.

Another category of OSR approaches uses generative models to model in set data Ge et al. (2017);
Cao et al. (2021). For instance, Ge et al. (2017) employs OpenMax to model in set data and detects
open sets by comparing features learned from generators between testing data and in set training
data. Similarly, Cao et al. (2021) utilizes a Gaussian mixture variational autoencoder to model in set
data. For a comprehensive review of open set recognition methods, see Mahdavi & Carvalho (2021).
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2.2 MIXING DATA AUGMENTATION

Mixing data augmentation methods involve combining raw samples with other images from within
or outside the dataset. These methods can be broadly categorized into two types. The first category
is pixel-wise mixing, initially introduced as Mixup Zhang et al. (2017). In this approach, augmented
data is created by taking a weighted average of the original samples and their corresponding labels.
An extension of this method, known as manifold Mixup Verma et al. (2019), extends the concept
from mixing raw inputs to mixing latent representations. This extension has been shown to improve
classification performance.

The second category is patch-wise mixing, where a portion of the original samples is replaced. An
early method in this category is CutOut DeVries & Taylor (2017), which involves masking out a
patch of the original samples. CutMix Yun et al. (2019) extends this idea by replacing patches
with resized samples from the same minibatch. SaliencyMix Uddin et al. (2020) further refines
CutMix by identifying the most representative areas in the original data using saliency detection
techniques Montabone & Soto (2010). In addition to these methods, there are many other mixing
data augmentation approaches. For a comprehensive review, see Lewy & Mańdziuk (2023).

3 METHOD

Our approach is centered on the concept of learning diverse features through two primary compo-
nents: the incorporation of self-supervised learning within supervised paradigms and the application
of gradient-based mixing augmentation. In this section, we introduce our framework for open set
recognition and outline the key methodological components that drive its effectiveness. For clar-
ity in the following discussion, we adopt the following notation: uppercase letters represent sets of
scalers, while lowercase letters refer to individual samples within those sets. Vectors are indicated
by bold letters, and uppercase bold letters are used to denote sets of vectors or matrices.

3.1 SUPERVISED AND SELF-SUPERVISED CONTRASTIVE LEARNING

Supervised learning can sometimes lead to class collapse Jing et al. (2021), a phenomenon where the
features of sub-classes become suppressed, resulting in diminished feature diversity. On the other
hand, self-supervised learning has recently gained substantial attention for its ability to extract high-
quality features without the need for labeled data Chen et al. (2020); He et al. (2020); Grill et al.
(2020). Several studies have demonstrated that combining self-supervised learning with supervised
learning helps prevent class collapse and promotes greater feature diversity, as shown in works like
Xue et al. (2023); Chen et al. (2022b). Based on these findings, we integrate this approach into our
open set recognition framework.

We pair SimCLR Chen et al. (2020) and supervised contrastive learning (SupCon) Khosla et al.
(2020) in our method due to their shared foundational principles. SimCLR is a self-supervised con-
trastive learning method that learns representations by minimizing the distances between the original
data and its augmented counterpart in the feature space. For a sample xi and its augmented version
xj within a minibatch of size 2N (with N original samples and their corresponding augmentations),
their representations are denoted as zi and zj . xi and xj form a positive pair, while xi and all other
samples in the minibatch constitute negative pairs. This learning objective is derived from InfoNCE
Oord et al. (2018) and is described in equation 1. SimCLR is designed to maximize the mutual infor-
mation between zi and zj Oord et al. (2018), encouraging the model to capture more of the inherent
features in the sample itself. In equation 1, 1[k ̸=i] ∈ 0, 1 is an indicator function that flags negative
pairs, i.e., xi paired with any sample other than xj in the minibatch. The function sim(·) measures
similarity, typically using cosine function. The temperature parameter τ is a hyperparameter that
controls the learning dynamics between positive and negative pairs. It is clear from equation 1 that
minimizing Lsimclr (i) is equivalent to maximizing sim(zi, zj) while minimizing sim(zi, zk). The
loss for the entire minibatch is the average of Lsimclr (i) across all samples.

Lsimclr (i) = − log
exp(sim(zi, zj)/τ)∑2N

k=1 1[k ̸=i] exp(sim(zi, zk)/τ)
(1)

SupCon extends SimCLR to a supervised fashion and has been shown to outperform cross-entropy
loss in terms of model generalization for object classification tasks Khosla et al. (2020). In SupCon,
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positive pairs are defined as samples belonging to the same class, while negative pairs consist of
samples from different classes. Here, labels are denoted by ℓ. Similar to equation 1, the loss function
for a sample xi is given in equation 2. The set of all positive pairs for xi is denoted by P (i), where
P (i) = {xp|1 ≤ p ≤ 2N, p ̸= i, ℓi = ℓp}. As with SimCLR, the loss for the entire minibatch is the
average of Lsupcon(i) across all samples.

Lsupcon(i) =
1

|P (i)|
∑

p∈P (i)

− log
exp(sim (zi · zp)/τ)∑2N

k=1 1li ̸=lk exp(sim (zi · zk)/τ)
(2)

We combine Lsimclr and Lsupcon linearly with weights θ and λ respectively in a multi-task learning
fashion to minimize class collapse, i.e.:

Lcontra = θ ∗ Lsupcon + λ ∗ Lsimclr (3)

3.2 GRADIENT-BASED MIXING AUGMENTATION

To enable the models to learn more diverse features, we propose an additional data augmentation
method that encourages the models to focus on broader areas within the data. Inspired by the mixing
augmentation techniques discussed in section 2.2, our approach masks out a portion of the learned
areas after each epoch during training. Rather than random masking, we hope the model can pay
more attention to unlearned areas in data. To address this, we propose detecting the activated ar-
eas in the input data directly using the models during training, combined with visual explanation
techniques, such as GradGAM Selvaraju et al. (2017) and LayerGAM Jiang et al. (2021).

One foundational method for visual explanation is GradGAM, which visualizes the learning process
by performing a weighted combination of forward activation maps. We denote the localization map
of the activated areas computed by GradGAM as Mgradcam. As shown in equation 4, Mgradcam is
the ReLU-filtered weighted sum of the forward activation maps Ak, where k represents the index of
the feature maps in the convolutional layer. As expressed in equation 5, the partial gradient of the
model’s output l (In our context, l represents the loss function used during training and l is scalar)
with respect to the feature map Ak indicates the importance of Ak to the final output. Practically, it
is calculated as the average of the partial gradients with respect to each spatial position in Ak, where
i and j are the spatial indices.

Mgradcam = ReLU(
∑
k

αkA
k) (4)

ak =
∂l

∂Ak
=

1

|Ak|
∑
i

∑
j

∂l

∂Ak
i,j

(5)

However, the activation maps computed using GradGAM tend to be coarse and lack precision in
detecting activation areas in the input. To address this, we apply an improved method called Lay-
erGAM Jiang et al. (2021). Unlike GradGAM, LayerGAM can leverage earlier layers in CNNs
to capture finer-grained activation maps. Instead of using a single weight coefficient for the entire
feature map Ak, as in equation 4 and equation 5, LayerGAM assigns individual weights to each
location in Ak, as shown in equation 6. The weighted feature maps Ak

i,j are then summed along
the channel dimension to produce the final activation map Mlayercam, as described in equation 7.

Ãk
i,j = ReLU(aki,j)A

k
i,j (6)

Mlayercam = ReLU(
∑
k

Ãk) (7)

The activation maps computed after each epoch during training are used for data augmentation. A
graphical illustration of our method is provided in figure 1. The ratio between the side lengths of
the patched area and the original image, denoted as γ, follows a uniform distribution, i.e., γ ∼
U(γmin, γmax). In our work, we set γmin to 0.1 and γmax to 0.5, ensuring that the patches can
neither completely cover the entire object in the original samples nor exceed the image margins.
We call our method GradMix. GradMix is applied to the self-supervised component in equation 3,
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Figure 1: Graphical illustration of of GradMix. Three blocks with dashed borderlines refer to the
procedures: A. Data is fed into the feature extractor during forward propagation; B: Activation maps
are computed using the internal feature maps and LayerGAM method. The most activated area is
selected (highlighted using white star in the graph); C: A random sample from the same minibatch
is resized and patched on the most activated area.

and its loss values are weighted by the ratio of the patched area to the original image, which is γ2

assuming the data is square-sized. The overall learning objective then becomes:

L = θ ∗ Lsupcon + λ ∗ (Lsimclr + γ2 ∗ LGradMix
simclr ) (8)

3.3 OSR FRAMEWORK

The previous two sections have outlined our approach for diverse feature learning. In this subsec-
tion, we present our method for detecting open set samples. Given a training set Xtrain, where
Xtrain = X1, ...,XC , with C classes, and Ztrain = Z1, ...,ZC denotes their corresponding feature
representations, we compute classification scores for the test set Xtest following algorithm 1. The
classification score sc for each testing sample is the sum of the top-k similarities with its closet
close set class, which will also be used for detecting open sets through comparing with pre-defined
thresholds.

Algorithm 1 Open Set Recognition Framework

1: Input: Feature encoder E, Xtrain, Xtest, and hyper-parameter k
2: Output: Set of classification scores, Gtest , and predicted labels, Ŷtest , for each Xtest in Xtest.
3: Initialize: Ŷtest = ∅

4: for Xi
test in Xtest do

5: zitest = E(Xi
test)

6: for Zc in Ztrain do
7: Similarities between ztest and each element in Ztrain, Sc = sim(ztest ,Zc)
8: Select the top k values in Sc, Sk

c = max(Sc, k)
9: Gi

test = Gi
test ∪ {sum(Sk

c )}
10: end for
11: ŷitest = argmax(Gi

test).
12: Ŷtest = Ŷtest ∪ {ŷitest}.
13: sc = max(Gi

test)
14: end for

5
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4 EXPERIMENTS

In this section, we present the experimental settings and results for open set recognition, closed set
classification, out-of-distribution detection, corrupted image classification and model generalization.

4.1 OPEN SET RECOGNITION

Following the OSR testbench that widely used in the literature Chen et al. (2022a); Vaze et al. (2022);
Neal et al. (2018), we evaluate our method on six split protocols: MNIST, SVHN, CIFAR10, CI-
FAR+10, CIFAR+50, and TinyImageNet, which are created using the source datasets MNIST Deng
(2012), SVHN Netzer et al. (2011), CIFAR10 Krizhevsky et al. (2009a), CIFAR100 Krizhevsky
et al. (2009b), and TinyImageNet Deng et al. (2009). For each protocol, we repeat the experiments
five times with different splits of in set and open set classes, and then average the results. In ad-
dition to GradMix, we apply the standard augmentations used in SimCLR Chen et al. (2020) for
all protocols except MNIST, to avoid producing confusing samples (e.g., vertically flipping a ”7”
could resemble a ”1”). Due to the same reason and the simpleness of the dataset, GradMix is not
utilized to MNIST. But it can still surpass state-of-art performances. The number of training classes
(denoted by I), the total number of testing classes (denoted by S), and their data sources for each
protocol are provided in table 6 in appendix A.1. The complexity of each protocol is measured by
the openness metric, O = 1 −

√
I/S, which describes the proportion of open set classes relative

to the total number of classes. All models are trained on known classes only and evaluated on test
samples from both known and unknown classes. ResNet18 He et al. (2016) is used as the feature
encoder backbone in all experiments in this section, with the output feature dimension set to 128.

Results The area under the receiver operating characteristics curve (AUROC) is the metric for
evaluating OSR performances. The receiver operating characteristics curve is plotted with the true
positive rate against the false positive rate, which can be interpreted as how much the detection score
histograms of open set and and in set samples are overlapped. AUROC is threshold-independent and
higher AUROC represents better performance at detecting open set samples.

We compare our results with vanilla cross entropy, and the state-of-the-arts (SToAs) in literature,
namely Openmax Bendale & Boult (2016), G-Openmax Ge et al. (2017), OSRCI Neal et al. (2018),
C2AE Oza & Patel (2019), GRROSR Perera et al. (2020), PROSER Zhou et al. (2021), APRL Chen
et al. (2022a), APRL-CS Chen et al. (2022a), OpenAUC Wang et al. (2022), ConOSR Xu et al.
(2023), and MEDAF Wang et al. (2024). The results are listed table 2. Almost all methods show
excellent performance on MNIST and SVHN protocols, expecially for MNIST, which is almost
reaching 100%. Our method achieves the best performance on most complex protocols and similar
performance across all other protocols. Particularly, it demonstrates clear advantage on TinyIma-
geNet with over 1% of increase. We think the reasons lie in the complexity of the dataset. The
performance of contrastive learning can be increased when harder and more variant negative sam-
ples are introduced during training Shu & Lampos (2024). And complex data can provide larger
room for GradMix to mine more features.

Ablations We perform two ablation studies: (1) evaluating OSR performance using various data
augmentation mixing techniques, and (2) assessing the impact of utilizing different deep layers for
computing activation maps in GradMix. Consistent with previous experiments, OSR performance
is measured using the AUROC metric and each result is the average of five trials. All experiments
are repeated with CIFAR10 and TinyImageNet protocols. We fix k = 10 in the OSR framework in
each study for fair comparison.

IMPACT OF DIFFERENT AUGMENTATION METHODS We (re)-implemented and tested four aug-
mentation methods, i.e., Mixup, CutMix, vanilla GradMix (activation maps are computed using
GradGAM) and GradMix. Furthermore, we vary the hyper-parameter α in Mixup and CutMix.
Larger α leads to stronger augmentations (see Zhang et al. (2017); Yun et al. (2019) for details). For
vanilla GradMix and GradMix, we pick layer conv5 2 in ResNet18 to compute activation maps.

The results, as shown in Figure 2, clearly demonstrate that models incorporating augmentations
achieve superior OSR performance across both protocols. GradMix, in particular, improves AU-
ROC by 3% compared to vanilla SimCLR on both protocols. Furthermore, more advanced and
stronger augmentation techniques result in greater performance gains, with GradMix consistently
outperforming all other methods.
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Methods
Protocols MNIST SVHN CIFAR10 CIFAR+10 CIFAR+50 TinyImgNet

Cross Entropy 97.8 88.6 67.7 81.6 80.5 57.7

Openmax Bendale & Boult (2016) 98.1 89.4 69.5 81.7 79.6 57.6

G-Openmax Ge et al. (2017) 98.4 89.6 67.5 82.7 81.9 58.0

OSRCI Neal et al. (2018) 98.8 90.1 69.9 83.8 82.7 58.6

C2AE Oza & Patel (2019) 98.9 92.2 89.5 95.5 93.7 74.8

GRROSR Perera et al. (2020) - 93.5 80.7 92.8 92.6 60.8

PROSER Zhou et al. (2021) - 94.3 89.1 96.0 95.3 69.3

APRL Chen et al. (2022a) 99.6 96.3 90.1 96.5 94.3 76.2

APRL-CS Chen et al. (2022a) 99.7 96.7 91.0 97.1 95.1 78.2

OpenAUC Wang et al. (2022) 99.4 95.0 89.2 95.2 93.6 75.9

ConOSR Xu et al. (2023) 99.7 99.1 94.2 98.1 97.3 80.9

MEDAF Wang et al. (2024) - 95.7 86 96 95.5 80.0

GradMix (Ours) 99.8 94.7 91.33 98.62 97.64 81.92

Table 2: The area under the ROC curve (AUROC) (in %) for detecting known and unknown samples
(Partial results of the baseline methods are from Chen et al. (2022a) and Xu et al. (2023)). ” − ”
indicates there are no given results in literature. Bold numbers indicate the best results. GradMix
outperforms the SoTAs in four out of six protocols and the increase is over 1% on large-scale Tiny-
ImageNet protocol.

Vanilla SimCLR
Mixup 0.1

Mixup 0.2
Cutmix 0.1

Cutmix 0.2CamMix
GradMix

Augmentation Methods

76

78

80

82

84
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)

CIFAR10
TinyImageNet

Figure 2: OSR perfor-
mances of the models with
different augmentation
methods on CIFAR10 and
TinyImageNet protocols.
Clear improvements can
be brought by extra data
augmentations. And Grad-
Mix performs best among
all augmentation methods.

conv4_2 conv5_2
conv3_2+conv4_2

conv4_2+conv5_2

conv3_2+conv4_2+conv5_2

Layers

78

80

82

84

86

88
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)
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TinyImageNet

Figure 3: OSR perfor-
mances of models using
GradMix computed from
different layers and layer
aggregation in ResNet18.
The results indicate that
utilizing different layers,
as well as aggregating
multiple layers, produces
no significant changes in
performance.

SELECTION OF DEEP LAYERS
IN GRADMIX To investigate the
impact of different deep layers and
their aggregation used for computing
activation maps in GradMix, we
evaluate the OSR performances us-
ing GradMix computed from various
layers of ResNet18, specifically
conv4 2, conv5 2, conv3 2 +
conv4 2, conv4 2 + conv5 2,
conv3 2+conv4 2+conv5 2. The
latter three configurations represent
the aggregation of layers to explore
how aggregating features from
multiple depths affects performance.
A detailed illustration of the layer
aggregation is in Appendix A.2.

The results are summarized in figure
3, which indicate that the utilization
of different layers, as well as layer
aggregation, introduces no significant
performance changes, especially for higher resolution data. This suggests that the effectiveness of
GradMix remains consistent regardless of the specific layers used for activation map computation.
We hypothesize that this is due to the consistency of the most highly activated pixels across layers
and it is invariant to linear aggregation of layers when computing the activation maps. In future
work, we plan to expand the location of mixing areas to top-k (k > 1) most activated areas within
the data, with the aim of further enhancing the performance.

4.2 CLOSE SET CLASSIFICATION

In order to evaluate the proposed method on close set classification tasks, we train models on full
CIFAR10, CIFAR100, and half TinyImageNet (the first 100 classes) datasets and test their classi-
fication accuracy as in Chen et al. (2022a); Xu et al. (2023); Wang et al. (2024). We compare the
results with Cross-Entropy, ARPL, ConOSR, and MEDAF. Results are shown in table 3.
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Method CIFAR10 CIFAR100 TinyImgNet

Cross-Entropy 94 71.6 63.7

ARPL 94.1 72.1 65.7

ConOSR 94.6 73 66.1

MEDAF 95.4 77 70.6

GradMix (Ours) 94.1 78 72.46

Table 3: Comparison on close set classification per-
formances (classification accuracy in %) on CIFAR10,
CIFAR100, and half TinyImageNet datasets. The re-
sults of baselines are from Chen et al. (2022a); Xu
et al. (2023); Wang et al. (2024). Our method can out-
perform the baselines on the two larger datasets, CI-
FAR100 and TinyImageNet, with significant increases.

Results All the baselines are supervised
learning methods, which are in principle
better at close set classification, whereas
our method employs self-supervised. For
CIFAR10, there exist very confusing in set
class pairs in some trails, e.g., deer and
horse, which can significantly lower the
close set classification accuracy. The mod-
els can learn more non-discriminative fea-
tures with self-supervised learning, which
can worse the problem. However, our
method can still achieve significantly bet-
ter performances on CIFAR100 and Tiny-
ImageNet and fair results for CIFAR10.
Especially for TinyImageNet (almost 2%),
we think the reasons are similar as for
open set recognition discussed above that
complex datasets offer greater opportunities for contrastive learning to demonstrate its effects. We
evaluate how GradMix helps with generalization to common corruptions in section 4.4 and im-
proving downstream linear classification accuracy for self-supervised learning in section 4.5. Even
though the introduction of self-supervised learning can lower the close set classication accuracy,
GradMix can reduce this effect.

4.3 OUT OF DISTRIBUTION DETECTION

We validate our method on out-of-distribution detection (OOD) tasks. Following the settings for
OOD in Chen et al. (2022a); Wang et al. (2024), we take CIFAR10 as in distribution set and CI-
FAR100 as well as SVHN as out of distribution sets. vanilla cross entropy, ARPL, ARPL-CS, and
MEDAF are baselines. Evaluation metrics are TNR, AUROC, DTACC, as well as AUIN/AUOUT.
TNR stands for the true negative rate when the true positive rate (TPR) is 95%. Let TP, TN, FP,
FN represent true positive, true negative, false positive and false negative respectively (same for the
following text), TNR = TN/(TP + TN) when TPR = TP/(FP + FN) is 95%. DTACC refers
to the maximum of detection accuracy across all possible thresholds. AUIN or AUOUT is the area
under the precision-recall curve (AUPR) when in- or out-of-distribution samples are specified as
positive respectively.

Results The results are given in table 4. Our method can outperform the baselines especially on
the SVHN dataset. We believe the reasons lie in the model having learned many data-dependent
features that overlap with the close OOD dataset CIFAR100.

Method In: CIFAR10 Out: CIFAR100 In: CIFAR10 Out: SVHN

TNR AUROC DTACC AUIN AUOUT TNR AUROC DTACC AUIN AUOUT
Cross Entropy 31.9 86.3 79.8 88.4 82.5 32.1 90.6 86.4 88.3 93.6

ARPL 47.0 89.7 82.6 90.5 87.8 53.8 93.2 87.2 90.3 95.8

APRL-CS 48.5 90.3 83.4 91.1 88.4 79.1 96.6 91.6 94.8 98.0

MEDAF - 92.5 85.4 93.2 91.1 - 99.1 95.3 98.0 99.6

GradMix (Ours) 85.68 93.22 96.57 92.5 90.86 99.94 98.7 99.81 98.5 95.3

Table 4: Results for out of distribution detection. Results of baselines are from Chen et al. (2022a);
Wang et al. (2024). Our method can surpass the baseline and competing works in both settings.

4.4 GENERALIZATION TO COMMON CORRUPTIONS

We evaluate the generalization of the classifiers trained using our method using the testbench pro-
posed in Hendrycks & Dietterich (2018), which tests robustness of the models on common cor-
ruptions. Fifteen types of corruptions are synthesised in this testbench, namely Gaussian noise,
shot noise, impulse noise, defocus blur, frosted glass blur, motion blur, zoom blur, snow, frost,
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Figure 4: Classification accuracy drop of the models trained with
and without GradMix on cifar10 and TinyImageNet datasets. The
average accuracy drop is lower for the models with GradMix on
the both datasets. And models with GradMix are more robust on
most corruption types.

Severity Cifar10 TinyImgNet

SimCLR GradMix SimCLR GradMix

1 7.01 6.66 22.61 25.25
2 11.18 10.04 37.02 31.49
3 15.93 14.03 39.43 38.91
4 23.01 20.49 46.23 45.23
5 33.29 28.64 49.31 48.91

Avg. 18.08 15.97 38.81 37.36

Table 5: Avg. accuracy drop
(lower is better) for different cor-
ruption severities w/o (left) and
with GradMix (right) on Cifar10
and TinyImgNet.

fog, brightness, contrast, elastic, piexlate, JPEG compression. Each type of corruption has five lev-
els of severity and therefore the classifiers are tested with 75 repeats. We use the accuracy drop,
Dc,s = Aclean−Ac,s, as metric to measure the model robustness to the corruption type c of severity
s. We measure Dc,s on the models trained with and without GradMix on CIFAR10 and TinyIma-
geNet datasets. It is easy to infer that lower D indicates higher robustness to the corruptions.

Results The results are demonstrated in figure 4 and table 5. We average Ac,s over the five severity
levels for each corruption type, i.e., D̄c =

1
5

∑
s Dc,s, and the overall accuracy drop D̄ is the average

of D̄c over the 15 corruption types. D̄c of the models with GradMix are lower on both datasets. And
GradMix models are more robust to most of the corruption types.

4.5 MODEL GENERALIZATION ACROSS DATASETS

To validate the effectiveness of GradMix for model generalization, we apply it to self-supervised
learning settings and test the downstream linear classification performances. In order to increase
the experimental diversity, the models are trained with SimCLR and MoCo He et al. (2020) and
different architectures of ResNet18, ResNet34, and ResNet50. For a fair comparison, the batch size
for all models is 256 and the output dimensions are 128. All models are trained on TinyImageNet
dataset and the settings for linear classifiers are all identical. For MoCo models, the queue size and
momentum of updating key encoder are 8196 and 0.999 respectively. The baselines are SSL without
extra augmentation and SSL with CutMix, which is researched in Ren et al. (2022). We record top-1
and top-5 accuracy for evaluation.

Results Figure 5 (Left) demonstrates the top-1 and top-5 accuracy of the self-supervised learning
models trained after 200 epochs. Both top-1 and top-5 accuracy increase with the applying of extra
augmentation methods and the improvements brought by GradMix are higher.

Figure 5 (Right) shows the accuracy change of the linear classifiers with different SSL model training
epochs. Longer training is overall beneficial for all methods. But the improvements are higher and
faster for these with GradMix. It can be concluded from the above findings that GradMix is more
effective for model generalization than other baseline augmentation methods.

5 ANALYSIS & DISCUSSION

To further assess the effectiveness of GradMix, we visualize the feature activations using Lay-
erGAM. A selection of samples is shown in figure 6 (Left), with additional examples provided
in Appendix A.3. These examples are drawn from CIFAR10 and TinyImageNet datasets. It can
be observed that the models trained with GradMix demonstrate larger activated areas, suggesting
that GradMix enables the models to focus on a broader range of regions in the data. This broader
focus likely contributes to the learning of more diverse and informative features. To quantitatively
assess the activated areas in the data, we measure the number of higher-valued pixels in the acti-
vation maps, denoted as CM =

∑
i,j 1Mi,j>τ , where τ is a predefined threshold. We vary τ from
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Figure 5: Top-1 and top-5 linear classification accuracy (in %) on TinyImageNet. (Left) Features
learned using self-supervised learning with different augmentation methods. The results show that
the deployment of extra data augmentation can increase the downstream linear classification accu-
racy for self-supervised learning. GradMix can bring higher improvements than other augmentation
methods, indicating its benefit for model generalization. (Right) Improvement over training itera-
tions of ResNet18 trained with SimCLR and different augmentation methods. GradMix improves
the accuracy more and faster than other methods.
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Figure 6: Comparison on the attribution maps of the models trained on CIFAR10 protocol, trained
with and without GradMix. (Left) Visualizations: (top) model trained with GradMix on CIFAR10
and TinyImgNet; (bottom) model trained without GradMix. (Right) Change of SM with τ . The
values of GradMix models are always higher, indicating broader activated areas in data.

10−5 to 10−3 and plot the fraction of CM to the resolution of M (denoted as SM = CM

|M| ) in figure
6(Right). SM with GradMix is always larger than these with only vanilla SimCLR. Consistent with
the visualizations, GradMix leads the models to focus on a larger portion of the data, suggesting it
helps capture a broader range of features.

6 CONCLUSION

In this work, we proposed a novel approach for open set recognition, combining self-supervised
learning with a gradient-based data augmentation method, guided by the idea of learn diverse fea-
tures. Experimental results demonstrate that our approach surpasses most state-of-the-art methods
in OSR, closed set classification, and OOD tasks. Additionally, GradMix enhances model robust-
ness against common corruptions and boosts downstream linear classification performance in self-
supervised learning, further highlighting its effectiveness for improving model generalization.

Limitations Recent works have reported that model sparsity can increase model robustness to adver-
sarial attacks Timpl et al. (2022). Besides the experiments in section 4.4 on common data corruption,
GradMix could be further evaluated for its effectiveness on adversarial attacks, which is beyond our
current study. Furthermore, as analyzed in Chen et al. (2022c), model sparsification can allow new
neural connections to grow and help the models to escape bad local minima, and hence reduce over-
fitting. It remains to explore if GradMix, probably other data augmentation methods in general, can
achieve the same effects, which can also be the key of learning diverse attribute-related features.
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REPRODUCIBILITY STATEMENT

We used open-source data and models. We also provide detailed descriptions of our implementa-
tion in the appendix. The source code and evaluation results will be made publicly available upon
acceptance.
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