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Abstract

This paper addresses the task of Chinese lexi-
cal simplification (CLS), which aims to replace
complex words in a given sentence with simpler
alternatives that retain the original meaning.
One of the challenges in CLS is the scarcity of
data resources. Previous unsupervised methods
exhibit limited performance, while supervised
methods struggle because of the lack of anno-
tated data. We begin by evaluating the few-shot
performance of several dialogue models at vari-
ous scales on CLS, discovering that their effec-
tiveness is sensitive to different word types. For
large but expensive Large Language Models
(LLMs), such as GPT-4, excel at simplifying in-
dictionary common words and Chinese idioms
compared to smaller models. Therefore, we
propose an automatic knowledge distillation ap-
proach that generates training data for common
words and Chinese idioms using GPT-4, and
then use the training data to fine-tune smaller
models in a unified but word-type aware man-
ner. Besides, even GPT-4 encounters difficul-
ties with out-of-dictionary (OOD) words. To
address this, we employ a retrieval-based inter-
pretation augmentation strategy, injecting rel-
evant information from external sources into
context. The experimental results show that
the fine-tuned small models can obtain superior
performance than GPT-4 for simplifying com-
mon words and idioms, which optimizes the
balance between CLS performance and compu-
tational cost. The interpretation augmentation
strategy can improve the performance of most
models for simplifying OOD words.

1 Introduction

Lexical Simplification (LS) is the task of replacing
complex words in a sentence with simpler alterna-
tives while preserving their structure and original
meaning. LS enhances text readability, benefiting a
wide range of people, such as students (De Belder
and Moens, 2010), non-native speakers (Paetzold
and Specia, 2016), and individuals with cognitive
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Figure 1: The general framework of the proposed word
type-aware Chinese lexical simplification method.

impairments (Saggion, 2017). However, LS is a
challenging task that requires both linguistic knowl-
edge and contextual awareness.

This paper focuses on Chinese lexical simplifi-
cation. One big barrier for CLS is the scarcity of
training data. Consequently, recent researches con-
centrate on unsupervised methods that based on pre-
trained language models (PLMs), e.g., the state-of-
the-art CLS system, BERT-LS (Qiang et al., 2021),
generates candidate words based on the pre-trained
masked language model (MLM) BERT (Devlin
et al., 2018). Despite its simplicity, BERT cannot
fully understand the task, resulting in conservative
substitutions and performance bottleneck.

We observe that recent large generative pre-
trained language models, such as GPT-4 (Achiam
et al., 2023), demonstrate superior task comprehen-
sion through task instructions and a few demonstra-
tions. In contrast, smaller model (ranging from
700M to 7B parameters in this paper) fails to
achieve satisfactory performance, highlighting the
critical influence of model scale. However, the
costs of training, maintaining, and invoking large
language models are enormous. We face a trade-
off between performance and cost when choosing
between small and large models.

In this paper, we aim to improve small models
by learning from and collaborating with GPT-4,
expecting small models to achieve competitive per-



formance compared to GPT-4 while significantly
reducing inference costs. To accomplish this goal,
we present the following contributions:

* First, we conduct a comprehensive analysis
of unsupervised CLS methods based on small
and large language models to gain a deeper
understanding of their strengths and weak-
nesses. We discover that GPT-4 has advan-
tages in task understanding that minimizes the
semantic loss of substitute compared to small
models. Besides, linguistic resources can ben-
efit small models when simplifying common
words in the dictionary. However, all models
exhibit a need for improvement in handling
OOD words.

* Second, we propose a knowledge distillation
framework called PivotKD, which expends
in-dictionary common words oriented train-
ing data generated by GPT-4 for CLS task.
PivotKD samples pivot words from a Chinese
word dictionary and utilizes GPT-4 to generate
sentences containing pivot words, which are
then automatically replaced with alternatives
belonging to varying levels of word complex-
ity. The evaluation results demonstrate that
small models fine-tuned on the training data
yield superior performance compared to GPT-
4 in simplifying common words and Chinese
idioms.

* Third, we propose a retrieval-based interpreta-
tion augmentation strategy to enhance simpli-
fication of OOD words. This strategy involves
querying search engine to acquire an inter-
pretation of target complex word, which is
then injected into the input sentence of model
through a certain prompt template. Experi-
mental results show that GPT-4 and most of
the assessed fine-tuned small models exhibit
improvements in simplifying OOD words.

Our research suggests that we can select the most
appropriate model for each type of complex word
to balance CLS performance and computational
cost between models.

2 Related Work

Lexical simplification primarily follows a pipeline
consisting of three main stages: the identification
of complex words, the generation of substitution

candidates, and the selection and ranking of candi-
dates according to their simplicity and perplexity.
The identification of complex words aims to de-
termine which word is considered complex in a
sentence by a specific target population (Shardlow,
2013; Yimam et al., 2018; Dehghan et al., 2022).
Aligning with current baseline method, we do not
focus on this stage since complex words are given
in test dataset. For further information, the reader
is encouraged to consult a recent survey (North
et al., 2023).
Knowledge-based methods Early research on lex-
ical simplification relied on lexical knowledge
databases to generate substitutes (Carroll et al.,
1998; Drndarevic and Saggion, 2012). However,
databases are not only expensive to develop and
maintain, but also limited in word coverage.
Word embedding-based methods With the advent
of deep learning, semantic similarity computation
based on word embeddings has become a popular
method for substitute generation and ranking (Paet-
zold and Specia, 2017). The cost of training word
embedding models is significantly lower than that
of manually constructing knowledge databases, and
these methods also largely alleviate the problem of
insufficient word coverage.
PLM-based methods Subsequently, pre-trained
language models (PLMs) show strong ability in
capturing contextual semantic information, and
have been proposed for lexical simplification.
For example, BERT-LS (Qiang et al., 2020) in-
troduced an unsupervised method that employs
BERT to generate substitutions for complex words
based on the encoding of the surrounding con-
text. PromptLS (Vasquez-Rodriguez et al., 2022)
found that fine-tuning PLMs can achieve better per-
formance compared to unsupervised approaches.
ConLS (Sheang et al., 2022) fine-tuned an encoder-
decoder model T5 for substitute generation, which
naturally predicts simple words with multiple to-
kens. One challenge in fine-tuning is the scarcity
of supervised training data for certain languages,
such as Chinese.
LLM-based methods Recently, large language
models have been applied for lexical simplifica-
tion through prompt learning-based methods. It
shows that GPT-3 is capable of comprehending
the task and learning task instructions with a few
demonstrations, achieving good performance in
the English language (Aumiller and Gertz, 2022).
This indicates that LLMs have extensive linguistic
knowledge and exhibit strong in-context learning
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Figure 2: Overall results of BERT-LS and three LLMs
in the few-shot setting.

Models Common Idioms 00D
PRE ACC PRE ACC PRE ACC
BERT-LS 86.8 769 708 41.7 340 28.3
ChatYuan 984 224 91.7 830 943 3.80
ChatGLM 720 583 625 292 396 226
Qwen-Chat 75.6 749 250 250 556 55.6
GPT-4 81.6 80.7 292 292 660 66.0

Table 1: Detailed results of simplifying three types of
complex words.

ability. Thus, the critical challenge lies in identify-
ing effective strategies to guide LLMs to generate
the desired predictions. Nonetheless, the processes
of training, deploying, and utilizing LLLMs remain
highly expensive.

Knowledge distillation Knowledge distillation
(KD) aims to enhance the performance of a smaller
student model by leveraging the knowledge from
a larger teacher model (Kim and Rush, 2016). In
this study, we adopt a black-box KD method since
only predictions and hyper-parameters are avail-
able when utilizing LLMs like GPT-4 to obtain
high-quality training data for CLS.

3 Task, Data and In-Depth Analysis

In this section, we provide a brief introduction
to data resource and evaluation metrics, followed
by an analysis of representative baselines that use
BERT and LLM.

3.1 Lexical Simplification Settings

An LS system first identifies complex words in a
sentence and then generates candidate substitutes,
which is known as substitute generation (SG). Con-
sidering complex word identification depends on a
target population, we assume that a sentence and a

target complex word are given following previous
work (Qiang et al., 2021).

Formally, given a sentence s and a complex word
w in s, the task is to generate a simpler alternative
v, a word or a group of words, to form a simpler
sentence s’, which is expected to be smooth, clear,
and maintain the same meaning as s.

3.2 Dataset and Metrics
3.2.1 Dataset

We use the publicly available Chinese lexical sim-
plification dataset HanLS (Qiang et al., 2021).
HanLS includes 524 sentences, each containing
a complex word from the advanced level of the
Chinese Proficiency Test (Hanyu Shuiping Kaoshi,
HSK), and each complex word has 8.51 annotated
simple substitutes on average as reference answers.
Evaluation Metrics Following previous
work (Paetzold and Specia, 2016), we use
precision and accuracy as metrics.

Precision (PRE): The proportion of predicted
substitutes that are the original complex word itself
or appear in the reference answers.

Accuracy (ACC): The proportion of predicted
substitutes that are different from the original com-
plex word and appear in the reference answers.

PRE and ACC are complementary metrics. A
higher PRE indicates a lower probability of pre-
dicting misleading or incorrect words, reflecting
the system’s robustness. Considering a conserva-
tive system may retain a large number of original
words to achieve high PRE, thus ACC is involved
to measure its simplification ability.

3.3 Baseline Systems

We adopt BERT-LS (Qiang et al., 2021) and sev-
eral dialogue models of different scale using few-
shot learning as baselines, analyzing their behav-
iors, and gaining a deeper understanding of their
strengths and weaknesses.

3.3.1 BERT-LS

The input of BERT-LS is formed by concatenating
the original sentence with its copy, in which the tar-
get complex word is replaced with [MASK]. BERT
then predicts substitutes in a masked position.
Since a Chinese word often consists of multiple
Chinese characters and BERT’s tokenizer operates
at character level, BERT-LS accommodates pre-
dictions with varying numbers of [MASK] tags
(e.g., one to four). If complex word is listed in
the Chinese synonymy thesaurus (Mei, 1983), its
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Figure 3: An example of instruction and demonstration
design for prompting LLMs for CLS.
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Figure 4: The outputs of BERT-LS and ChatGPT on
simplifying a Chinese idiom.

synonyms are used as substitutes. Finally, BERT-
LS ranks these substitutes with multiple sources
of evidence, including word embeddings, BERT
scores, and word frequencies.

3.3.2 Dialogue models

We use GPT-4-1106-preview (GPT-4 for short)
and explore its performance through few-shot
learning, incorporating task instructions and three
demonstrations within the context. Figure 3
shows an illustrative example. We also inves-
tigate three open-source small Chinese dialogue
models Qwenl.5-7B-Chat (Qwen-Chat for short),
ChatGLM2-6B (ChatGLM for short) (Du et al.,
2022) and ChatYuan-large-v2 (700m parameters,
ChatYuan for short) (Xuanwei Zhang and Zhao,
2022) under the same setting for comparison.
Specifically, for GPT-4, we extract predictions from
its responses; For Qwen, ChatGLM and ChatYuan,
we extract the predicted top 10 substitutes and rank
them the same as BERT-LS.

3.4 Analysis and Discussion
3.4.1 Overall Results

Figure 2 shows the overall results. ChatYuan does
not perform much simplification, as shown by its
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Figure 5: The outputs of BERT-LS and ChatGPT on
simplifying an OOD word.

high PRE scores and low ACC scores. For dia-
logue models, the performance is directly corre-
lated with model scale. BERT-LS also achieves
impressive results with the aid of external linguis-
tic resources. Overall, GPT-4 demonstrates the
most robust capabilities of task understanding and
instruction following, suggesting its potential for
knowledge distillation.

3.4.2 Analysis

We analyze the relation between the models’ per-
formance and the types of complex words. Specif-
ically, we categorize complex words into three

types:

* Common words: Refer to non-idiomatic
words included in the Chinese word dictionary
named Xinhua Zidian, which covers more
than 320k words.

* Chinese idioms: Idioms or Chengyu, an cru-
cial component of the Chinese language, typ-
ically composed of four Chinese characters
that convey a moral or lesson in a concise and
elegant manner.

* Out-of-dictionary (OOD) words: Refer to
words excluded in Xinhua Zidian, majorly
consists of new words like internet slang.

Table 1 presents the performance of different
models on these types of complex words. GPT-
4 surpasses other models in simplifying common
words, but lags behind BERT-LS on Chinese id-
ioms. In addition, GPT-4 demonstrates a remark-
able advantage in simplifying OOD words, al-
though none of the models achieves satisfactory
results.

We compare the predictions of GPT-4 and BERT-
LS in simplifying Chinese idioms and find that
GPT-4 is undervalued. Figure 4 shows an exam-
ple. GPT-4 often generates phrases that are more
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Figure 7: An instruction for 3-level lexical substitution.

coherent and smooth than single words. In contrast,
BERT-LS primarily predicts single words, aligning
with the format of annotated gold answers. There-
fore, annotations for idioms in HanL.S are expected
to be extended to phrase level.

Simplifying OOD words is a challenge for all
models. Figure 5 shows an example. The term
“magnesium-aluminum” is a Chinese internet slang
that sounds like “beauty” and refers to beautiful
women. Neither BERT-LS nor ChatGPT can pro-
duce suitable answers in most cases, probably be-
cause they have limited knowledge of these OOD
words.

In summary, our in-depth analysis reveals the
following key observations: 1) Small models strug-
gle to grasp the task effectively when not provided
with adequate supervision. 2) The performance of
the task is highly dependent on the type of complex
words.

4 The Proposed Method

We propose a framework, comprising three
key modules: automatic knowledge distillation,
retrieval-based interpretation augmentation, and
a word type-aware controller.

4.1 Automatic Knowledge Distillation

Our objective is to develop a high-quality CLS
training dataset through the knowledge distilla-
tion of GPT-4. We anticipate that the generated
sentences will be grammatically correct, free of

spelling errors, cover a diverse range of topics, and
include precise substitutes. Specifically, we pro-
pose an automatic knowledge distillation strategy
named PivotKD, which relies on GPT-4 and does
not require human intervention. Figure 6 illustrates
its main workflow.

4.1.1 Pivot Word Sampling

We sample words from the Xinhua Zidian dictio-
nary and refer to these sampled words as pivot
words. Our preliminary analysis indicates that GPT-
4 performs well on simplifying common words and
idioms but struggles with OOD words. To ensure
accurate generation of substitutes, we avoid collect
OOD words as pivot words. Besides, We limit the
word to be a noun, verb, adjective, adverb or idiom.
To enhance diversity, each word can be sampled
only once.

4.1.2 Pivot Sentence Generation

Given a pivot word, we instruct GPT-4 to generate
a sentence containing this word, which leverages
the strengths of GPT-4 in the following aspects:
1) GPT-4 is capable of generating correct and co-
herent sentences, thereby avoiding the spelling
and grammar errors commonly found in data col-
lected from the web or existing corpus; 2) GPT-
4 can generate sentences covering diverse topics
since we do not constrain the topics during the
sampling of pivot words and sentence generation.
we can assume that the generated dataset is topic-
independent.

4.1.3 Multi-level Lexical Substitution

Following the generation of a pivot sentence with a
pivot word, we then direct GPT-4 to generate sub-
stitutes at three distinct levels of word complexity
(advanced, intermediate, and basic) to replace the
pivot word in the sentence. This step eliminates the
need to predefine the complexity of pivot words,
allowing GPT-4 to act as the judge. The advantage
is that the absolute complexity of word is inde-
terminate and varies among different users, while



the relative complexity between words is objective
and certain. We convey the requirements to GPT-4
through instructions as shown in Figure 7. We al-
low GPT-4 to generate a word as a substitute for
common complex words while a word or a phrase
as a substitute for Chinese idioms.

4.1.4 Data Construction

For one pivot word, we employ GPT-4 to gener-
ate n simpler substitutes across each level of word
complexity, from which 3n sentences are collected.
Then we construct a set of sentence pairs based on
the complex-to-simple criteria. Specifically, a sen-
tence pair (s, s’) is chosen if the word complexity
level of the substitute in s is higher than that in s’.
Notice that the sentence pair may not necessarily
contain the pivot word itself, which serves solely
to provide semantic guidance.

4.1.5 Instruction Fine-tuning

We conduct instruction fine-tuning with Qwen-
Chat, ChatGLM and ChatYuan. For ChatYuan,
all parameters are fine-tuned, while LoRA (Hu
et al., 2021) is used to fine-tune Qwen-Chat and
ChatGLM. The training data, derived from the con-
structed sentence pairs {(s,s’)}, is transformed
into a question-answer format. The input question
incorporates task-specific instructions, i.e., to sim-
plify common complex words or Chinese idioms,
and demarcates the complex word with the tag #.
The output answer is the corresponding simplified
sentence s’, with a substitute that is marked with
the tag # as well.

4.2 Retrieval-based Interpretation
Augmentation

OOD words present a huge challenge for simpli-
fication because new internet slang emerge con-
tinuously, while pre-trained models remain static.
Motivated by recent work on retrieval-augmented
LLMs (Lewis et al., 2020; Nakano et al., 2021), we
propose a retrieval-based interpretation augmenta-
tion approach that dynamically collect word inter-
pretations from the web to alleviate the knowledge
gap.

Retrieving Word Interpretation The majority
of OOD words are internet slang, for which pre-
trained models may lack relevant knowledge. How-
ever, interpretation for these words are often avail-
able online. We crawled the search results from
Baidu ZhiDao search engine through a query “What
does the word [complex word] mean?", and extract

the content of the top k snippets containing the
word as the interpretation.

Injecting Interpretation for Inference The ob-
tained interpretation is injected into the input ques-
tion through a manually designed prompt template,
which is applicable for both GPT-4 and the fine-
tuned small models, offering flexibility and ease of
integration as a plug-in.

4.3 Word-type aware Controlled Inference

Currently, we have several models for handling
CLS, including GPT-4, fine-tuned small models,
and retrieval-based interpretation augmentation.
We aim to find an effective and efficient way to
integrate these components.

Our solution is based on the observation that the
performance of CLS is highly sensitive to the type
of complex words. We suggest to use small mod-
els as the basic model, supplemented by GPT-4 or
retrieval-based interpretation augmentation for han-
dling Chinese idioms or OOD words. The follow-
ing evaluation section will discuss optimal strate-
gies for different types of complex words.

5 Evaluation

5.1 Experimental Settings

For PivotKD, we sample 5,000 pivot words from
Xinhua Zidian. We avoid using the complex words
in test dataset HanLS as pivot words to prevent data
leakage. Since the sentences are entirely generated
by GPT-4, there is no overlap with HanLS.

The multi-level lexical substitution module gen-
erates n = 1 substitution for each level of word
complexity. Finally, we establish a training dataset
comprising 8,962 sentence pairs, covering 4,269
distinct substitutions.

We also conduct a human evaluation on 500 sam-
ples from the dataset. For each sentence pair, we
employ two persons to judge whether the relative
word complexity between them are clearly rea-
sonable, hard to distinguish, or contradiction or
irrelevant. The proportions of these options are
70%, 25%, and 5% respectively, indicating that
the quality of the dataset produced by PivotKD is
acceptable.

We fine-tune ChatYuan for 1 epoch, and fine-
tune Qwen-Chat and ChatGLM with LoRA for 3
epochs. For retrieval-based interpretation augmen-
tation, we use the top k = 1 snippet since it already
provides satisfactory performance.



Model Common Idiom (0]0))) All
odels PRE ACC PRE ACC PRE ACC PRE ACC
BERT-LS (frozen) 868 769 708 417 340 283 807 704
ChatGPT (frozen) 81.6 807 292 292 660 660 776 76.8
+RIA § E - - 793 193 - §
ChatYuan (frozen) 984 224 91.7 83 943 38 977 199
ChatYuan (full-tuning) 852 80.5 75.0 708 56.6 453 81.8 765
+RIA 863 825 750 708 68.0 623 840 80.0
ChatGLM (frozen) 720 583 625 292 396 226 683 534
ChatGLM (LoRA) 83.0 821 667 667 604 585 800 79.0
+RIA 836 825 583 583 642 623 805 794
Qwen-Chat (frozen) 756 749 250 250 566 566 708 71.3
Qwen-Chat (LoRA) 84.1 83.6 667 667 491 491 797 79.4
+RIA 843 832 667 667 453 453 795 786
Hyb-CLS 84.1 836 750 708 793 793 832 826

Table 2: System comparisons on HanLS. RIA indicates utilizing retrieval-based interpretation augmentation during
inference. The results with the highest accuracy are bolded, and the best results obtained across all models are

marked with underlines.

5.2 Experimental Results

5.2.1 Auto-Evaluation

Table 2 presents the overall results of BERT-LS,
GPT-4, ChatYuan, ChatGLM, Qwen-Chat and
some variants, and specified with the separated re-
sults on three types of complex words. We observe
several trends:

(1) The effects of PivotKD The results indicate
that small models significantly benefit from super-
vised instruction fine-tuning. These models ex-
hibit a better understanding of the task and achieve
substantial improvements compared to their un-
supervised frozen counterparts, surpassing GPT-4
and markedly outperforming the baseline method,
BERT-LS, in overall performance. This demon-
strates the effectiveness of PivotKD and the quality
of the constructed training dataset.

The effect of increasing the number of train-
ing samples on the performance of the fine-tuned
ChatYuan and ChatGLM models is illustrated in
Figure 8. Generally, the performance of the mod-
els can be enhanced by increasing the number of
training samples. ChatGLM can reach a steady
performance using relatively fewer samples, while
the performance of ChatYuan has a consistent im-
provement with the increase of the training sam-
ples, indicating that smaller models may need more
training data.

(2) The effects of retrieval-based interpreta-
tion augmentation (RIA) The application of RIA
significantly enhances the performance of most
models in simplifying OOD words, confirming that
the retrieved word interpretations provide effec-

ChatYuan - PRE
ChatYuan - ACC
- ChatGLM - PRE
ChatGLM - ACC

——h-

0.2 05 1 2 3 4 5 6 7 8 all
number of training samples (k)

Figure 8: The effects of the number of training samples
for fine-tuning ChatYuan and ChatGLM.

tive information that can be effectively utilized by
the models. However, this improvement is not ob-
served in Qwen-Chat, as well as simplification on
common words and idioms. One possible reason
is that injected interpretations may introduce noise
when the model has already embedded adequate
knowledge through pre-training on extensive and
broad-domain corpus.

(3) Performance on different word types The
performance of the fine-tuned models on different
types of complex words remains highly variable,
performing better on common words than on Chi-
nese idioms and OOD words. Notably, ChatYaun,
ChatGLM and Qwen-Chat both surpass GPT-4 on
common words and idioms but still lag behind on
OOD words, demonstrating that fine-tuned smaller
models can compete with LLMs on words that are
easier to simplify.

(4) A hybrid approach Since the performance



of CLS is word-type sensitive, we suggest that we
can optimize performance by selecting the best-
performing method for each word type across all
models and variants in practice. Thus we refer to
this strategy as Hyb-CLS (a hybrid approach for
CLS). For example, we can employ the fine-tuned
Qwen-Chat with LoRa for common words, the fine-
tuned ChatYuan with RIA for Chinese idioms, and
GPT-4 with RIA for handling OOD words.

Please note that the constructed training dataset
and the search results for OOD words in HanLLS
will be open-sourced following further review and
verification. The resources are expected to be avail-
able at GitHub.

5.2.2 Human Evaluation

The system outputs may be reasonable but outside
the reference answers. So we conduct a human eval-
uation. We sample 20 common words, 20 Chinese
idioms, and 20 OOD words from HanLS. Three
raters rate the mixed outputs of different systems
according to the following criteria:

* 4 points: The substitute is simpler and has the
same meaning as the complex word without
any information loss, and the resulting sen-
tence is smooth.

2 points: The substitute is simpler and has the
same meaning as the complex word, but there
is a loss of information in terms of details and
degree, or the output is not so smooth.

* 0 points: The substitute is not simpler or its
meaning differs from the complex word.

Table 3 shows the averaged human evaluation re-
sults. We can see that GPT-4 still has an advantage
in simplifying idioms and OOD words, indicating
the strong ability of very large language models.
The fine-tuned small models achieve similar perfor-
mance and the performance is also close to GPT-4.
RIA is verified to be effective as well. The human
evaluation confirms that with proper manipulation
of the fine-tuned small models and large models, it
is possible to keep a balance between performance
and cost.

6 Conclusion

This paper presents a word-type aware approach
for Chinese lexical simplification. The core idea is
to consider the types of complex words to integrate
small and large language models effectively and

Models Common Idioms OOD All
BERT-LS 3.17 1.23 0.6 1.67
ChatGPT + RIA 3.70 3.17 2.60 3.16
ChatGLM 3.37 2.60 193 263

+RIA 3.50 2.83 2.53 295
ChatYuan 3.37 2.60 1.50 249

+RIA 3.43 2.83 22 282

Table 3: Human evaluation of three models in different
settings. The rating ranges from 0 (worst) to 4 (best).

efficiently. For common complex words and Chi-
nese idioms, we propose an automatic knowledge
distillation framework, PivotKD, to generate train-
ing data using GPT-4 for fine-tuning small mod-
els, which can outperform GPT-4 in simplifying
common words. For addressing the issue of OOD
words, we propose a retrieval-based interpretation
augmentation strategy, which effectively improves
the performance on OOD words. Consequently, we
are able to control the inference strategy according
to the type of complex words, thus efficiently com-
bining small and large models to achieve optimal
performance.

7 Limitations

There are three possible limitations of this work.
First, our evaluation is based on the HanLLS dataset,
which is limited in size and coverage. We plan to
extend the dataset. Second, we assume that Chat-
GPT understand the lexical difficulty levels, but
we verify this assumption by analyzing the rela-
tive lexical difficulty between a pair of words in
the generated data. More detailed and specially
designed probing analysis can be conducted. Third,
this paper focuses on Chinese lexical simplifica-
tion, but the proposed method can be potentially
applied to other languages. We plan to address
these limitations in the future work.
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A Details in Dataset Construction

We sampled 5,000 pivot words for data generation.
After constructing sentence pairs according to the
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A sentence pair

fll £ 5 S AR, AR
oh BE HBE P 69T

(He slipped into the room
#stealthily#, so as not to wake the
sleeping child.)

Complex

Mt v 7€ 2 5 1A, VA Sfo) B2
ek P GHRT -
(#quietly#.)

Simple

A training sample

fogll 5 B &3 B R, VA%,
o B2 B ¥ 09T .

(Same as the sentence above)

TREVIE 5 ¥ 6) T F 4b T a9
#IH P SHE A — N E 691
RHEE, FE R 6 T LM Fe
EEREHFREAY -

(The task is to replace the complex
word #stealthily# in the sentence
with a simple word or phrase,
while keeping the structure and
meaning of the sentence unchanged
and as smooth as possible. )

Prompt

et i it 2 2 o 1R A %70 B2
bk b 8T
(#quietly#.)

Response

Table 4: An example of a constructed sentence pair and
the corresponding training sample.

difficulty levels of the substitutions, we use some
rules to further reduce noise.

Firstly, we excluded substitutions that exist in
the target complex word list of HanLS, thus there is
no overlap between the augmented data and the test
data. Secondly, we constrain that for the complex
word in each constructed sentence pair should be
in the Xinhua Zidian dictionary.

Some basic statistics of the final dataset for fine-
tuning the small models are shown in Table 5. Ta-
ble 4 shows a constructed sentence pairs and the
corresponding training sample.

B Parameter Settings

Table 6 shows the infrastructure for conducting
our experiments. The hyper-parameters used for
fine-tuning ChatYuan-large-v2, ChatGLM2-6B and
Qwen1.5-7B-Chat are listed in Table 7, Table 8 and
Table 9respectively. We set the value of the temper-

10

Attribute Value
Sentence pairs 8,962
Avg. length of sentences | 22.38
Distinct substitutions 4,269
Avg. length of substitutes | 2.04

Table 5: Basic statistics of the augmented dataset via
PivotKD.

Settings Value
GPU Nvidia A6000
GPU memory 48 GB
CPU AMD EPYC 7542
oS Ubuntu 20.04.5 LTS
Pytorch version 1.31.1
CUDA version 11.6

Table 6: Infrastructure for conducting our experiments.

ature parameter of ChatGPT API as 0 because we
emphasize the generation quality and control the
diversity through pivot words.

C Human Rating

We conducted human evaluation for ChatGLM,
ChatYuan, ChatGPT and BERT-LS. We sampled
20 words for each type of complex word, merging
the predictions of the models for human evaluation.

We set the ratings to be 0,2,or 4 according to
the criteria introduced in the main content. We em-
ployed three raters who are students in a normal
university. They are volunteers and unaware of
the model information of these predictions. We
reported the average rating for each prediction.
The mean variance of the ratings between different
raters is 0.55. Table 10 demonstrate one example
of predictions and human ratings.



Hyper-parameters | Value

max_seq_length 512
num_epoch 1
learning_rate Se-5
scheduler cosine
batch_size 16

Table 7: Hyper-parameter settings used for fine-tuning
ChatYuan-large-v2.

Hyper-Parameters | Value

max_seq_length 512
num_epoch 3
learning_rate Se-5
scheduler cosine
batch_size 16
lora_rank 8
lora_alpha 32
lora_dropout 0.1

Table 8: Hyper-parameter settings used for fine-tuning
ChatGLM2-6B.

Hyper-Parameters | Value

max_seq_length 512
num_epoch 3
learning_rate Se-5
scheduler cosine
batch_size 4
lora_rank 8
lora_alpha 16
lora_dropout 0

Table 9: Hyper-parameter settings used for fine-tuning
Qwenl.5-7B-Chat.

ARAFAR DA — BT
AP R%kEES

HEEARAT A,

(In that era, Tom was a bit
rebellious, and he had a dream of
becoming an #outlaw hero#.)

MAFR, HEA— AHRE

Prediction | A — /M2t Z XL

Sentence

# L FE (bandit)#.
Rater A 2
Rater B 0
Rater C 2

Table 10: One example of predictions and human rat-
ings.
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