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ABSTRACT

The Chain-of-Thought (CoT) paradigm has become a pivotal method for solving
complex problems. However, its application to intricate, domain-specific tasks
remains challenging, as large language models (LLMs) often struggle to accu-
rately decompose these tasks and, even when decomposition is correct, fail to
execute the subtasks effectively. This paper introduces the Re-TASK framework,
a novel theoretical model that Revisits LLM Tasks from cApability, Skill, and
Knowledge perspectives, drawing on the principles of Bloom’s Taxonomy and
Knowledge Space Theory. While CoT offers a workflow perspective on tasks,
the Re-TASK framework introduces a Chain-of-Learning view, illustrating how
tasks and their corresponding subtasks depend on various capability items. Each
capability item is further dissected into its constituent aspects of knowledge and
skills. Our framework reveals that many CoT failures in domain-specific tasks
stem from insufficient knowledge or inadequate skill adaptation. In response,
we combine CoT with the Re-TASK framework and implement a carefully de-
signed Re-TASK prompting strategy to improve task performance. Specifically,
we identify core capability items linked to tasks and subtasks, then strengthen
these capabilities through targeted knowledge injection and skill adaptation. We
validate the Re-TASK framework on three datasets across the law, finance, and
mathematics domains, achieving significant improvements over the baseline mod-
els. Notably, our approach yields a remarkable 44.42% improvement with the Yi-
1.5-9B model and a 33.08% improvement with the Llama3-Chinese-8b on the le-
gal dataset. These experimental results confirm the effectiveness of the Re-TASK
framework, demonstrating substantial enhancements in both the performance and
applicability of LLMs.

1 INTRODUCTION

As the scale of large language models (LLMs), such as the GPT-4, Claude, and Gemini series
(Achiam et al., [2023; | Anthropicl [2024; [Team et al.,|2023)), as well as their open-source counterparts
like the LLaMA, Mistral, and Qwen series (Touvron et al., 2023 Jiang et al., 2023; Bai et al.,
2023)), continues to increase, their general capabilities in natural language processing (NLP) tasks
have shown substantial improvements. Despite these advancements, however, these models often
struggle with complex reasoning tasks, particularly those that are domain-specific. The Chain-of-
Thought (CoT) technique (Wei et al.| 2022} Kojima et al., 2022 Wang et al.,[2023;|Zhou et al.| [2023)
has emerged as a promising paradigm by decomposing complex tasks into a series of subtasks in a
divide-and-conquer manner. Yet, the application of CoT to domain-specific tasks faces significant
challenges in both task decomposition (Kambhampati,|2024) and subtask execution (Lightman et al.,
2024])) due to a lack of domain knowledge and specialized capabilities.

The idea that an individual’s capabilities directly influence task performance is well supported by ed-
ucational theories, notably Bloom’s Taxonomy (Bloom) 2010)) and Knowledge Space Theory (KST)
(Doignon & Falmagnel |1985). Bloom’s Taxonomy outlines how educational objectives are achieved
through structured instructional activities, each involving specific knowledge and cognitive pro-
cesses. Similarly, KST emphasizes the sequential dependencies between learning items, forming
“learning pathways” that guide learners from foundational knowledge to mastery.



Under review as a conference paper at ICLR 2025

< l%
—
@
)
=~
<

Z| - o
=
&
)
~

EW—»—» Subtaskk HI:IIJ Capability |::> [ 2“ ] [ Ca ]
12
[Knowledge} [ Skill ]
02

(a) Chain-of-Thought (CoT) (b) Re-TASK Framework (c) CoT with Re-TASK

Figure 1: The Chain-of-Thought (CoT) provides a workflow perspective on tasks (blue arrow), while
the Re-TASK framework introduces a Chain-of-Learning view (red dashed arrow), demonstrating
how tasks and subtasks depend on various N capability items. Combining CoT with Re-TASK en-
hances CoT’s performance in both task decomposition and subtask execution. Here, C;; represents
the capability item associated with subtask 7 (where ¢ = 1,--- , k), and Cj; is associated with the
overall task for task decomposition.

Building on these insights into the Chain-of-Learning, we introduce the Re-TASK framework, which
revisits LLM tasks through the lenses of capability, skill, and knowledge (see Figure |Ikb)). This
framework posits that the successful completion of tasksﬂ depends on sequentially mastering multi-
ple capability items, with each item further dissected into its constituent aspects of knowledge and
skills. The distinction between knowledge acquisition and skill application also aligns with the per-
spective of |Bengio & Hu| (2023)), who argue that effective reasoning requires both a robust world
knowledge model and a powerful inference engine capable of generating solutions consistent with
that model.

Our framework posits that failures in the CoT paradigm, particularly in task decomposition and
subtask execution, can be attributed to a lack of corresponding capabilities due to either insufficient
knowledge or inadequate knowledge-skill adaptation (or skill adaptation for short). First, LLMs may
lack relevant knowledge because of limited access to proprietary data or issues related to data time-
liness. Second, even when the knowledge is available, LLMs often struggle to effectively apply it to
solve complex tasks, leading to suboptimal performance. Techniques such as Retrieval-Augmented
Generation (Lewis et al., 2020) can inject knowledge into the context, but models may still under-
perform due to inadequate skill adaptation on utilizing the retrieved knowledge, ultimately resulting
in task failures.

To address these issues, we propose integrating the CoT paradigm with the Re-TASK framework
to enhance LLM performance, as illustrated in Figure [T} Specifically, we identify core capability
items linked to the overall task and its corresponding subtasks, then strengthen these capabilities
through targeted knowledge injection and skill adaptation using a deliberately designed prompting
strategy, Re-TASK prompting (see Figure 2). The capability items represent demonstrations of
knowledge-skill adaptation, such as conceptual knowledge understanding and procedural knowledge
applying. Notably, knowledge itself can be treated as a special capability item, as in the case of
knowledge injection through knowledge recalling or retrieving. We then adopt in-context learning
(ICL) techniques (Brown et al.|, 2020; |[Dong et al., [2022)) to enhance the corresponding capabilities
by carefully arranging these demonstrations within the prompt.

We conduct comprehensive experiments with open-source LLMs to evaluate the effectiveness of the
Re-TASK framework in enhancing CoT performance across the law, finance, and mathematics do-
main tasks. By incorporating appropriate capability items that inject relevant domain knowledge or
improve skill adaptation, we observe substantial improvements in task performance. Furthermore,
we extend our experiments to include LLMs of varying scales, demonstrating that while model ca-
pabilities generally increase with scale, our framework can still effectively boost their performance.

"We use the terms “task” and “subtask” interchangeably, depending on the context.
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Finally, we transition from manually identifying capability items to using automatically generated
ones, further showcasing the broad applicability of the Re-TASK framework.

Our main contributions are summarized as follows:

¢ We introduce the Re-TASK framework, a novel theoretical model that revisits LLM tasks from
the perspectives of capability, skill, and knowledge, offering a Chain-of-Learning view of tasks.

* Our research reveals that many failures of the CoT approach in addressing domain-specific tasks
stem from insufficient knowledge or inadequate skill adaptation.

* We propose the Re-TASK prompting strategy, which integrates CoT with the Re-TASK framework
to enhance LLM performance using in-context learning techniques.

» Extensive experimental results across the law, finance, and mathematics domains demonstrate the
effectiveness of the Re-TASK framework. The automatic generation of capability items provides
a scalable solution for enhancing LLM functionality in various domain-specific applications.

2 RELATED WORK

2.1 EDUCATIONAL THEORIES

Bloom’s Taxonomy (Bloom, [2010) provides a foundational framework that links learning objec-
tives with instructional activities. It posits that achieving learning goals requires the completion of
multiple interconnected activities, categorized along two key dimensions: knowledge and cognitive
processes. The knowledge dimension outlines four types of knowledge: factual, conceptual, pro-
cedural, and metacognitive. The cognitive process dimension establishes a hierarchy of cognitive
skills, encompassing six levels—remember, understand, apply, analyze, evaluate, and create—each
linked to specific cognitive processes, totaling 19 distinct actions. By integrating these dimensions,
Bloom’s Taxonomy serves as a comprehensive guide for educators to design curricula and instruc-
tional strategies that foster deeper understanding and encourage higher-order thinking in students.

Knowledge Space Theory (KST) (Doignon & Falmagne, |1985; [Falmagne et al.| 2013} |Cosyn et al.,
2021) offers a mathematical framework for modeling and assessing learners’ knowledge within a
specific domain. It identifies various knowledge states, defined as sets of problems or concepts
that a learner can successfully solve or understand. The entirety of these possible knowledge states
forms the knowledge structure, which delineates the relationships among different states. Learning
pathways are the routes learners can take to transition from one knowledge state to another. By
utilizing KST, educators can design effective educational interventions and personalized learning
experiences, optimizing the learning process for each individual learner.

Building on these foundational educational theories, we propose the Re-TASK framework, which
elucidates the dependence of tasks on various capability items. Each capability item is further broken
down into its constituent aspects of knowledge and skills, highlighting the intricate relationships that
contribute to task performance.

2.2 KNOWLEDGE AND SKILLS IN LLMS

Several studies have explored LLMs from the perspectives of knowledge and skill. KoL A (Yu et al.}
2023) emphasizes the importance of world knowledge for LLMs and establishes a knowledge-
oriented evaluation benchmark. In its approach to ability modeling, KoLA simplifies and selects
from Bloom’s learning theories to form four levels of knowledge-capability assessment: knowledge
memorization, knowledge understanding, knowledge applying, and knowledge creating. Skill-it
(Chen et al., [2024) posits that language models naturally acquire a sequence of skills from training
data and formalizes the notion of a skill and an ordered set of skills in terms of associated data, dif-
ferentiating this approach from traditional curriculum learning (Bengio et al., 2009), which focuses
on training models using progressively difficult examples. In continual pre-training experiments,
Skill-it’s ordered learning of skills achieves faster convergence of validation loss compared to ran-
dom sampling. RA-DIT (Lin et al.| 2023) introduces a lightweight fine-tuning methodology that
improves retrieval-augmented language models by enhancing both the relevance of retrieved knowl-
edge and its effective utilization, marking a specialized form of knowledge and skill enhancement.
MMLU (Hendrycks et al.,|2020)) serves as a benchmark designed to measure the possession of world
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knowledge and problem-solving abilities. Reflecting on these developments, |Bengio & Hu| (2023)
have emphasized the integration of the world model and the inference machine in current LLMs.
They suggest that to reason effectively, a robust world knowledge model and a powerful inference
machine are necessary, advocating for their separation and simultaneous development to enhance
reasoning capabilities.

2.3 PROMPTING STRATEGIES

Various prompting strategies have been proposed to enhance model performance in solving complex,
domain-specific tasks. One prominent approach is CoT (Wei et al., 2022; Kojima et al., 2022}
Wang et al., [2023; Zhou et al.l [2023)), which decomposes a complex task into simpler subtasks,
utilizing a divide-and-conquer strategy. Another notable method is Retrieval-Augmented Generation
(RAG) (Lewis et al.,[2020; Fan et al.,2024), which integrates neural language models with retrieval
mechanisms to produce contextually relevant outputs by fetching knowledge from external sources.
In-Context Learning (ICL) techniques (Brown et al.,[2020; [Dong et al., 2022)) represent a significant
advancement in prompting; ICL utilizes examples within the prompt itself, enabling the model to
learn from context without the need for explicit retraining or fine-tuning.

In contrast, we propose Re-TASK prompting, which integrates CoT prompting with the Re-TASK
framework. This approach leverages ICL techniques to enhance corresponding capabilities by care-
fully arranging demonstrations of capability items within the prompt, ultimately leading to improved
overall task performance.

3 RE-TASK

3.1 RE-TASK FRAMEWORK

We begin by defining several key concepts within our framework: tasks, capability items, knowl-
edge, and skills. We then elucidate how these elements interconnect to establish the structured
Re-TASK framework, as illustrated in Figure [I(b). These concepts parallel Bloom’s Taxonomy,
where educational objectives—comparable to tasks in our framework—are systematically achieved
through structured instructional activities, analogous to capability items. Each instructional activity
involves the acquisition of specific types of knowledge and engages distinct cognitive processes,
thereby facilitating knowledge-skill adaptation (or skill adaptation for short). The successful com-
pletion of an educational objective, or task, depends on mastering various capability items, each
developed through these instructional activities. Knowledge Space Theory (KST) further reinforces
this structured approach by highlighting sequential dependencies among learning items (akin to ca-
pability items in our framework) and establishing “learning pathways”.

Definition 1. (Task) A task T is defined as a specific objective that LLMs are designed to achieve,
characterized by a mapping from input = to output y, facilitated by a task instruction I and an op-
tional context ctz. Formally, this relationship is expressed as T'(ctx; I; ) = y, where the semicolon
denotes concatenation of inputs.

The optional context ctx can be leveraged for knowledge injection or skill adaptation. By identifying
corresponding capability items and incorporating a list of capability item demonstrations into ctz,
this method aligns closely with in-context learning. In the Chain-of-Thought (CoT) paradigm, a task
can be decomposed into a series of subtasks.

Definition 2. (Knowledge) A knowledge point K is defined as a text segment containing domain-
specific knowledge that is essential for the performance of a task/subtask. In the context of LLMs,
the knowledge K can also be implicit knowledge encoded within the model’s parameters.

According to Bloom’s Taxonomy, we consider three types of domain knowledge: factual, concep-
tual, and proceduraﬂ Each type plays a distinct role in task execution, contributing differently to
the LLM’s ability to process and respond to task-specific demands.

Definition 3. (Skill) A skill S corresponds to the cognitive processes in Bloom’s Taxonomy and is
developed through related instructional activities, including knowledge recalling/retrieving, under-
standing, applying, and others.

*Metacognitive knowledge is beyond the scope of LLMs and is not our primary focus.
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Definition 4. (Capability Item) A capability item C, corresponding to the concept of instructional
activities in Bloom’s Taxonomy, is a specific exercise or demonstration designed to guide LLMs
in applying a particular skill S to the relevant knowledge K, thereby facilitating knowledge-skill
adaptation.

Successfully completing a task T requires the sequential mastery of multiple capability items. These
items can be conceptualized as a chain of learning, where dependencies among them are clearly de-
fined. Figure[I[c) illustrates these dependencies. A task generally involves overall procedural knowl-
edge (Cp1), with its resolution corresponding to a capability item (Cj2) that applies this knowledge
in a manner akin to a CoT process. This procedural knowledge is further segmented into steps (i.e.,
subtasks), each linked to specific knowledge and involving different capability items C;;.

Note that the knowledge K can be treated as a special capability item with the default skill of
knowledge recalling or retrieving. Consequently, the task and its subtasks depend on two types of
capability items: knowledge recalling (the knowledge itself) and knowledge-skill adaptation (e.g.,
knowledge understanding and applying).

3.2 CAPABILITY ITEM CONSTRUCTION

To effectively improve the performance of LLMs in domain-specific tasks, identifying key capability
items is crucial. Our primary focus is on retrieving relevant knowledge (i.e., knowledge injection)
and enhancing the understanding of conceptual knowledge along with the applying of procedural
knowledge (i.e., knowledge-skill adaptation). These capability items are systematically designed
to target specific aspects of task performance and are integral to the successful implementation of
our Re-TASK framework. Below, we present several exemplary capability items that illustrate this
strategic approach:

1) Knowledge retrieval: This involves identifying the relevant knowledge points for a given task or
subtask and retrieving them from external sources. It may also include recalling internal knowledge
points stored within the LLM.

2) Instances of conceptual knowledge: This involves understanding conceptual knowledge in real-
world situations and providing an example that illustrates the conceptual knowledge. This example
can help deepen understanding of the conceptual knowledge.

3) Execution of procedural knowledge: This capability is crucial for tasks that require following a
set of ordered steps or procedures, such as technical troubleshooting, recipe preparation, or complex
calculations. This capability item is an applying case of using procedural knowledge.

It is noteworthy that identifying the capability items associated with a task is a complex undertaking.
For each given task, we can either manually pinpoint the relevant knowledge points and subsequently
identify the corresponding skills that facilitate task resolution, or leverage LLMs to automate the
entire process.

3.3 RE-TASK PROMPTING

By combining CoT with the Re-TASK framework, we can identify core capability items linked to the
overall task and its corresponding subtasks, subsequently strengthening these capabilities to enhance
subtask performance and, ultimately, overall task performance. Specifically, we enhance the capa-
bility items through targeted knowledge injection and skill adaptation using a deliberately designed
prompting strategy known as Re-TASK prompting, as illustrated in Figure 2] The capability items
serve as demonstrations of knowledge-skill adaptation, including knowledge recalling/retrieving,
knowledge understanding, and knowledge applying.

We carefully arrange the demonstrations within the prompt according to their dependencies, fol-
lowing the chain of learning. Specifically, we sequence the capability items C;; for each subtask 7.
If multiple items are associated with the same subtask, we prioritize the knowledge itself (i.e., the
capability item of knowledge retrieval) first, followed by more advanced items such as knowledge
understanding and applying. Finally, we include the overall procedural knowledge Cy; along with
its applying C9 at the end of the prompt.
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Zero-shot CoT Re-TASK (Lite) Re-TASK (Full)
# Role Setting # Role Setting # Role Setting

Task request (instruction, input) # Capability items for the overall task # Capability items for subtasks
## Cyq: knowledge recalling ## C,4: knowledge recalling
## Cy,: knowledge applying (CoT Demo) ## Cy,: knowledge understanding
/_m # Initialization ## C,,: knowledge recalling
## C,,: knowledge applying
# Role Setting K Task request (instruction, input) J S
# Capability items for the overall task
# Task Demonstration ## Cy: knowledge recalling
## Random task demos w/ CoT ## Cy,: knowledge applying (CoT Demo)
# Initialization # Initialization
\ Task request (instruction, input) / Task request (instruction, input)

Figure 2: Comparison of prompting strategies: Zero-shot CoT, Few-shot CoT, Re-TASK (Lite)
prompting with only capability items for the overall task, and Re-TASK (Full) prompting incorpo-
rating all available capability items. In Re-TASK prompting, a task or subtask may be associated
with any number of capability items. Note that other strategies, such as Self-Consistency (SC), are
excluded for brevity.

4 EXPERIMENTAL SETUP

To validate the effectiveness of Re-TASK, we constructed three datasets across the law, finance,
STEM domains. We created a sentencing prediction dataset in the law domain, a financial course
examination dataset in the finance domain and a mathematical reasoning dataset in the mathematics
domain, leveraging larger LLMs to automatically generate capability items for the tasks.

It is worth noting that there are multiple approaches for constructing capability items, including
manual design, retrieval-based methods (e.g., RAG), and direct generation using LLMs. We utilized
LLMs to generate capability items because the primary focus of this paper is to validate the effective-
ness of the Re-TASK framework, rather than to explore alternative methods for acquiring knowledge
and capability items. This approach allows us to concentrate on evaluating the effectiveness of the
Re-TASK framework using a consistent and comparable methodology.

4.1 SETTINGS

Given that both the legal and financial datasets are in Chinese, we opted for popular Chinese LLMs.
Specifically, we selected the chat versions of Qwenl.5 2023), Llama3-Chinese
2023), and Yi-1.5 (Young et all, 2024) for validation. For the mathematics dataset, which is in
English, we employed a different set of LLMs, including Llama3 (Dubey et all, [2024), Mistral
(Jiang et all, 2023), and Qwenl1.5, to validate our results. To further verify the scalability of our
framework, we conducted experiments with LLMs of varying scales, using the Qwen1.5 series with
7B, 14B, and 32B parameters on the legal dataset.

We developed Re-TASK prompting strategies that integrate demonstrations of capability items to
validate their effectiveness in improving the performance of CoT on domain-specific tasks. Our
baselines include Zero-shot CoT, Few-shot CoT, Plan-and-Solve and STEP-BACK. We evaluated
the performance of Few-shot CoT under two settings: 1-shot and 3-shot learning, to align with
the Re-TASK (Lite) and Re-TASK (Full) strategies, respectively. Additionally, we evaluated the
performance of Zero-shot CoT with self-consistency. The prompt templates are illustrated in Figure

4.2 TASKS AND DATASETS

We choose the sentencing prediction task in the law domain, the financial course examination task in
the financial domain and the multiple choice question tasks in STEM for the validation of Re-TASK.

The sentencing prediction task in the law domain involves evaluating criminal offenders based on
the factual descriptions provided in criminal cases and predicting the appropriate sentencing range
for their judgments. This judgment process requires a high level of understanding and applying of
relevant legal statutes and knowledge, demanding that LLMs possess a comprehensive grasp of legal
principles, key case elements, essential sentencing concepts, and procedural logic in sentencing. As
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Table 1: Comparison of accuracy (%) across Zero-shot CoT, Few-shot CoT, and Re-TASK strategies
in the law domain. “Zero-shot CoT + SC” refers to Zero-shot CoT with self-consistency, and “n-shot
CoT” refers to Few-shot CoT with n randomly selected demonstrations.

Llama3-Chinese-8B  Yi-1.5-9B Qwenl.5-7B  Average Gain

Zero-shot CoT 54.00 40.00 33.50 -
Traditional = Zero-shot CoT + SC 54.50 40.50 33.50 +0.33
CoT 1-shot CoT 53.67 66.50 36.17 +9.61
3-shot CoT 56.33 70.17 38.50 +12.50
Baseline Plan-and-Solve 54.50 33.50 45.00 +1.83
Step-Back 72.50 72.50 36.50 +18.00
Re-TASK Re-TASK (Lite) 78.50 85.00 45.50 +27.17

such, it serves as an ideal task for validating the Re-TASK framework. To construct the dataset,
we utilized the publicly available CAIL dataset (China AI Law Challenge) (Xiao et al., [2018) and
randomly sampled a test set comprising 200 instances.

Additionally, we selected the financial course examination task in the FinancelQ dataset [Zhang
et al.|(2023). The FinancelQ dataset assesses LLMs’ knowledge and reasoning abilities in financial
contexts, evaluating their grasp of domain-specific knowledge. The financial dataset consists of
multiple-choice questions, and the test set for the FinancelQ dataset contains 178 instances.

We conducted experiments on the MMLU-Mathematics, Biology, and Physics benchmarks
(Hendrycks et al.l 2020). These datasets focus on evaluating mathematical reasoning, biological
reasoning, and physical reasoning capabilities. Each dataset consists of multiple-choice questions.
During the construction of the datasets, a few questions fell into an infinite cycle when generating
capability items. As a result, we removed these instances and constructed test sets comprising 276,
144, and 102 instances for the mathematics, biology, and physics datasets, respectively.

4.3 CONSTRUCTION OF CAPABILITY ITEMS

We utilized large language models (LLMs) to assist in decomposing tasks and generating the ca-
pability items involved in Re-TASK. First, we predefined the capability types for each task based
on the definition in Section [3.2] and then leveraged larger LLMs, which are presumed to possess
sufficient domain knowledge, to automatically generate these items.

We began by employing LLMs to decompose the tasks, which resulted in the identification of the
overall procedural knowledge (Cp1). Next, we instructed the LLMs to create a CoT demonstration
using the generated knowledge as a knowledge applying capability item (Cjz). Task decomposition
also guides the creation of capability items for each subtask. For each subtask ¢, we instructed the
LLMs to generate relevant conceptual or procedural knowledge (C;1). For conceptual knowledge,
we requested illustrative examples to enhance understanding, while for procedural knowledge, we
sought CoT demonstrations to illustrate effective applying (C;2).

For financial tasks, we followed the complete procedure to generate capability items for both the
overall task and its corresponding subtasks. In contrast, for other tasks, where the subtasks are
relatively straightforward and do not require complex knowledge, we only generated capability items
for the overall tasks.

5 EXPERIMENTAL RESULTS
We conducted experiments across three domains to validate the effectiveness of Re-TASK.

5.1 LAw DOMAIN

The results of the sentencing prediction task are presented in Table [I] Notably, Re-TASK (Lite)
achieves the best performance across all settings, surpassing Zero-shot CoT by an average of
27.17%. Re-TASK (Lite) also outperforms the self-consistency version of Zero-shot CoT by a
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Table 2: Comparison of token length acorss various prompting strategies in the law domain.
Llama3-Chinese-8B  Yi-1.5-9B Qwenl.5-7B

Traditional Zero-shot CoT 526 510 431
CoT 1-shot CoT 1691 1185 1007
3-shot CoT 3104 2292 2176

Re-TASK Re-TASK (Lite) 1291 1071 967

Table 3: Comparison of accuracy (%) across different prompt strategies on FinancelQ dataset.
Llama3-Chinese-8B  Yi-1.5-9B Qwenl.5-7B  Average Gain

Zero-shot CoT 36.52 53.93 43.82 -
Traditional ~ Zero-shot CoT + SC 34.27 61.80 46.63 +2.81
CoT 1-shot CoT 34.69 64.33 46.07 +3.60
3-shot CoT 34.27 63.82 46.07 +3.30
Baseline Plan-and-Solve 30.34 66.29 41.01 +1.12
Step-Back 30.90 66.85 44.38 +2.62
Re-TASK (Lite) 38.20 61.80 49.44 +5.06
Re-TASK R e.TASK (Full) 52.81 73.60 51.69 +14.61

substantial margin of 26.84% on average. Specifically, Re-TASK (Lite) demonstrates a remarkable
improvement of 45.00% with the Yi-1.5-9B model. Furthermore, when the knowledge item (Cp1) is
excluded from the demonstration count, Re-TASK (Lite), with a single demonstration, shows signif-
icant gains compared to the 1-shot CoT strategy. Step-Back also achieved a notable improvement,
outperforming Zero-shot CoT by 18%, though it still lags behind Re-TASK (Lite) by 9.17%. These
results underscore the effectiveness of the Lite version of Re-TASK prompting in the legal domain.

We further compared the token lengths generated by different prompt strategies, including both the
prompt and the completion, to assess efficiency. As shown in Table 2] the inclusion of demonstra-
tions generally resulted in an increase in token length. Specifically, the token length of Re-TASK
(Lite) was comparable to that of 1-shot CoT and shorter than that of 3-shot CoT.

5.2 FINANCIAL DOMAIN

As shown in Table 3] Re-TASK exhibits substantial performance gains across all models in the
FinancelQ task. Notably, Re-TASK (Lite) and Re-TASK (Full) achieve average improvements of
5.06% and 14.61% over Zero-shot CoT, respectively. Moreover, Re-TASK (Lite) outperforms 1-
shot CoT by 1.46%, and Re-TASK (Full) surpasses 3-shot CoT by 11.31%, highlighting the value
of our added capability items. Furthermore, both Re-TASK (Lite) and Re-TASK (Full) significantly
outperform the Plan-and-Solve and Step-Back methods.

Table 4: Comparison accuracy (%) across different prompt strategies on MMLU-Math dataset.
Llama3-8B Mistral-7B  Qwenl.5-7B  Average Gain

Traditional Zero-shot CoT 40.58 24.28 36.96 -
raclol;’na Zero-shot CoT+SC 48.19 24.64 41.67 +4.23
1-shot CoT 49.42 23.41 36.52 +2.51
Baseline Plan-and-Solve 40.58 30.43 23.91 -2.30
Step-Back 45.65 34.42 19.93 -0.60
Re-TASK  Re-TASK (Lite) 51.81 28.99 43.84 +7.61
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Table 5: Comparison accuracy (%) across different prompt strategies on MMLU-Biology dataset.
Llama3-8B Mistral-7B  Qwenl.5-7B  Average Gain

Traditional Zero-shot CoT 76.39 57.64 59.72 -
CoT Zero-shot CoT+SC 78.47 60.42 62.50 +2.55
1-shot CoT 79.86 68.75 60.42 +5.09
Baseline Plan-and-Solve 73.61 55.56 61.11 -1.16
Step-Back 43.75 50.69 53.47 -15.28
Re-TASK Re-TASK (Lite) 88.19 79.17 81.25 +18.29

Table 6: Comparison accuracy (%) across different prompt strategies on MMLU-Physics dataset.
Llama3-8B Mistral-7B  Qwenl.5-7B  Average Gain

Traditional Zero-shot CoT 57.84 37.25 42.16 -
CoT Zero-shot CoT+SC 58.82 39.22 37.25 -0.65
0 1-shot CoT 60.78 45.10 42.16 +3.59
Baseline Plan-and-Solve 55.88 42.16 41.18 +0.65
Step-Back 30.39 34.31 30.39 -14.05
Re-TASK Re-TASK (Lite) 60.78 44.12 50.98 +6.21

5.3 STEM DOMAIN

The results for MMLU-Math, MMLU-Biology and MMLU-Physics are presented in Table d] Table
[5]and Table[6] Re-TASK (Lite) demonstrates significant performance gains across all three datasets,
particularly in the biology domain, where it outperforms Zero-shot CoT by an average of 18.29%.
The performance of Step-Back is less favorable, likely due to the fact that the principles in STEM
tasks are initially generated by the model itself. For smaller models, the quality of the generated
principles is often suboptimal, leading to poorer final results. Re-TASK (Lite) surpasses 1-shot CoT
in three datasets, highlighting its robust performance in STEM tasks.

Compared to the results in the legal domain, the improvements in the financial and STEM datasets
are relatively modest. This may be attributed to the fact that the capability items automatically
generated by LLMs, which, while effective, may not be fully optimized. Nonetheless, our methods
show that leveraging knowledge and capability items generated from larger models can be used
to augment the performance of smaller models. Since our primary objective is to demonstrate the
potential of our approach rather than to optimize the identification of capability items, these results
still underscore the value of our method.

6 CONCLUSION

In this paper, we introduced the Re-TASK framework, a novel approach that revisits LLM tasks
through the lenses of capability, skill, and knowledge, aiming to address the limitations of the Chain-
of-Thought (CoT) paradigm in complex, domain-specific tasks. By integrating Re-TASK with CoT,
we systematically enhanced the performance of LLMs through targeted knowledge injection and
skill adaptation using a structured prompting strategy, Re-TASK prompting. Our extensive experi-
ments across the law, finance, and mathematics domains demonstrated that the Re-TASK framework
significantly improves task performance, achieving substantial gains over baseline models and con-
firming the framework’s potential to enhance LLM capabilities across diverse domains. Our research
opens new avenues for practitioners to deepen their understanding, evaluation, and improvement of
LLMs.
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A ALL EXPERIMENTAL RESULTS

A.1 MODEL SCALING

Table 7: Accuracy comparison (%) across different prompt strategies using various scales of
Qwenl.5 models.

Qwenl.5-7B  Qwenl.5-14B Qwenl.5-32B

Zero-shot CoT 33.50 48.50 84.00
Re-TASK (Lite) 36.83 74.67 84.33
Re-TASK (Full) 56.00 80.33 89.50

The accuracy results for different prompt strategies across various scales of Qwen1.5 models on the
sentencing prediction dataset are presented in Table [7]

A.2 EFFICIENCY

Table 8: Comparison of token length across various prompting strategies on FinancelQ dataset
Llama3-Chinese-8B  Yi-9B Qwenl.5-7B

Zero-shot CoT 861 541 417
1-shot CoT 1138 844 767
3-shot CoT 1730 1478 1421

Re-TASK (Lite) 1032 742 602
Re-TASK (Full) 1713 1707 1581

Table 9: Comparison of token length across various prompting strategies on MMLU-Math dataset.
Llama3-8B Qwenl.5-7B Mistral-7B

Zero-shot CoT 301 449 544
1-shot CoT 615 615 768
Re-TASK(Lite) 628 673 769

In order to explore the efficiency of Re-TASK and avoid the impact of computing platform per-
formance on efficiency evaluation, we use the sum of tokens for input and output of the LLMs as
the metric of efficiency. Table [§ and Table [J]illustrate the average length of tokens with different
methods on FinancelQ and MMLU-Math dataset across all questions. It can be seen that the num-
ber of tokens for Re-TASK and the corresponding 1-shot or 3-shot CoT are similar. Therefore the
efficiency is also comparable. While the accuracy of Re-TASK is significantly higher, it does not
reduce efficiency substantially.

A.3 CASE STUDY

We also conduct the case study on FinancelQ and MMLU-Math datasets.

Figures 3] [ and 5] show the results of the same input-output example using three prompt
strategies—Zero-shot CoT, Re-TASK (Lite), and Re-TASK (Full)—on the FinancelQ dataset with
the LLaMA3-8B-Chinese model. From the case, we can see that in the Zero-shot CoT approach,
the model fails to produce the correct answer because it lacks knowledge of the problem-solving
steps and relevant knowledge about the topic, leading to repeated attempts and ultimately an incor-
rect result. In Re-TASK (Lite), while the model knows the correct formula for solving the problem,
it makes errors during the numerical calculations, resulting in an incorrect answer as well. In Re-
TASK (Full), the model applies the correct formula and arrives at the correct answer. This indicates
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Prompt and Response for Standard Zero-shot CoT on FinancelQ Dataset.

#Role: fRE—RAFRHMNER , BERBIEENES.
(# Role: You are an expert in the field of economics, please complete the tasks specified by the user.)

ESHR  RERBETIBANEE , MMETHEE—NERBOET  HEEERBEAETS0ET 8 , FIEnRETICHET , &%
M —MEW,

(Task description: Now, based on the following input question, select the correct option from the 4 options. Please fill in the answer between
[options] and [options], for example [option] C [option], one option must be given.)

[ (Question):

SIZAE R BRI T |, HERFEESERI0% , ERFEESER2% , THTFRLRIATB0% , BEAREEHRS% , BHRILES
20%E , (RANERHEFE (MMZARAM ) NiZREDE?

(With 500 million as the base currency, when the demand deposit reserve ratio is 10%, the fixed deposit reserve ratio is 2%,the fixed deposit
ratio is 30%, the excess reserve ratio is 5%, and the currency ratio is 20%, Do you know what the currency stock (in billiong should be?)

&I (Options): A:16.20, B:16.85, C:12.45, D:9.23

Z % (Answer):

B BNRETERTHFENEME, STFENEMEEMET/(CEPERES SR PR ES SR T PER LR BH
EESEHBILE), RHFEAEME=-5/2/(1+0.1+0.02+0.3+0.05+0.2)=57/1.67=31Z, At , HHFRMNERIEH1Z.

ETR, BNBEHEETFENBIARSEX, KT FENBIASSEBIAR SR/ (I ENFESE SR EFEEE &
TR R B IR LK), KT FERBEIEE$%=0.05/(1+0.1+40.02+0.3+0.2)=0.05/1.67=3% Rt , K HFEMNBIES ST H3%,
BE  RNBETEATHFENKTTE, KTHFEEMET+EIES SR RMEFENBIESE SR, RMFE=5{2+0.05*31Z=5
{Z2+1500/=5.15{Z ALt , T 178 451517,

(First, we need to calculate the base value of the money stock. Base value of the currency stock = Base currency/ (1 + demanddeposit reserve
ratio + fixed deposit reserve ratio + fixed deposit reserve ratio + excess reserve ratio + currency ratio). The base value of the money stock =
/(1+0.1+0.02+0.3+0.05+0.2)=5 million / 167 million = 300 million. Therefore, the base value of the money stock is 300 million

Next, we need to calculate the excess reserve ratio of the money stock. Excess Reserve Ratio of Money Stock = Excess ReserveRatio/ (1 +
Demand Deposit Reserve Ratio + Fixed Deposit Reserve Ratio + Fixed Deposit Reserve Ratio + Currency Ratio). The excess resene ratio of the
money stock is =0.05/(1+0.1+0.02+0.3+0.2)=0.05/1.67=3% . As a result, the excess reserve ratio for the money stock is 3%.

Finally, we need to calculate the money stock of the money stock. Currency stock = Base currency + Excess reserve ratio * Exess reserve ratio
of currency stock. Money stock = 500 million + 0.05 * 300 million = 500 million + 15 million = 515 million. Therefore, the maey stock is 515
million.)

Figure 3: An example of the Prompt and the Response for Zero-shot CoT on FinancelQ Dataset.

that adding different capability items supplements the model’s knowledge and enhances its abilities
in domain tasks, demonstrating the effectiveness of the Re-TASK framework.

Table |10 and |1 1| show one pair of comparison of Zero-shot CoT and Re-TASK (Lite) with Llama3-
8B on MMLU-Math dataset. For the Zero-shot CoT, it can be seen that though the LLM can
stimulate the knowledge of the Pythagorean theorem, the following reasoning and calculation is
still wrong. For the Re-TASK, we incorporate knowledge of the Pythagorean theorem through the
prompt and demonstrated the applying of this knowledge through one capability item, and the cor-
rect reasoning and calculation result can be obtained. This comparison intuitively represents that
capability items can effectively improve the reasoning.

B EXPERIMENTAL MODELS AND DATASETS

B.1 MODELS

Five models are employed in this work: Qwenl.5-7B-Chat, Qwenl1.5-14B-Chat, Qwen1.5-32B-
Chat, Yi-1.5-9B-Chat, and LLaMA-Chinese-8B-Instruct. The Qwenl.5 series and Yi-1.5 series
models are obtained as official chat versions from Hugging Face, while the LLaMA3-Chinese-8B
model is downloaded from Modelscope, as shown in Table

The sources of the datasets used in this paper are shown in Table[I3]

B.2 SENTENCING PREDICTION DATASETS

We utilize the dataset from the Cail2018 competition(Xiao et al.||2018)), sourced from publicly avail-
able criminal legal documents on ”China Judgments Online”. Each record in the dataset comprises
descriptions of case details and factual parts extracted from the legal documents. Furthermore, each
case includes applicable legal articles, the charges against the defendant, and the length of the sen-
tence. The dataset encompasses approximately 2.68 million criminal law documents, involving 183
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Prompt and Response for Re-Task (Lite) on FinancelQ Dataset.

#Role: (RE—RERMIBMER , THIBILX<Knowledge Application> 5 SR ISR fFi<knowledge Recall>fIR LS , STEALA FIREMIES .
(# Role: You are an expert in the field of economics, please deepen your application ability of<knowledge Recall>through learning<knowledge Application> and
complete the tasks specified by the user.)

# Capability Items for Overall Task:

## Knowledge Recall

ATBRRER , BEAEMRAE , AERBEERTHETRY, RFUHHEETEFR , TUBIER.

(To solve this problem, it is necessary to first understand the meaning of the question, then calculate the money multiplierbased on the meaning of the question, and
finally calculate the money stock to obtain the answer.)

## Knowledge Application

[B)& (Question):

RIEER BT 2 | FEREE ST 8% , EFREE ST 3% , EMTFRLEN2S% , BEUEEEE 4% , BRIEEAH15%. RIBXLERM , ITHE
TFE (DMZHBM ) RiZRSD?

(Assuming the base currency is 400 million, the reserve requirement ratio for current deposits is 8%, the reserve requirementratio for fixed deposits is 3%, the fixed
deposit ratio is 25%, the excess reserve requirement ratio is 4%, and the currency ratio is 15%. Based on these conditions, what should the currency stock (in billions) be
calculated?)

%R (Options): A:10.24, B:11.56, C:12.32, D:13.48

ZR (Answer): B, BRI , AERRITEARENEMET. SMASSEMBRILEZHTNRTER, BE  WERDRY , ®HRE 1/ (GHEF
FAESE + ERFEHEE ST BHIFRILE + BAUER SR + BLTLLH) = 1/(0.08+0.03 * 0.25+0.04 +0.15) = 1/ (0.08 + 0.0075 +0.04 +0.15) =1/ 0.2775 =
3.604, Ffm , UTHHEMHER , KHFE= 2T * TR =4 *3.604 = 14416, ATFERPRF146XME |, BIFLAR13.48, RILEFEHETDEE
W ERETE  RERNERNIZE14.416, IRPETPITREEREAFTEENHELATNRE., K, BTREMEN , BFLNERD.

(Firstly, understand the meaning of the question, which requires calculating the money stock under given conditions of base aurrency, various reserve ratios, and
currency ratios. Next, calculate the currency multiplier, which is 1/(current deposit reserve ratio+fixed deposit reserve ratio * fixed deposit ratio+excess reserve
ratio+currency ratio)=1/(0.08+0.03 * 0.25+0.04+0.15)=1/(0.08+0.0075+0.04+0.15)=1/0.2775 = 3.604. Finally, calculate the monegtock, where money stock=base
currency * money multiplier=4 * 3.604 = 14.416. Since there is no value of 14.416 in the options, the closest value is 13.48s0 the answer is [option] D [option]. But
according to calculations, the most accurate answer should be 14.416, indicating that there may be errors in the options or hat the option settings need to be re
evaluated. However, based on the provided options, the closest answer is D.)

# Initialization
1EA<Role> , RET I F F<Demonstration>5E B P4 EMI1ES -

(As a<Role>, you can refer to<Demonstration>to complete the tasks given by the user.)

FESHR | MARETIMAMNEE , MR PR FE—NERAET , HEERAEEN ST 208 |, FIIETICHET , S H — P IET,
(Task description: Now, based on the following input question, select the correct option from the 4 options. Please fill in the answer between foptions] and [options], for
example [option] C [option], one option must be given.)

[E]%& (Question):

MSIZIE AR T |, WERFERAESERI0% , EMERAESERR2% , EMERILERILTB0% , BHFAEET A% , BELLR H20%H , RAEETHF
B (DUZARN) NiZRESDE?

(With 500 million as the base currency, when the demand deposit reserve ratio is 10%, the fixed deposit reserve ratio is 2%,the fixed deposit ratio is 30%, the excess
reserve ratio is 5%, and the currency ratio is 20%, Do you know what the currency stock (in billions) should be?)

TR (Options): A:16.20, B:16.85, C:12.45, D:9.23

&% (Answer):

B BRNFEHEKRTHFROTEARD | EHEEEMED/(-FREEE X EMFIAS SR BIA R SR)NEE B PR, RINTRITHEEE
MFE : M FE=512/(1-10%-2%-5%)=512/0.77=6 4L FT A , BT FERIZ 264917, EFR : [EWICIETY

( First, we need to calculate the currency stock as follows: Currency stock = Base currency/ (1- Demand deposit reserve ratio - Time deposit reserve ratio - Excess reserve
ratio) According to the conditions in the topic, we can calculate the money stock: Money stock = 500 million / (1- 10% - 2% - 5%) = 500 million / 0.77 = 649 million So,
money stock should be 649 million. Therefore, the answer is C. )

Figure 4: An example of the Prompt and the Response for Re-TASK (Lite) CoT on FinancelQ
Dataset.

different charges and 202 legal articles, with sentences ranging from 0 to 25 years, life imprison-
ment, and the death penalty. Our focus is exclusively on the task of sentence prediction.

The sentence prediction task entails estimating the length of a defendant’s sentence using the de-
scriptions and facts provided in the criminal legal documents. This task integrates five essential
elements from the dataset: the facts of the crime, charges, referenced legal articles, defendant’s
name, and the length of the sentence.

For our use of the CAIL2018 dataset, we implement the following processing steps:

1) Several commonly encountered criminal law articles are selected to serve as the knowledge base.
Then, the original dataset is filtered to include only criminal cases relevant to these articles. Addi-
tionally, we exclude data instances that inherently implied sentence prediction months based on the
range of the sentence.

2) We designed a suitable task instruction and standardized the output format of the task.

3) The specific month lengths of sentences are converted into three broader sentencing categories,
ABC (A: under 3 years; B: 3 to 10 years; C: over 10 years).

4) A series of robust and effective test prompt templates are designed for the task.

From the CAIL 2018 data, four datasets are generated: a 200-instance training set, a 600-instance
training set, a 200-instance test set, and a 200-instance capability item set. The 600-instance training
set, 200-instance test set, and the 200-instance capability item set are independent, with no overlap-
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Prompt and Response for Re-Task (Full) on FinancelQ Dataset.

#Role: {R2— X ERMFMMER , WiBid<knowledge Example 1>f9% IR I NI f<Knowledge Recall 1>AYIBHEAE S , 33381 H<Knowledge Application 2> S RS 8% H<Knowledge Recall 2>HIRZ FRES) | STAl
APIEENES.

(# Role: You are an expert in the field of economics, please deepen your understanding of <Knowledge Recall 1> through learning Example 1> and d your application ability of Recall> through
learning <Knowledge Application> and complete the tasks specified by the user)

# Capability Items for Subtasks:

## Knowledge Recall 1

HARGET. FREREE SR, EMERASESR. ERFRILE. BRAESSE. BRILENBSEANETEFRNT N,

(The concepts of base currency, reserve requirement ratio for current deposits, reserve requirement ratio for fixed deposits, fixed deposit ratio, excess reserve ratio, and currency ratio and their impact on the stock of money.)
## Knowledge Example 1

[Please Put the Knowledge Example 1 of Subtasks Here.]

## Knowledge Recall 2

WHAFR = RRKET / (FERASESR + BT S @R BIBERILE + BRAESE + BITEE),

(Currency stock=base currency/(current reserve requirement ratio+fixed reserve requirement ratio * fixed deposit ratio+excess reserve requirement ratio+currency ratio).)
## Knowledge Application 2

[Please Put the Knowledge Application 2 of the Subtasks Here.]

# Capability Items for Overall Task:

#1t Knowledge Recall

ATHAXER , REAERIR , AGRBERTERTRE, BETHETEE , TUEGHEE.

(To solve this problem, it is necessary to first understand the meaning of the question, then calculate the money multiplierbased on the meaning of the question, and finally calculate the money stock to obtain the answer.)

#1f Knowledge Application

[ (Question):

BILRRN T HUL , EERESE SR 8% , CMFHEESRN% , EHFRLRH25% , BEEE SR DA% , BIRLEN15%, RIBXLEEME , HERTER (2P ) HiZRED?

(Assuming the base currency is 400 million, the reserve requirement ratio for current deposits is 8%, the reserve requirementratio for fixed deposits is 3%, the fixed deposit ratio is 25%, the excess reserve requirement ratio is 4%,
and the currency ratio is 15%. Based on these conditions, what should the currency stock (in billions) be calculated?)

&0 (Options): A:10.24, B:11.56, C:12.32, D:13.48

R (Answer): B, BRER , BABRITHEARORMET . SEESEMBRILERM THRDFR, frﬁ‘ﬁﬁife& WHREE 1/ (B ERE + RIMEREE T« BIHIFRILE + BH
’Eéfiué %EE%E) =1/(0.08 +0.03 * 0.25+0.04 +0.15) = 1/ (0.08 + 0.0075 + 0.04 + 0.15) = 1/ 0.2775 = 3.604 |5 , ﬁr 78, HWAE=- BMET * HHRE=4%3.604~ 14416, Bﬁﬁfﬁ%xﬁlulslxﬁ‘ﬁ

RFFR1348, ARERZEETUOMET. BRETE  SAEBNHERNILR14416, 13%Eﬂlz‘iﬁWTQET&'R%YwEE%‘rMEﬁIﬁ&E A, BFREMETR , RFENERD
mrsuy understand the meaning of the question, which requires caleulating the maney stock under given conditions of base rrency, varlous reserve ratios, and currency ratios. Next, calculate the eurrency multiplier, which is
1/(current deposit reserve ratio+fixed deposit reserve ratio * fixed deposit ratio+excess reserve ratio+currency ratio)=1/(008+0.03 * 0.25+0.04+0.15)=1/(0.08+0.0075+0.04+0.15)=1/0.2775 = 3.604. Finally, calculate the money stock,
where money stock=base currency * money multiplier=4 * 3.604 = 14.416. Since there is no value of 14.416 in the options, theclosest value is 13.48, so the answer is [option] D [option]. But according to calculations, the most
accurate answer should be 14.416, indicating that there may be errors in the options or that the option settings need to be e evaluated. However, based on the provided options, the closest answer is D.)

# Initialization
#EJi<Role> , RTINS H<Demonstration>5E AL A 144 EMITE S o

(As a<Role>, you can refer to<Demonstration>to complete the tasks given by the user)

FESHR | MERE T AREE | MDEREFE—NEROET | B REAE S0ET 218 , FIMEERICHET] , S5 R — M ETR.

(Task description: Now, based on the following input question, select the correct option from the 4 options. Please fil in the answer between pptions] and [options], for example [option] C [option], one option must be given.)

& (Question):

DISIZIE AR | SEEERAERSRRI0% , TMFREESREW  EMFRILRIAER0% , BEEESRA% , BIRERD20%E , REEKRTFR (MUZHBA) MiZ2E018?

(With 500 million as the base currency, when the demand deposit reserve ratio is 10%, the fixed deposit reserve ratio is 2% the fixed deposit ratio is 30%, the excess reserve ratio is 5%, and the currency ratio is 20%, Do you know
what the currency stock (in billions) should be?)

FEIA (Options): A:16.20, B:16.85, C:12.45, D:9.23

% (Answer):

ERRERDREAR | BT RS/ (RS @R BIBER A SR EAAR LR B IR & @ ROB L), BHEPORERNARITHE
1/(0.10+0.02%0.30+0.05+0.20)=1/(0.10+0.006+0.05+0.20)=1/0.286=3.49 AFARIEH T A EMITH AN | KW FR-RUMBETHTHRY. KAE POHRERNARBIFER1685T. Bt , FRiEL.

(First, according to the currency multiplier formula: currency multiplier = 1/ (Demand deposit reserve ratio + Fixed depositreserve ratio * Fixed deposit ratio + Excess reserve ratio + Currency ratio). Substitute the numerical value in
the question into the formula: 1/(0.10+0.02*0.30+0.05+0.20)=1/(0.10+0.006+0.05+0.20)=1/0.286=3.49 . Then, according to the daulation formula of currency stock: currency stock = base currency * currency multiplier. Substitute
the value in the question into the formula and the answer is 1.685 billion yuan. Therefore, the answer is 8.)

Figure 5: An example of the Prompt and the Response for Re-TASK (Full) CoT on FinancelQ
Dataset.

ping instances. The 200-instance training set is randomly sampled from the 600-instance training
set. Additionally, the 200-instance capability item set is specifically created to develop capability
items 2, 3, and 4. The distribution of the three sentencing options (A,B,C) in the four datasets
approximates a 1:1:1 ratio.

Examples of sentence prediction task is illustrated in Figure]

B.3 FINANCEIQ AND MMLU-MATH DATASETS

For the MMLU-Math dataset, we utilized the original versions of the 304 questions, and we used the
Llama3.1-70B to generate knowledge, and based on the effectiveness of the knowledge, we filtered
out 276 questions from it. In contrast, we conducted some processing for the FinancelQ dataset. Our
analysis revealed that a substantial portion of the FinancelQ dataset consists of knowledge-intensive
questions that can be addressed solely by providing factual knowledge, without necessitating high
levels of comprehension and reasoning abilities. Consequently, we initially employed the Qwen?2.5-
72B model to assist in a filtering process, which effectively eliminated simpler questions that could
be answered directly through factual knowledge.

During the generation process, we encountered two special situations: 1. Some questions did not
have explicit knowledge points and could be answered with simple deductions; 2. In some ques-
tions, the knowledge points were contained within the options rather than in the stem, resulting in
the model generating knowledge points only for the correct answer and avoiding other incorrect
answers. This can affect the subsequent validation of the Re-TASK framework. Due to these two
situations, we removed this portion of the data.

We utilize Qwen2.5-72B to assist in the task decomposition of instances in the FinancelQ dataset,
while LLAMAZ3.1-70B is employed for the decomposition of tasks in the MMLU dataset. In our
experiments, we found that the subtasks in the MMLU dataset were overly simplistic, resulting in
only task-level knowledge and capability items. In contrast, the subtasks in FinancelQ still present a
certain level of difficulty, necessitating subtask-level knowledge and capability items. We continue

15



Under review as a conference paper at ICLR 2025

Table 10: An example of standard zero-shot CoT on MMLU-Math dataset.

Prompt and Response for Standard Zero-shot CoT

Input:
# Role:
You are an expert in the field of Math. Complete the task provided by the user.

# Task Description:

According to the following question and options, select one correct option. Please think step by step
and follow the answer format, i.e., output the brief chain-of-thought beginning with ’Rationale: ’
within 500 characters, and the final choice option beginning with *Correct: * from A’ to ’D’.
Question:

The length of a rectangle is twice its width. Given the length of the diagonal is $5\sqrt5$, find the
area of the rectangle.

Options:

A.2500; B. 2; C. 50; D. 25

Output:

Rationale: Let the width of the rectangle be x. Since the length is twice the width, the length is 2x.
The diagonal is the hypotenuse of a right triangle with legs x and 2x. Using the Pythagorean theorem,
we can write:

X2 + (2x)"2 = (5\sqrt5)"2

Simplifying the equation, we get:

5x™2 =25

Dividing both sides by 5, we get:

x2=5

Taking the square root of both sides, we get:

x=v5

Now, the area of the rectangle is:

Area = length x width =2x x x = 2(\/5)? =2(5)=10

Correct: D. 25

to use Qwen2.5-72B to help generate these capability items. Detailed information on generating
knowledge points and capability items can be found in the appendix.

B.4 CAPABILITY ITEM DATASETS FOR SENTENCING PREDICTION TASK

We manually identified three capability items for the overall task (Cj,) and three capability items
(C1. and C5,) for subtasks in law domain:

Co1: This capability item pertains to knowledge recalling within the overall task, specifically cov-
ering the legal articles. In this experiment, C; includes all the knowledge needed for both subtask
1 and subtask 2, so we also used its content for C7; and Ca1. Cpo: This capability item aims to
enhance the LLM’s understanding of legal articles through structured expression. Cy3: This capa-
bility item pertains to the applying of legal articles, specifically demonstrating the CoT (Chain of
Thought) version of the sentence prediction task. C5: This capability item focuses on identifying
key elements in the factual descriptions presented in criminal cases to enhance the LLM’s under-
standing in subtask 1. C3: This capability item involves the illustrative differentiation of essential
sentencing concepts to enhance the LLM’s applying of injury assessment knowledge in subtask 1.
C5o: This capability item provides illustrative explanation of sentencing outcomes to enhance the
LLM’s ability to apply procedural knowledge in subtask 2.

The data for Capability item 1 originated from criminal law, selecting 100 frequently used legal
articles as the initial data. The data for Capability items 2, 3, and 4 came from the 200-instance
capability item set, with 100 instances randomly chosen as the original data.

The task templates created for the capability items are illustrated as Figure[7} Figure 8] Figure[9]and
Figure
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Table 11: An example of Re-TASK prompt on MMLU-Math dataset.

Prompt and Response for Re-TASK Prompting

Input:
# Role:
You are an expert in the field of Math. Complete the task provided by the user.

# Knowledge:
The area of a rectangle is given by A = length * width, and the Pythagorean theorem states that for
aright triangle, a™2 + b™2 = ¢"2, where c is the length of the hypotenuse (diagonal).

# Demonstration:

Question: In a rectangle, the length is 5 cm and the width is 12 cm. What is the length of the
diagonal?

Options:

A.13cm; B. 14cm; C. 15cm; D. 16 cm

Rationale:

Step 1. We’re given a rectangle with length 5 cm and width 12 cm. Step 2. We can use the
Pythagorean theorem to find the length of the diagonal. Step 3. The diagonal is the hypotenuse of a
right triangle with legs 5 cm and 12 cm. Step 4. Using the theorem, we get diagonal™2 =572 + 1272
=25+ 144 = 169. Step 5. Taking the square root, we get diagonal = 13 cm. The correct answer is
A.

Correct: A

# Task Description:

According to the following question and options, refer to <# Knowledge> and <# Demonstration>,
select one correct option. Please think step by step and follow the answer format in <#
Demonstration>, i.e., output the brief chain-of-thought beginning with ’Rationale: * within 500
characters, and the final choice option beginning with ’Correct: ’ from A’ to ’D’.

Question:

The length of a rectangle is twice its width. Given the length of the diagonal is $5\sqrt5$, find the
area of the rectangle.

Options:

A.2500; B. 2; C. 50; D. 25

Output:
Rationale:

Step 1. We’re given a rectangle with length = 2 * width. Step 2. We’re also given the length of the
diagonal, which is $5\sqrt5$. Step 3. We can use the Pythagorean theorem to find the length and
width. Step 4. Let the width be x, then the length is 2x. Step 5. Using the theorem, we get (2x)™2 +
X2 = ($5\sqrt5$)"2. Step 6. Simplifying, we get 4x™2 + x"2 = 125. Step 7. Combining like terms,
we get 5x"2 = 125. Step 8. Dividing both sides by 5, we get x™2 = 25. Step 9. Taking the square
root, we get x = 5. Step 10. Now we can find the area, which is length * width =2x *x=2*5*35
=50.

Correct: C

B.5 EXPERIMENTAL SETTINGS
C EXPERIMENTAL PROMPTS

C.1 LAw DOMAIN

The prompt templates using in the law domain are shown in Figure [TT] Figure[T2] Figure[T3] Figure
and Figure
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Table 12: Models, Sources and Licenses Used in This Work

Models Model sources License
Qwenl.5-7B https://huggingface.co/Qwen/Qwen1.5-7B-Chat Apache License 2.0
Qwenl.5-14B https://huggingface.co/Qwen/Qwen1.5-14B-Chat Apache License 2.0
Qwenl.5-32B https://huggingtace.co/Qwen/Qwen1.5-32B-Chat Apache License 2.0
Yi-1.5-9B https://huggingface.co/01-ai/Yi-1.5-9B-Chat Apache License 2.0

https://www.modelscope.cn/models/FlagAlpha/
Llama3-Chinese-8B-Instruct/summary
https://www.modelscope.cn/models/FlagAlpha/

Llama3-Chinese-8B Apache License 2.0

Llama3-8B Llama3-8B-Instruct/summary Apache License 2.0
Mistral-7B https://huggingface.co/mistralai/Mistral-7B-Instruct-v0.2  Apache License 2.0
Table 13: Datasets, sources and licenses used in this work
Datasets Sources
MMLU https://huggingface.co/datasets/cais/mmlu

FinancelQ  https://huggingface.co/datasets/Duxiaoman-DI/FinancelQ
CAIL 2018  https://github.com/thunlp/CAIL ?tab=readme-ov-file

C.2 MATH DOMAIN

The prompt templates using in the math domain are shown in Table[T4] Table[T3] Table[16] Table[17]
and Table[T8]

Table 14: The prompt template of standard zero-shot CoT on MMLU-Math dataset.

Prompt template of Standard Zero-shot CoT

# Role:
You are an expert in the field of Math. Complete the task provided by the user.

# Task Description:

According to the following question and options, select one correct option. Please think step by step
and follow the answer format, i.e., output the brief chain-of-thought beginning with ’Rationale: ’
within 500 characters, and the final choice option beginning with *Correct: > from A’ to ’D’.
Question:

[Please Put Your Question Here]

Options:

[Please Put Your Options Here]

C.3 FINANCIAL DOMAIN

The prompt templates using in the financial domain are shown in Figure [16] Figure [17] Figure
and Figure[19
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Examples

Instructionl

EEHER: RETIEAN, SEEANGEZETHRAR.

(Task description: According to the following input, sentence the defendant Chen.)

K MABCEAFIIIR ENETA=ZFINTHHER . ARIFED, B=FIUE+FENTHHRER, C
+HE U EFERGER . THEFSRFEF) RS — I REENFIRTIBXE, BEERIREAFIHX g5 eoa]
Z[8, BAAE—NEW, BErFRRERNALERALER, FAERUEETLXARTIERE. GIUH
HAX [g]ICeoa].

(Requirement: Select the most appropriate sentence interval from the three sentence interval options A, B, and C
(A: imprisonment of less than three years, detention or control; B: imprisonment of more than three years but less
than ten years; C: imprisonment of more than ten years, life imprisonment or death penalty). Please fill in the
answer between [SENTENCE] and [eoa]. You must give an option. Please output the answer strictly in the required
output format. Do not output any irrelevant content or explanation. For example, [SENTENCE] C [eoa].)

MEMRKEX ARGRRISEE, 20135F10F2108M1F, WEAKE. dE. REREE (EAR) B,
WXFE LRI TR EMRE S =R

(The People's Procuratorate of Zhangdian District, Zibo City, accused that at about 8:00 on October 21, 2013, the
defendants Zhang, Zhang 2, and Chen were instructed by Luan (who has been sentenced) to beat Liu, causing Liu's

Inputl injury to constitute a second-degree minor injury. The defendant Chen's behavior constitutes xx. The public
prosecution agency has transferred relevant evidence to this court and requested this court to investigate the
criminal responsibility of the defendant Chen in accordance with the provisions of xxxx of the Criminal Law of the
People's Republic of China.)

Outputl [FIEAX [8]]A[eoa] ([SENTENCE] A [eoal)

Instruction2

E5wER: RETIEA, NEEANBEZETHIRAR,

(Task description: According to the following input, sentence the defendant Tang.)

Rk MABCEAMRIEAR ERETA- = EIN T HHMER . WEHEFES, B=FNE+ENTHRER, C
TENEFERER . THEFSIEA)FIEE— N RSENFHAMAXE, BB RBEHEMLAX E]5(eoa]
28, DFGEE—DER, BEEERERNAEERAEER FEREETXEXRNERERRE. 51
X E]Cleoa],

(Requirement : Select the most appropriate sentence interval from the three sentence interval options A, B, and C
(A: imprisonment of less than three years, detention or control; B: imprisonment of more than three years but less
than ten years; C: imprisonment of more than ten years, life imprisonment or death penalty). Please fill in the
answer between [SENTENCE] and [eoa]. You must give an option. Please output the answer strictly in the required
output format. Do not output any irrelevant content or explanation. For example, [SENTENCE] C [eoa].)

Input2

2016579 25H7M I, Ba NER DR RN ARER B RE 1/, BMAIIN], BRI Bkl mE
£, PTPEEIRNBEAERER, JEXLGBER., EERERIT 110BFERE, HREWIMRT

ERAT., REE, HEAEBRRGEEREH R,

(At about 7:00 a.m. on September 25, 2016, the defendant Tang and Huang had an argument over a road

embankment, and then they fought each other. Tang hit Huang with a hoe, and the hoe hit the back of the head of
the victim Tan who was trying to stop the fight, causing Tan to faint on the spot. Tang called the "110" number to
report the incident, and after being arrested, he truthfully confessed the incident. According to the appraisal, the

victim Tan's injury was a second-degree severe injury.)

Output2

[FHIHAX [8]]B[eoa] ([SENTENCE] B [eoal)

Figure 6: Examples of the Sentence Prediction Task
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An Example of Capability Item Gy

BN TREXRTREBUIAMIES |, RRUATEMEREMUAF L xoo\n2 8RR TA

xxx\n3. k5 EFISTMT © xxx

Instruction (Complete the structured text extraction task for the following text and generate structured text based on the
following structure: 1. Crime: xxx;\n2. Crime: xxx\n3. Penalty details: xxx\n4.xxx)
BIE=T0% [BEnER]
(Article 234 [Intentional Assault])
BOOEMASEN , R=FUTHEHER. WRIEES, LIRE  BAEGH , A=F U E+HF
THEHEN  BARTHENFINRDZTFRBAEGER™EREN , S+FUEFIER. THERS
ERH, NEFEMREN , KBRE.

Input (Whoever intentionally causes bodily injury to another person shall be sentenced to fixed-term imprisonment of
not more than three years, criminal detention or public surveillance. Whoever commits the crime mentioned in
the preceding paragraph and causes serious injury to another person shall be sentenced to fixed-term
imprisonment of not less than three years but not more than 10 years; Those who cause death to others or use
especially cruel means to cause serious injury to others resulting in serious disability shall be sentenced to not
less than 10 years of fixed-term imprisonment, life imprisonment, or death. Where this Law provides otherwise,
such provisions shall prevail.)
1.JER  WEHZEZE ; (Charge: crime of intentional injury)
2328E474 : (Offences)

- WEAEMA B ; (Intentional infliction of bodily harm)
- ANE 1 ; (Causing serious injury;)
-BARTHENRFINERDFRBAEGER™ERE ;
(Causing death or serious injury resulting in serious disability by particularly cruel means)
3SEEFSIT : (Details of Statutory Penalties)
ouput - SBBIEAS G R EUTEMER, HRLEEH

(Intentional infliction of bodily injury: imprisonment, detention or restraint for not more than three years)
-BAES  A=FU ETFEUTHEHARER ;
(Causing serious bodily injury: imprisonment for not less than three years and not more than 10 years)
-BAR TS EMNFINERDTFRBAEGER™ERESTFE U EFEER . THEMSEIEM ;
(Causing death or serious injury to a person by particularly cruel means, resulting in serious disability:
imprisonment of not less than 10 years, life imprisonment or death)
-KEFENEN  KRBHE,

(Where this Law provides otherwise: in accordance with the provisions)

Figure 7: An example of Capability Item 1

An Example of Capability Item G

Instruction

BEMBARIHRGECENNEGE , MSSEXE[SMARARIORR AL . SEEREENT | #EA
WEAN, BRTH  LEER HEERE,

(Extract entities in the specified range from the input and output them in the format [Entity type]:[Entity
content]. The range of entity types is as follows: defendant, victim, criminal act, result of identification, degree of
injury)

Input

BABLISHBAE W AERARKRERIER 2014578118 8F , ZELAHREEACR ZREKESE
WERTIN , WEATERSHREAIRZARFLEOATREERR  EEFREEEEEZ LMK
HREL  EERZ A ELEAM L IF &R, TEZH202REXFON=ZERICE , FTHET
FHREQLEERE—MBER , SEAME BT, kRBAEGE, 2014578138 B LEX£RE—KE
BN ERZ#ITT LEFMAFA , REAARL, FESLTARIELEFVLEE , ERZMZHRG
BEAEHG %K.

(The People's Procuratorate of Baotou Rare Earth Hi-Tech Industrial Development Zone alleged that at about 8
o'clock on July 11, 2014, in front of the ticket office of No. 2 Hotel Longdistance Bus Station in Kundulun District,
Baotou City, the defendant A and the victim B had a quarrel and pushed each other for snatching passengers. A
with his right fist in the left side of the face B cheek, B fell to the ground after the head touch bleeding and coma.
B was sent to the third hospital of Baotou Steel by 120 ambulance, and transferred to the first affiliated hospital
of Baotou Medical College in the afternoon of the same day, diagnosed with skull fractures, scalp contusion and
laceration. On July 13, 2014, the First Affiliated Hospital of Baotou Medical College performed a craniotomy on

B's head to remove intracranial blood. After identification by the Baotou City Public Security Judicial Appraisal
Center, B was injured to the extent of two serious injuries.)

Output

#E AN EHEH (Defendant: Wang A)

HENTEEZ (Victim: Wang B)

LPRITHEEFAAENTEIRZ MR EL | EXEZ MM /5 KBk E M I &k

(Crime: Wang A with his right fist wang B in the left side of the face cheek, to wang B fell to the ground after the
head touch bleeding and coma)

f%é*%:ﬁﬁi?%ﬁ%ﬁﬁ%%*ﬁ\ KEHEGE, AELEZRE—HBEREST 7 LBAMTA , BU
HAFR

(Result of identification: Diagnosed as skull fracture, scalp contusion, etc. The first affiliated hospital in baotou
medical school for a head craniotomy, remove intracranial hemorrhage)

GHEREEH R (Injury: Level 2)

Figure 8: An example of Capability Item 2
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An Example of Capability Item C;3

RETIEA , L EATSEANGERE , MBS HREENARS BER CITRE
BRI — N REENRHGREE , RAGH— LT,

Instruction (Based on the following inputs, determine the degree of injury of the victim in the incident. Choose from A, B,
and C. (A: minor injury; B: serious injury; C: death or serious disability) To select the most appropriate degree of
injury, an option must be given.)

PRITAHFERPEEZNHFIFALNER  EXREFRIERPMEEE , HRESHEEEE LATH
EEMME  BEXANE. 7B BRRRIES

Input (Criminal behavior: Li threw chessmen at Dong and rushed towards him. Dong fell on his back in the process of
retreating. Before getting up, he was kicked on the right rib by Li's front foot, causing discontinuity of the bone
cortex of the 6th and 7th ribs on the right side of Dong.)

Output A

Figure 9: An example of Capability Item 3

An Example of Capability Item G,
ENHANRGESPRKEZNHIRE R T R B

(Briefly explain the answer to the question of Zhang B in the entered case information.)

FIEAX (] A= TH B, AESEEH s =EN E+EMTHERER ; cHE - FEARER.
THRREFI S SER

(Sentence Range: A: Up to three years of fixed-term imprisonment, criminal detention, or control; B:
Imprisonment for not less than three years but not more than ten years; C: More than 10 years imprisonment,
life imprisonment or death penalty.)

ZHIEE-EETTUXARKGSERIERR | 20155108 14H218F3001F , #EANKFEZE EBHELNR
REEREAMTHOETAL , HRETIREEESROABRERESHSIZBRERR , 8, kEZE
REFELERLERTEUBT  RLTE  WREH %K, FEF  HEABREREAZFREIARTS
T, BBIRE.
(Case Information - The People's Procuratorate of Baoshan District, Shanghai alleges that at about 21:30 on
Input October 14, 2015, the defendant Zhang B was at the entrance of Block Q,Longfeng Timber Market, Hutai Road,
Baoshan District, Shanghai, On its contract with the contract matters arising from a dispute with the employer
Chen physical conflict, during which Zhang B caused Chen left the fifth metacarpal bone fracture, identified,
constitute a minor injury two. During the trial, the defendant compensated the victim for economic losses of
60,000 yuan and reached an understanding.)
H)RZ - [ #AX [a]]A[eoa] (Sentencing Answer - [SENTENCE] A[eoa])

RIBERENRBIEERBLER kX ZANSRBABRERESFHESIZAREPR | BUEHRE X2
SRE , REEABRH "R, RIE (PFEARLNERE) E_E=1THENE , #RGEHLASEN
ESBNERTENES  TR=ZFENTHEIRERN, WRGIEFES, ERELRET , kKR IEZRERE
AZFRK , FEREBTHEANTR. Bip , R\EXLER |, KEZTESKAL=ZF AT HELER .
RS EE S,

Output (According to the case information you provided and relevant laws, Zhang B caused physical conflict with the
employer Chen after a dispute, resulting in physical injury to Chen, which was identified as a minor injury of the
second degree. Article 234 of the People's Republic of China Criminal Law stipulates that anyone who
intentionally injures another is liable to imprisonment. During the trial, Zhang B has compensated the victim for
economic losses and obtained the victim's understanding. Therefore, based on these circumstances, Zhang may
be sentenced to a fixed-term imprisonment of less than three years, criminal detention or control.)

Instruction

Figure 10: An example of Capability Item 4

Prompt Template for Zero-shot CoT in Law Domain.

#Role: fRE—HEE  BREMAFAEENES.
(# Role: You are a judge. Please complete the tasks specified by the user.)

EEHR  RIBETIERA |, S EASEETRIERA R,

B3R MABCEMIHX ERETA=FE U T HIREM . WRIFES | = F UL +EUTHEHREN  c+FEU EHPRERN. TH5E
THIZIET) Pkt — MR AR FIRTIEAX 8 |, B EREAENHXKE] Slecal 28] , IR H—MEI , FFRRERONAHBERE
HER , FEHREALANBTRERE. HIHFHX E]Cleoa],

(Task description: According to the following input, sentence the defendant Li.

Requirements: Select the most appropriate sentence interval from the three sentence interval options A, B, and C (A: imprisorment of less than
three years, detention or control; B: imprisonment of more than three years but less than ten years; C: imprisonment of morethan ten years,
life imprisonment or death penalty). Please fill in the answer between [SENTENCE] and [eoa]. You must give an option. Pleaseoutput the
answer strictly in the required output format. Do not output any irrelevant content or explanation. For example, [SENTENCE] C[eoa].)

I (Input): [Please Put Your Input Here.]

i (Output):

Figure 11: The Prompt Template for Zero-shot CoT in Law Domain.
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Prompt Template for Few -shot CoT in Law Domain.

#Role: fRE—RAE , WEMSEENEM L, TRAPEENES.

(# Role: You are a judge. Please understand the <reference law> and complete the tasks specified by the user.)

# Demonstration:
[Please Put Your Demonstrations Here.]

ESHR  RIBETIRA | W EASEERTHEIHIR

K ¢ MABCEMEIX B THA = E U T H AR, WRSKEFES ;= FE N E+EMTHHER ; c+E EFHER . TERE
TSk FEF) ARk — MR AE A FAT X E) |, 1EHE RIBEMHXE)] Sleoal Z 8] , AR —MNET , B RIRERNB LR R
HER , FEHRETEXNBRERE. HIAMHAKX E]Cleca],

(Task description: According to the following input, sentence the defendant Li.

Requirements: Select the most appropriate sentence interval from the three sentence interval options A, B, and C (A: imprisorment of less than
three years, detention or control; B: imprisonment of more than three years but less than ten years; C: imprisonment of morethan ten years,
life imprisonment or death penalty). Please fill in the answer between [SENTENCE] and [eoa]. You must give an option. Pleaseoutput the
answer strictly in the required output format. Do not output any irrelevant content or explanation. For example, [SENTENCE] C[eoa].)

I (Input): [Please Put Your Input Here.]

W (Output):

Figure 12: The Prompt Template for Few-shot CoT in Law Domain.

Prompt Template for Re-Task (Lite) in Law Domain.

#Role: [RE—RET  BAAFEENES.
(# Role: You are a judge. Please complete the tasks specified by the user.)

#BEEK
(# Reference law)
[Please Put the Knowledge Here.]

# Demonstration:
[Please Put Your Capability Items for the Overall Task Here.]

ESHR  RETIRAN , R EASEE#RTHARR,

B3R - MABCEMIHIK EETA=FE N THRREMN ., WRIAFES | B=F UL TFEUTHERERN  c+F EBIPREMN . TH5E
FISIEH) Pkt — MR A B FIAFIEIX &) |, BE S RAEAIAXE] Slecal z 8] , MIERE— MR |, FERER N HAERE
HER , FEHRETEANBTRERE, HIAMHXE]Cleoa],

(Task description: According to the following input, sentence the defendant Li.

Requirements: Select the most appropriate sentence interval from the three sentence interval options A, B, and C (A: imprisorment of less than
three years, detention or control; B: imprisonment of more than three years but less than ten years; C: imprisonment of morethan ten years,
life imprisonment or death penalty). Please fill in the answer between [SENTENCE] and [eoa]. You must give an option. Pleaseoutput the
answer strictly in the required output format. Do not output any irrelevant content or explanation. For example, [SENTENCE] C[eoa].)

A (Input): [Please Put Your Input Here.]

I (Output):

Figure 13: The Prompt Template for Re-TASK (Lite) in Law Domain.
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Prompt Template for Re-Task (Full) in Law Domain.

#Role: fRE—RZEE  BEMBAEENES.
(# Role: You are a judge. Please complete the tasks specified by the user.)

# BRI

(# Reference law)
[Please Put the Knowledge Here.]

# Demonstration:
[Please Put Your Capability Items for the Subtasks Here.]

[Please Put Your Capability Items for the Overall Task Here.]

EEHR  RETIRAN , R EASEE#RTHARR,

B3R MABCEMIEIR EIATAZFE U THHRARM . WRSFES B =F N E+EUTHHREN  c+EX EEHEM. THRE
FISIEH) Pt — MR A B FIAFIEIX 8 |, BE S RAEAIXE] Slecal Z 8] , MIEEE— MR |, EERER N HAERE
HER , FEHRETEANBTRERE, HIAMHKX E]Cleoa],

(Task description: According to the following input, sentence the defendant Li.

Requirements: Select the most appropriate sentence interval from the three sentence interval options A, B, and C (A: imprisorment of less than
three years, detention or control; B: imprisonment of more than three years but less than ten years; C: imprisonment of morethan ten years,
life imprisonment or death penalty). Please fill in the answer between [SENTENCE] and [eoa]. You must give an option. Pleaseoutput the
answer strictly in the required output format. Do not output any irrelevant content or explanation. For example, [SENTENCE] C[eoa].)

A (Input): [Please Put Your Input Here.]

i (Output):

Figure 14: The Prompt Template for Re-TASK (Full) in Law Domain.

Table 15: The prompt template of one-shot CoT on MMLU-Math dataset.

Prompt template of One-shot CoT

Input:
# Role:
You are an expert in the field of Math. Complete the task provided by the user.

# Demonstration:

Question:

[Please Put Your Question of Demonstration Here]

Options:

[Please Put Your Options of Demonstration Here]

Rationale:

[Please Put Your Rationale of Demonstration Here|

Correct: [Please Put Your Final Choice of Demonstration Here]

# Task Description:

According to the following question and options, refer to <# Demonstration>, select one correct
option. Please think step by step and follow the answer format in <# Demonstration>, i.e., output
the brief chain-of-thought beginning with ’Rationale: * within 500 characters, and the final choice
option beginning with *Correct: > from A’ to ’D’.

Question:

[Please Put Your Question Here]

Options:

[Please Put Your Options Here]
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Prompt For Standard Prompting + Capability Item 3 + CoT

System Prompt
#Role: RE—RAE, BEB<SELALNEML THRAFEENES

(# Role: You are a judge. Please understand the <reference law> and complete the tasks specified by the user.)

#BEEE:

(# Reference Iaw)

FE-THE [BEHFE] BEGEHASEN, A=FNTHHER, WRIEEH. LORE, BAEGH, S=FNE+
EUTﬁﬁﬂfiﬁU FASLCNE MR RRFEBAEGEREEREN, ST E EAMRA. TR B,

(Article 234 [Intentional injury] Anyone who intentionally injures another person shall be sentenced to fixed -term imprisonment of not more
than three years, criminal detention or public surveillance. Anyone who commits the crime in the preceding paragraph and caus es serious

injury to another person shall be sentenced to fixed -term imprisonment of not less than three years but not more than ten years; if the crime
causes death or causes serious injury to another person by particularly cruel means, resulting in serious disability, shall b e sentenced to fixed -
term imprisonment of not less than ten years, life imprisonment or death.)

# Demonstration:

ESHR: RETIEA, AMHEFNIEANGERE, M8 CDEGRREENAEY B:E; CILT A ERA) Nk —

Ef FENRHERE, HHEREEZHER] Slecal 2 [8, HlIMIZE 1ﬁ&ﬁF]C[eoa] DIk H— AR, #F#%&BEEXE’J?E&#%T%
1= 7V<o

(Task description: Based on the following input, determine the injury level of the victim in the incident, and select the most appropriate injur y

level from the three injury level options A, B, and C (A: minor injury; B: serious injury; C: death or severe disability). Pl ease fill in the answer

between [INJURY] and [eoa], for example, [INJURY]C[eoa]. Give one option and output the answer strictly in the required outpu t format.)

WA LRTAFHIF, FRUGCERRNRE ERENIBERREREG. SETEEENGEURES.
(Input: Criminal behavior - During the fight, Li grabbed Cao's arm, and Cao stabbed Cao in the abdomen with a knife. Cao's injuries were
identified as serious injuries.)

W [1572E]Bleoca]
(Output:[INJURY]B[eoa])

EEHER: RIETIEA, SWWEASREUHTHAAR,

BR: hABCE Aﬁ’lﬁﬂtlﬂﬁﬁ% SETHER, AESEEH, B=FNE+EN M HIIEH, cH RN ERHER. Tk
TSR 2t — A A B RO H AT ], W% I B 19 Seoal 2 8], BIAAIFIHIK H1Ceoa].

(Task description: According to the following input, sentence the defendant Wu.

Requirements: Select the most appropriate sentence interval from the three sentence interval options A, B, and C (A: imprison ment of less than
three years, detention or control; B: imprisonment of more than three years but less than ten years; C: imprisonment of more than ten years,
life imprisonment or death penalty). Please fill in the answer between [SENTENCE] and [eoa]. For example, [SENTENCE]C[eoa].)

WA 2016FF1159H LA 1001F, BREL, Rl FFZENGEZBENARRE LREHENN—ELS E#TERBT, E6T
gEf, FENEONANRERS. BRAGALTNG, FHTbyBoEm, KRS ‘ﬁﬁ?%lzﬁi%h, BKAWITEEITS, WITAR
EVRIERRERGER TRBEFEFTOMIANEE, IRERFAITHE. SREEARAZEETOETE: FF5
BHRGEMREG %K. 2016F11027H, HEAFTEIKE 'ﬁ?&:—%)&[ﬁ?%hiﬁmﬁﬁﬁﬂmx% FELI—RMAEREAEST 522000
THERTRE, BRALARESE, MFRINTATURR BEFBERFTRNAIERE

(Input: At about 10 am on November 9, 2016, Chen 1, Li 1, Li 2 and others took an excavator to carry out road construction on a mountain in
Xinnan Village, Shangguan Town, Dongyuan County. During the construction process, Chen 3, Chen 4 and other villagers from the Nanxing
Group of Xinnan Village went to the scene. Due to land disputes, Chen 3 and Chen 1 had a dispute, and then the two sides fought. During the
process of persuading the two sides, physical contact occurred. Li 1 punched Chen 4 in the mouth with his right fist, causing Chen 4's front
teeth to fall out. According to the appraisal of the Dongyuan County Public Security Judicial Appraisal Center: Chen 4's physical injuries have
constituted a second -degree minor injury. On November 27, 2016, the family of the defendant Li 1 and the victim Chen 4 reached a mediation
agreement. Li 1 paid the victim's medical expenses of 22,000 yuan in one lump sum and has fulfilled it. Chen 4 issued a lette r of understanding,
forgiving Li 1's behavior and voluntarily no longer pursuing Li 1's criminal responsibility.)

Wl REFIRENROER, FTRIRLHURESNG BELITRIFEAFRERNTRE, 2L ERANGREMRRG R,
MERSLELONE, THNEHEMRASEOTIETHEGER. FlJﬁﬁff E P THEGER. mﬁ%mxu/alm BNFFIEA
XA, B, FRIEBSXNETHRIFBITHRNRE, FRAEEFAHERARERE XERFOUTEENERLENIIRE
R FINERZIAX E]Aleoa].
(Output: According to the case information provided, Li No. 1 punched Chen No. 4 in a dispute over land and caused his front teeth to fall out.
Chen No. 4's injuries were identified as second -degree minor injuries. According to the reference law, this act of intentionally injuring another
person's body is a crime of intentional injury, and the sentence should be within the range of imprisonment of less than thre e years, detention
or control, that is, the sentence range A. In addition, Li No. 1 has paid medical expenses and obtained Chen No. 4's forgiven ess, and Chen No. 4
voluntarily no longer pursues his criminal responsibility. These factors may also affect the final judgment. So the answeris [SENTENCE]A[eoa].)

User Prompt

EEHER: RIETIEA, SEEASEEH#GRIRAR.

2R MABCEMHMKEET(AZFE N THRER . ORFEEH, B=FEN E+FENTHRAEM, o+ ENEFHER. THIE
PSRRI — N A B ATISIR ], A ARSI E) Slecal2 8], BAAB— MR, B MR EROE RS
HER, TEHHETLXARTELRE, HIATRIHAX E]Ceoa],

(Task description: According to the following input, sentence the defendant Li.

Requirements: Select the most appropriate sentence interval from the three sentence interval options A, B, and C (A: imprison ment of less than
three years, detention or control; B: imprisonment of more than three years but less than ten years; C: imprisonment of more than ten years,
life imprisonment or death penalty). Please fill in the answer between [SENTENCE] and [eoa]. You must give an option. Please output the
answer strictly in the required output format. Do not output any irrelevant content or explanation. For example, [SENTENCE] C [eoa].)

wWA: BETREAEFRATEXARGSERIES: %&%A?%%$2017¢3H IHL2MYF, HEMAEAXXRKEREREASILIABRERA,
AIRXEXZEEACHERMESN, BENERESETHE. &6, %&i)\éii?ﬂfiiﬁé—*ﬂﬁh%L%%Fi’fﬁ BEREHL
B, BhE, TRAAANEBNGERG R, RER, REASREROEIAOATHRE. B CARBOFEL A
RIEVEBEIRS TR AIESE T IIESE .

(Input: Yantai Economic and Technological Development Zone People's Procuratorate of Yantai City accused: At about 12:00 on March 9, 2017,
the defendant Li had a dispute with his co -worker Wang in the north gate courtyard of Dajijia Company in Yantai Development Zone because
Wang instructed him to throw away waste, and then punched and kicked Wang. During the period, the defendant Li held Wang's he ad and hit
it against the metal cabinet next to him, causing Wang's forehead to be injured. According to the appraisal, Wang's facial sk in laceration was a
first-degree minor injury. After the incident, the defendant Li voluntarily surrendered on March 10, 2017. Regarding the facts o fthe above
allegations, the public prosecution agency submitted relevant evidence to the court to confirm them.)

it
(Output:)

Figure 15: The Prompting for Re-TASK (Full) using Capability Item C3
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Table 16: The prompt template of Re-TASK prompt on MMLU-Math dataset.

Prompt template of Re-TASK

Input:
# Role:
You are an expert in the field of Math. Complete the task provided by the user.

# Knowledge:
[Please Put Your Knowledge Here]

# Demonstration:

Question:

[Please Put Your Question of Demonstration Here]

Options:

[Please Put Your Options of Demonstration Here]

Rationale:

[Please Put Your Rationale of Demonstration Here|

Correct: [Please Put Your Final Choice of Demonstration Here]

# Task Description:

According to the following question and options, refer to <# Knowledge> and <# Demonstration>,
select one correct option. Please think step by step and follow the answer format in <#
Demonstration>, i.e., output the brief chain-of-thought beginning with ’Rationale: ’ within 500
characters, and the final choice option beginning with ’Correct: * from A’ to ’D’.

Question:

[Please Put Your Question Here]

Options:

[Please Put Your Options Here]

Table 17: The prompt template of knowledge generation.

Prompt template of Knowledge Generation

# Role:
You are an expert in the field of Math. Complete the task provided by the user.

# Demonstration:

## Question: The hypotenuse of a right triangle measures 10 inches and one angle is $45"{\circ}$.
What is the number of square inches in the area of the triangle?

## Knowledge: The area of a right triangle is given by A = (1/2) * base * height.

# Task Description:

Given the question, please just generate the formula or other knowledge related to the question
as brief as possible, like the <# Demonstration>. Just output the one related formula or other
knowledge, DO NOT output any other characters.

## Question:

[Please Put Your Question Here]

## Knowledge:
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Table 18: The prompt template of capability item generation.

Prompt template of Capability Item Generation

# Role:
You are an expert in the field of Math. Complete the task provided by the user.

# Demonstration:
e
“question”:

“At a certain factory, 10 percent of the staplers produced on Monday were defective and 2
percent of the non-defective staplers were rejected by mistake. If 72 of the non-defective staplers
were rejected, what was the number of staplers produced that day?”

“options™: [

“A. 4,000,

“B. 4,200”,

“C. 4,500,

“D. 4,800”

]
“rationale”:

“Step 1. We're told that 10% of staplers in a factory are defective. \n Step 2. X = Total
staplers, 0.1X = defective staplers, 0.9X = normal staplers. \n Step 3. We’re told that 2% of the
normal staplers were rejected by mistake and that this = 72 staplers. \n Step 4. 0.9X(0.02) = 72,
0.018X =72, 18X = 72,000, X = 4,000.”,

“correct”: “A”

}

# Task Description:

I will give you a piece of knowledge text, please help me generate a four-choice question which is
one deduction application of this knowledge, including the question, options, rationale and correct
answer.

The knowledge is [Please Put Your Knowledge Here].

The answer is required to follow the **json** format in <# Demonstration>, as:

{

“question”: Content of the question,

“options”: list of four options,

“rationale”: Content of the chain-of-thought with each step starting with *Step x. ’, which is
limited to 400 characters,

“correct”: the single choice character of correct answer
}
You must and can only generate one deduction example of the given knowledge in the above json
format. No extra characters are allowed.

Prompt Template for Zero-shot CoT on FinancelQ Dataset.

#Role: RE—BEFIHNER , ERMIBENES.

(# Role: You are an expert in the field of economics, please complete the tasks specified by the user.)

SR  RERBETIEARNBE , MDET P EFE— N ERAEDR , FHEREAETNS LT 8 |, FIaREmcem) , &
M — N ETL

(Task description: Now, based on the following input question, select the correct option from the 4 options. Please fill in the answer between
[options] and [options], for example [option] C [option], one option must be given.)

[B]f& (Question): [Please Put Your Questions Here.]
FEIA (Options): [Please Put Your Options Here.]

&2 (Answer):

Figure 16: The Prompt Template for Zero-shot CoT on FinancelQ Dataset.
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Prompt Template for Few-shot CoT using random Demo CoT on FinancelQ Dataset.

#Role: fRE—REFIHMNER , ERMIEENES.
(# Role: You are an expert in the field of economics, please complete the tasks specified by the user.)

# Demonstration:
[Please Put the random Demonstrations Here.]

# Initialization
fEH<Role> , #RT] IMBF<Demonstration>5E i Fi P44 E IS -

(As a<Role>, you can refer to<Demonstration>to complete the tasks given by the user.)

EEHER  MERBETIRANEDEA , MMETREFE—NERORT , BEEREAET ST ZE , FInRERICHET , &%
PR — BT

(Task description: Now, based on the following input question, select the correct option from the 4 options. Please fill in the answer between
[options] and [options], for example [option] C [option], one option must be given.)

[a] & (Question): [Please Put Your Questions Here.]
%10 (Options): [Please Put Your Options Here.]

22 (Answer):

Figure 17: The Prompt Template for Few-shot CoT on FinancelQ Dataset.

Prompt Template for Re-Task (Lite) on FinancelQ Dataset.

#Role: (RE— B LRMPLMNER , 15IBIL H<Knowledge Application>F % ST IR I NG RL Ai<Knowledge Recall>HIR FIEES , TR iR
EMES.

(# Role: You are an expert in the field of economics, please deepen your application ability of<Knowledge Recall>through learning<Knowledge
Application> and complete the tasks specified by the user.)

# Capability Items for Overall Task:
## Knowledge Recall
[Please Put the Knowledge Recall of the overall Task Here.]

## Knowledge Application
[Please Put the Knowledge Application of the overall Task Here.]

# Initialization
tEh<Role> , RE] B H<Demonstration>5E B 45 EAIESS o
(As a<Role>, you can refer to<Demonstration>to complete the tasks given by the user.)

EFHR  MERETIRAREE , MMETHERE— N ERBNET , BEERBEAET ST ZE , FInRERICHEDT , &%
s —MNE

(Task description: Now, based on the following input question, select the correct option from the 4 options. Please fill in the answer between
[options] and [options], for example [option] C [option], one option must be given.)

[&] & (Question): [Please Put Your Questions Here.]
%10 (Options): [Please Put Your Options Here.]

2 (Answer):

Figure 18: The Prompt Template for Re-TASK (Lite) on FinancelQ Dataset.
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Prompt Template for Re-Task (Full) on FinancelQ Dataset.

#Role: RE—ZLRMTUIBMNER , 5B id<Knowledge Example 1>89% S HNE X1 R fi<Knowledge Recall 1>FIIRfRAE S , Y@ st
<Knowledge Application 2> A% SJ MR X N 57 f<Knowledge Recall 2>F9 R FRE S , e A8 EIES -

(# Role: You are an expert in the field of economics, please deepen your understanding of <Kknowledge Recall 1> through learning <Knowledge
Example 1> and deepen your application ability of <Kknowledge Recall> through learning <Knowledge Application> and complete the tasks
specified by the user.)

# Capability Items for Subtasks:
## Knowledge Recall 1
[Please Put the Knowledge Recall 1 of Subtasks Here.]

## Knowledge Example 1
[Please Put the Knowledge Example 1 of Subtasks Here.]

## Knowledge Recall 2
[Please Put the Knowledge Recall 2 of the Subtasks Here.]

## Knowledge Application 2
[Please Put the Knowledge Application 2 of the Subtasks Here.]

# Capability Items for Overall Task:
## Knowledge Recall
[Please Put the Knowledge Recall of the overall Task Here.]

## Knowledge Application
[Please Put the Knowledge Application of the overall Task Here.]

# Initialization
fEH<Role> , {RT] [MF#<Demonstration>5E i A A A EHIES o
(As a<Role>, you can refer to<Demonstration>to complete the tasks given by the user.)

ESHR  MERBETIRMAMEE , MMETAHEE—NEBOET  EHERBEART SET 08 , FIEnRERICHET , &%
M —MET,

(Task description: Now, based on the following input question, select the correct option from the 4 options. Please fill in the answer between
[options] and [options], for example [option] C [option], one option must be given.)

[6]f® (Question): [Please Put Your Questions Here.]
¥EIR (Options): [Please Put Your Options Here.]

&% (Answer):

Figure 19: The Prompt Template for Re-TASK (Full) on FinancelQ Dataset.
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