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ABSTRACT

The goal of achieving Artificial General Intelligence (AGI) is to imitate humans
and surpass them. Models such as OpenAlI’s ol, 03, and DeepSeek’s R1 have
demonstrated that large language models with human-like reasoning capabilities
exhibit exceptional performance and are being gradually integrated into multi-
modal large language models. However, whether these models possess capabili-
ties comparable to humans in handling reasoning tasks remains unclear at present.
In this paper, we propose Human-Aligned Bench, a benchmark for fine-grained
alignment of multimodal reasoning with human performance. Specifically, we
collected 9,794 multimodal questions that solely rely on contextual reasoning, in-
cluding bilingual (Chinese and English) multimodal questions and pure text-based
questions, encompassing four question types: visual reasoning, definition judg-
ment, analogical reasoning, and logical judgment. More importantly, each ques-
tion is accompanied by human success rates and options that humans are prone to
choosing incorrectly. Extensive experiments on the Human-Aligned Bench reveal
notable differences between the performance of current MLLMs in multimodal
reasoning and human performance. The findings on our benchmark provide in-
sights into the development of the next-generation models.

1 INTRODUCTION

Contextual reasoning is fundamental to human intelligence ( ; ,
), and also a goal for achieving Artificial General Intelligence (AGI) ( , ).
Recent advancements in Large Language Models (LLMs) have demonstrated substantial improve-
ments in reasoning capabilities across complex domains such as mathematics ( , ;
s ; R ; , ), logical reasoning ( s ; s

; s ; s ) and coding ( ;

, ; , ). Techniques like test-time compute scahng (e g., OpenAI ol (

s ) and Deepseek-R1 ( s )) have 51gn1ﬁcantly enhanced the reasoning per-
formance of LLMs ( s ; , ), while
gradually becoming more human-like in thelr reasoning forms. Wlth the rapid advancement in re-
search on language reasomng of LLMs ( s ; s ; s ;

), investigations into reasonmg multnnodal large language models (MLLMs) have emerged as
a dominant research direction.

However, current tasks predominantly fall into knowledge-intensive categories that require domain-
specific expertise beyond substantial reasoning capabilities in fields such as science or mathematics,
making it challenging to isolate and evaluate the contextual reasoning capacities of MMLMs. Al-
though some researchers have proposed tasks relying solely on general reasoning skills to solve
problems ( s ; s ), these studies still exhibit several lim-
itations: 1) Overemphasis on VISllal reasonlng while neglecting text-based reasoning. 2) Insufficient
fine-grained annotations, particularly precise human performance data and solution methodologies
for specific problem types. 3) Absence of systematic analysis distinguishing whether MLLMs are
merely memorizing procedural steps or engaging in genuine reasoning processes. These deficiencies
hinder comprehensive evaluation of reasoning-oriented MLLMSs’ capabilities in multimodal scenar-
ios and limit exploration regarding whether MMLMSs’ reasoning patterns align with human cognitive
processes.
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Table 1: Comparison between our Human-Aligned Bench and existing multimodal contextual
reasoning benchmarks (MM-IQ ( , ), VisuLogic ( , ), VISUALPUZ-
ZLES ( , )). Human-Aligned Bench includes more comprehensive data and question
coverage. The systematic knowledge structuring and dynamic test-time augmentation also provide
more reliable and fair evaluation of MLLMs. T: Text; I: Image; HAR: Human Accuracy Rates;
HEO: Human Error-prone Options. HS: Human Solutions

Data Coverage

Benchmarks #Instances #lmages Modality HAR HEO HS
MM-IQ 2,710 2,710 +T X X X
VisuLogic 1,000 1,000 I+T X X X
VISUALPUZZLES 1,168 1,168 +T X X X
Human-Aligned Bench 9,794 2,759 T, I+T (4 v v

To address these challenges, we introduce Human-Aligned Bench, a benchmark designed to eval-
uate the pure reasoning capabilities of MLLMs. The data for Human-Aligned Bench is primarily
sourced from the logical reasoning and judgment sections of China’s civil service examinations,
which mainly assess test-takers’ abilities in contextual understanding and logical thinking without
requiring any additional prior knowledge. Thus, these types of questions serve as an ideal testing
platform for reasoning multimodal models. Specifically, as shown in Table 1 and Fig. 1, our Human-
Aligned Bench comprises 9,794 reasoning problems spanning four distinct reasoning categories:
Visual Reasoning, Definition Judgment, Analogical Reasoning, and Logical Judgment. This bench-
mark supports bilingual (Chinese-English) visual-textual and text-only question-answering formats.
For each question, we also compiled human accuracy rates and pinpointed the distractor choices
that most frequently mislead respondents. Moreover, for every question category, we offer con-
cise synopses of human solution strategies—serving as a foundation for multidimensional analysis
and cross-validation of MLLMs’ inferential processes, thereby illuminating their genuine reasoning
prowess. Compared with existing reasoning benchmarks, our Human-Aligned Bench is expected
to provide a more systematic evaluation in exploring whether the contextual reasoning abilities of
MLLMs align with human reasoning.

We conducted comprehensive evaluations and systematic analyses using the Human-Aligned Bench
to assess the reasoning capabilities of current MLLMs. Extensive experimental results show that
large models trained with reasoning-related data (e.g., Gemini-2.5-pro-exp-03-25) generally out-
perform conventional smaller models in visual reasoning tasks, yet still exhibit a significant per-
formance gap relative to human benchmarks. In textual reasoning tasks, all MLLMs demonstrated
superior performance compared to their visual reasoning capabilities, with similar performance dis-
crepancies observed in bilingual tasks, highlighting the persistent challenges in achieving robust
visual reasoning within current multimodal architectures. Regarding human capability alignment,
MLLMs failed to exhibit accuracy improvements corresponding to reduced task difficulty levels
in image-based reasoning, though their error-prone patterns at high difficulty levels showed partial
alignment with human cognitive tendencies. Furthermore, through joint analysis of the model’s rea-
soning processes and human solutions, we found that certain MLLMSs’ inferential faculties remain
dependent on predefined prompts and some MLLM rise fake reasoning. This critical dependency
reveals fundamental disparities between the reasoning patterns of MLLMs and human cognitive
processes. Our contributions are summarized as follows:

* Multimodal Contextual Reasoning Benchmark. We introduce Human-Aligned Bench, a
multimodal benchmark that relies solely on contextual reasoning, designed to comprehen-
sively evaluate the reasoning capabilities of MLLMs.

* Analysis of alignment with human capabilities. We conduct a fine-grained analysis of
the anthropomorphic characteristics in MLLMs by utilizing human average accuracy rates
and error-prone options.

» Analysis of Fake Reasoning Abilities. We conduct joint analysis using human’s prior
reasoning processes and the built-in reasoning of models to assess how MLLMs apply and
learn reasoning processes.



Under review as a conference paper at ICLR 2026

Question: "Optokinetic response refers to the reaction triggered
in humans and animals to stabilize the image of a moving object
on the retina when perceived through vision. Based on the above
definition, which of the following best exemplifies the
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Question: "Abdominal aortic calcification (AAC) is a disease caused
by hypertension, hyperlipidemia, atherosclerosis, abdominal aortic o Chinece "answer': "C"

aneurysm, and other factors. A study conducted on 881 elderly
women found that after adding foods such as black tea, green tea,
blueberries, strawberries, oranges, grapes, red wme and dark
chocolate to their diet, their likelihood

aortic calcification was significantly reduced, and these foods all
contain high levels of flavonoids. Therefore, increased intake of
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"human easy wrong answer": "A"
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flavonoids will reduce the probability of developing abdominal aortic "answer": "B" "A" A" ‘ ug ‘ Du ‘ EjJ ’ EE
calcification. Which of the following, if true, would most weaken the "human correctness rate": " 51 %" | "B": "B"
above viewpoint? " "human easy wrong answer": "D"  "C"

"A": "Women who like to drink black tea have a
lower probability of developing AAC than those
who do not like to drink black tea.",

"B": "Foods high in flavonoids also contain a large
amount of dietary fiber that can lower blood lipids."

"C": "People who consume fewer flavonoids in their
daily diet have a higher probability of developing AAC."
"D": "There are many foods in life that contain
flavonoids, among which black tea has the least amount
of flavonoids. "

nprs pn
"answer": "D"

"human correctness rate": "72%"
"human easy wrong answer": "A"

Figure 1: Overview of Human-Aligned Bench. Human-Aligned Bench contains 4 categories of
questions, each of which has both Chinese and English versions. Each question contains human
scoring rates and error-prone options. These questions require models’ abilities in visual logic and
pure text reasoning.

2 RELATED WORK

Multi-modal Large Language Models. The recent epoch has been distinguished by consider-
able strides in the development of MLLMs. This progression originated with foundational endeav-

ors—such as BLIP ( s ; ) and Flamingo ( s )—which innovatively
introduced lightweight adapters to bridge vision transformers ( , ) and Large
Language Models. Following these, instruction-tuned variants like LLaVA ( , ) and
MiniGPT-4 ( , ) emerged, significantly augmenting multimodal perception. Concur-
rently, proprietary systems including GPT-40 ( , ), Gemini-Pro ( , ), and
Claude ( , ) have demonstrated exceptional performance on sophisticated multimodal

benchmarks. In parallel, open-weight architectures—spanning the Qwen-VL series (

> s

, ; , ) and InternVL variants ( , 3C3a3 ,
; s ), to LLavaOV Pangea, Cambrlan and various llama-based approaches (
: , )—vie for

prommence through reﬁned arch1tectura1 optlmlzatlons strateglc dataset expansions, and the imple-
mentation of novel training paradigms. Furthermore, domain-specific MLLMs have been concep-
tualized for specialized applications, leveraging techniques such as multimodal pretraining, vision

instruction tuning, and reinforcement learning. Notable examples include Math-LLaVA ( ,
) and MultiMath ( , ), designed for advanced mathematical reasoning, alongside
Med-Flamingo ( s ), LLaVA-Med ( s ), and Med-MoE ( s

) within the biomedical sphere. Recently, the burgeoning and rapidly advancing domain of
multimodal reasoning has become the focus of intensive exploration. Pertinent research in this
area has notably employed anthropomorphic chain-of-thought prompting ( , ), iter-
ative guidance methodologies, and a suite of reinforcement learning-based techniques, including

DPO ( s ), STaR ( , ), Quiet-STaR ( , ), and
DeepSeek-El ( , ). Augmenting these approaches are specifically architected, rein-
forcement learning-driven models. This cohort includes R1-Onevision ( , ), LMM-
RI ( , ), MM-EUREKA ( , ), R1-V ( , ), Visual-rft (
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Figure 2: Data curation and statistics of our Human-Aligned Bench. The data curation pipeline
consists of four stages: data collection, screening, parsing, and processing.
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s ), Visualprm ( s ), OThink-MR1 ( s ), VLM-R1 ( s
), Open-r1-Video ( , ), QvQ ( s ), Claude-3.7-Sonnet-thinking (
s ), 0l ( , ), and Gemini-2.0-flash-thinking ( , ). Notwith-

standing its current nascent stage, these pioneering contributions have illuminated new investigative
pathways towards the realization of AGI.

Multimodal Reasoning Benchmarks. With the rapid MLLMs, multimodal benchmark has evolved

from early visual perception tasks to specialized domains, including OCR ( , ), Chart
Question Answering ( R ), Document Visual Question Answering ( R

), Agent Benchmark ( , ), Tool Vision Benchmark ( , ), and first-
person perspective perception tasks ( , ). While many

benchmarks aim to evaluate MLLMs’ general world knowledge and reasoning abilities (
s ; R s ), and others hke
MathVerse ( s ), MMBench ( s ), GSM 8K ( , ), and
EXAMS-V ( , ) focus on domain-specific or exam-style challenges ( ,
, ), most benchmarks evaluate both model knowledge and reasonmg
facultles in tandem without effectively isolating the latter for discrete assessment. EMMA (

), its 14 K multimodal reasoning questions that require cross-modal deduction and the new
chain-of-thought annotation protocol. RBench-V ( R ), the first benchmark that allows
free-form visual outputs (segmentation masks, sketches, plots) and the associated V-Score metric.
Neither EMMA nor RBench-V supply human solution strategies per-question human accuracy rates
or human error-prone options, which are necessary for fine-grained alignment analysis.

Recently, an increasing number of multimodal benchmark evaluations has turned its attention to
contextual multimodal reasoning capabilities ( ; ) ).
Nonetheless, these studies exhibit several critical lrmrtatrons 1) A disproportionate emphasis is
placed on visual reasoning, often at the expense of thorough exploration into text-based reasoning.
2) There remains a paucity of fine-grained annotations, most notably the absence of precise human
performance metrics tied to specific problem categories and solution strategies. 3) There is a lack
of systematic inquiry into whether MLLMs are genuinely performing reasoning or merely repro-
ducing memorized procedural patterns. These deficiencies represent fundamental benchmarks for
evaluating the authenticity of AGI.

3 HUMAN-ALIGNED BENCH

As shown in Fig. 2, The data curation of Human-Aligned Bench involves four stages:

Data Collection. We collected questions from the public examination papers of Chinese Civil Ser-
vice Examination, which is held annually at the national and provincial levels, thus increasing the
diversity of the data. The data collection involves an extensive search of online open-source exam
repositories. Since millions sit for the civil service examination each year and most opting to prepare
via online platforms that report human accuracy rates, human error-prone options, and each ques-
tion has corresponding knowledge points, we have consolidated this information into the metadata
repository of the Human-Aligned Bench.

Data Screening. Following the initial data collection, human annotators transcribed mathemati-
cal formulas, chemical expressions, and special symbols—originally stored in image format—into
textual representations. Subsequently, we employed the MD5 hash algorithm to eliminate dupli-
cate questions. Next, a team of data annotators categorized the question content into four dis-
tinct types—Visual Reasoning, Definition Judgment, Analogical Reasoning, and Logical Judg-
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ment—guided by knowledge point identification. These classifications were then cross-validated
to ensure consistency and accuracy. Finally, given that certain questions encompassed culturally
specific elements—such as Chinese idioms or classical poetry—the annotators divided the dataset
into two overarching categories: Chinese-specific and non-Chinese-specific questions. Specifically,
two civil servants with master’s degree who has already been employed were invited to identify
specific questions related to China, based on whether the questions and options contained specific
Chinese expressions such as Chinese idioms or poems. Considering that some images contain Chi-
nese text, we employed image translation tools followed by manual verification, and accordingly
categorized these questions as Chinese-specific. Since only a limited number of questions featured
Chinese text within images, we proportionally selected additional questions—based on human ac-
curacy rates—from those without Chinese image content to balance the dataset, and likewise des-
ignated them as Chinese-specific. Specifically, a master of arts in English and two civil servants
with master’s degree who has already been employed were invited to collaborate on the meticulous
review on translation. First, the two civil servants cross-checked the test points of each question to
verify whether the logical relationships, reasoning steps, and "traps" in the questions were consis-
tent with the original Chinese text. Second, the master of arts in English and the two civil servants
conducted a cross-review of the domain-specific terminology in the questions to confirm whether
internationally recognized or industry-standard English expressions were adopted. They also exam-
ined whether the translated text was idiomatic and natural, eliminated all instances of "Chinglish,"
and ensured that the sentences were free of ambiguity-with particular attention to the clarity of pro-
noun references. Finally, all questions containing translation issues were selected and manually
translated by the meticulous review team.

Data Parsing. After the screening stage, each question is transformed into a standardized format
comprising the question stem, options, answers, human correct rate, human error-prone options,
question type and images (if any), and store all the information systematically.

Data Processing. Upon completing data parsing, we conducted a series of post-processing steps
to ensure structural consistency across all questions. Leveraging the GPT-40 API, we translated all
non-Chinese-specific questions into English, followed by meticulous review by domain experts to
confirm technical accuracy. Furthermore, in collaboration with individuals experienced in civil ser-
vice examinations, we developed problem-solving frameworks categorized by question type, linking
each question to its corresponding framework to enhance the contextual foundation for reasoning.

Table 2: Statistics of Human-Aligned Bench.
Data Statistics. As presented in Table 2, HCR: Human Correct Rate
the Human-Aligned Bench comprises 9,794

instances, with a near-uniform distribution Category Statistics
across the four reasoning categories, ensur- o) Questions 9794
ing that no single type disproportionately influ-  _ visyal Reasoning 2759
ences the benchmark. Likewise, difficulty lev- - Definition Judgment 2361
els—determined by human accuracy rates—are - Analogical Reasoning 2407
evenly balanced to accommodate a broad spec- - Logical Judgment 2267

trum of cognitive demands. The dataset is  HCR (0-60%, 60-80%, 80-100%)  30%/35%/35%
linguistically diverse, with approximately half  Question Type (English/Chinese) 51% / 49%
of the questions presented in Chinese and the
other half in English, allowing for the assessment of models’ reasoning capabilities across languages.
Recognizing that robust MLLMs must also contend with purely textual inputs, the Human-Aligned
Bench integrates both unimodal and multimodal instances.

4 EXPERIMENTS AND RESULTS

4.1 EXPERIMENTAL SETUP

We selected a diverse set of proprietary and open MLLMs to ensure broad coverage in terms of
model architecture, training scale, and intended application domains. This diversity allows us to
capture a wide spectrum of current approaches and capabilities in the field.

Open Models. We further evaluate widely used open MLLMs to gauge how open models compare
against proprietary models, Intern-VL3-28B, Intern-VL3-78B ( , ), Qwen2-VL-72B-
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Instruct, Qwen2.5-VL-72B-Instruct, and QvQ-72B-Preview ( s ; s ;

, ).
Proprietary Models. We evaluate several leading proprietary models that represent the current state
of the art: GPT-4o ( s ), o4-mini ( , ), Gemini-2.0-Flash, Gemini-2.0-Flash-
Thinking, Gemini-2.5-Pro ( , ; R ), Claude-3.7-Sonnet-thinking (
R ), and QvQ-Max ( , ).

For open-source models and proprietary models, we deploy their weights locally, setting the temper-
ature to 0.6 while keeping all other parameters at their default values. When designing the question-
ing template, we inform the MLLMs that they will subsequently encounter tasks in four categories:
Visual Reasoning, Definition Judgment, Analogical Reasoning, and Logical Judgment.

4.2 OVERALL RESULT

In this subsection, we compare the performance of 11 opensource and proprietary models. Given
the multiple dimensions of our benchmark, we analyze the MLLMs results from the reasoning type,
language type, and modality type of the questions. The results are presented in Table 3 and Fig 3.

Compare on Reasoning Type. Visual reasoning evaluates abstract cognitive abilities by requiring
individuals to discern visual patterns and infer missing components in accordance with underlying
structural principles. Definition judgment, by contrast, assesses the precision of conceptual under-
standing, necessitating strict conformity to predefined criteria to determine whether candidate op-
tions fulfill the definitions articulated in the question stem. Analogical reasoning gauges the ability to
recognize and align logical relationships between entities, demanding the identification of structural
correspondences analogous to those presented in the prompts. Logical judgment appraises critical
thinking and inferential reasoning skills, encompassing the evaluation of argument validity through
analysis of premises and conclusions, as well as the derivation of conclusions via deductive or in-
ductive logic. To comprehensively assess the multifaceted reasoning capacities of various MLLMs,
we employ these four categories. As shown in Table 3, Gemini-2.5-pro-exp-03-25 surpassed other
models in analogical reasoning, definition judgment, logical judgment and visual reasoning tasks.
QvQ-Max attained the second high performance among all MLLMs in both analogical reasoning
and definition judgment tasks. Meanwhile, the o4-mini also demonstrates excellent performance
in logical reasoning, while Claude-3-7-sonnet-20250219-thinking surpasses all other models except
Gemini-2.5-pro-exp-03-25 in visual reasoning. Notably, performance in analogical reasoning lagged
markedly behind that of definition and logical judgment, highlighting critical limitations in current
MLLMs: (1) deficient semantic comprehension of task instances; (2) limited capacity for modeling
complex logical relations; and (3) underdeveloped ability to generalize or map relational structures
across analogous contexts.

Compare on Language Type. The Fig. 3 (a) presents a comparative summary of the performance of
various MLLMs on reasoning tasks formulated in both English and Chinese. Broadly speaking, all
evaluated models exhibit superior accuracy on English-language questions—a disparity likely stem-
ming from the predominance of English data in their training corpora and indicative of underlying
challenges in cross-lingual multimodal reasoning. In the English subset, gemini-2.5-pro-exp-03-25
secures the highest score, surpassing the second-best model by a margin of 2.79%. For the Chinese
tasks, qvg-max narrowly outperforms o4-mini by 0.37%, thereby establishing itself as the leading
model in Chinese-language reasoning.

Compare on Modality Type. The Fig. 3 (b) reveals that the evaluated MLLMs demonstrate
markedly lower accuracy on image-based inquiries in comparison to their efficacy in pure text rea-
soning tasks. This observation is consistent with existing benchmark results. Moreover, as shown
in Table 6, although MLLMs demonstrate comparatively stronger proficiency in text-based reason-
ing within multimodal contexts than in image reasoning, they continue to underperform relative to
specialized LLMs in dedicated textual reasoning settings. These findings indicate that MLLMs still
have significant room for improvement not only in image reasoning but also in pure text reasoning.

4.3 COMPARE WITH HUMAN ABILITY

Considering that our Human-Aligned Bench includes human accuracy rates and error-prone options
commonly made by humans, it can evaluate whether MLLMs exhibit reasoning performance aligned
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Table 3: Performance (%) on the four reasoning tasks (Analogical Reasoning, Definition Judg-
ment, Logical Judgment, Visual Reasoning) of the Human-Aligned Bench across five human
difficulty levels. The table shows the evaluation scores of MLLMs, reflecting their average accu-
racy across different reasoning capabilities and difficulty levels. Top performers in each category

are highlighted in bolded.

Human \ 0-20% 20-40% 40-60% 60-80%  80-100% \ Overall
Analogical Reasoning
Claude-3-7-sonnet-20250219-thinking | 24.07 39.61 52.62 58.31 71.30 58.45
Gemini-2.0-flash 16.67 36.47 44.76 53.27 68.05 53.51
Gemini-2.0-flash-thinking-exp 27.78 33.73 45.69 55.42 68.57 54.55
Gemini-2.5-pro-exp-03-25 42.59 54.90 65.92 74.43 88.70 74.32
GPT-40 29.63 31.76 41.20 51.13 66.62 51.35
04-mini 27.78 37.25 56.74 66.37 81.69 65.18
QvQ-Max 37.04 44.49 58.83 68.73 82.05 67.53
InternVL3-38B 22.22 40.39 55.43 65.49 80.65 64.48
InternVL3-78B 24.07 37.65 51.12 63.48 80.00 62.40
QvQ-72B-Preview 37.04 41.96 50.19 60.96 75.97 60.82
Qwen2-VL-72B-Instruct 27.78 33.73 48.13 55.79 74.94 57.25
Qwen2.5-VL-72B-Instruct 22.22 31.76 44.19 53.90 72.47 54.63
Definition Judgment
Claude-3-7-sonnet-20250219-thinking 15.38 55.04 66.47 80.82 93.93 83.19
Gemini-2.0-flash 7.69 50.39 67.64 80.16 93.39 82.59
Gemini-2.0-flash-thinking-exp 15.38 57.36 65.60 80.69 93.48 82.93
Gemini-2.5-pro-exp-03-25 38.46 66.67 84.26 89.02 96.34 90.30
GPT-40 38.46 47.29 64.43 81.35 94.91 83.23
04-mini 30.77 5891 73.76 88.10 96.25 87.97
QvQ-Max 38.46 60.47 77.26 87.95 96.34 88.60
InternVL3-38B 23.08 52.71 62.10 82.67 94.11 83.14
InternVL3-78B 15.38 60.47 69.39 85.19 96.34 86.45
QvQ-72B-Preview 23.08 53.49 70.85 81.22 93.12 83.52
Qwen2-VL-72B-Instruct 15.38 47.29 63.56 78.70 93.93 81.66
Qwen2.5-VL-72B-Instruct 15.38 48.84 67.93 83.60 95.36 84.63
Logical Judgment
Claude-3-7-sonnet-20250219-thinking 17.65 39.62 59.08 69.97 88.05 72.78
Gemini-2.0-flash 11.76 38.99 49.87 71.48 90.71 72.70
Gemini-2.0-flash-thinking-exp 23.53 46.54 56.52 77.39 90.49 76.44
Gemini-2.5-pro-exp-03-25 23.53 61.64 75.96 86.56 94.80 85.80
GPT-40 29.41 32.70 39.13 66.83 91.59 69.25
04-mini 41.18 50.31 74.94 83.42 92.70 83.02
QvQ-Max 35.29 47.80 65.98 81.01 94.03 80.94
InternVL3-38B 29.41 33.33 43.22 69.97 90.27 70.58
InternVL3-78B 23.53 29.56 49.36 76.13 93.92 74.94
QvQ-72B-Preview 29.41 43.40 57.29 74.25 90.82 75.43
Qwen2-VL-72B-Instruct 11.76 25.79 42.20 67.09 88.94 68.20
Qwen2.5-VL-72B-Instruct 17.65 25.79 43.99 73.12 92.15 71.95
Visual Reasoning
Claude-3-7-sonnet-20250219-thinking | 40.91 27.31 24.66 28.31 34.03 28.74
Gemini-2.0-flash 18.18 31.33 22.74 26.65 27.31 26.13
Gemini-2.0-flash-thinking-exp 22.73 22.89 25.48 24.26 25.67 24.79
Gemini-2.5-pro-exp-03-25 45.45 24.10 27.67 29.50 35.97 30.23
GPT-40 27.27 2691 26.71 28.40 29.40 28.05
04-mini 13.64 22.89 25.48 27.48 31.49 27.40
QvQ-Max 13.64 23.69 23.56 27.02 29.40 26.28
InternVL3-38B 18.18 24.50 28.77 27.11 29.40 27.80
InternVL3-78B 27.27 22.49 23.15 24.54 28.96 25.08
QvQ-72B-Preview 18.18 26.51 27.12 25.46 31.04 27.29
Qwen2-VL-72B-Instruct 13.64 21.29 26.71 27.21 35.37 28.42
Qwen2.5-VL-72B-Instruct 18.18 24.90 27.81 28.40 31.34 28.56
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Figure 3: Performance (%) on the Human-Aligned Bench across different modalities (text,
image) and bilingual (Chinese and English ) in five human difficulty levels. (a) delineates the
evaluation metrics for MLLMs, showcasing their mean accuracy across different modalities and tiers
of difficulty. (b) presents the evaluation metrics for MLLMs, illustrating their mean accuracy across
different languages and levels of complexity.
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Figure 4: Consistency on Response and Error. (a), (b), and (c) represent the Consistency on
Response between MLLMs and humans. (d), (e), and (f) denote the Consistency on Error between
MLLMs and humans. In the heatmap, each position (x, y) represents the proportion of consistency
between the results of prediction x and prediction y across all responses/all errors.

with humans. Therefore, in this subsection, we analyze the comparative results between MLLMs
and humans from three perspectives: accuracy trends, consistency of model responses, and error
consistency.
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Table 4: Performance (%) on the Human-Aligned Bench across different reasoning patterns
and five human difficulty levels. The table shows the evaluation scores of MLLMs, reflecting
their average accuracy across different reasoning modes and difficulty levels. WHS: With human
Solution; WSS: With self Solution.

Human | 0-20% 20-40% 40-60% 60-80% 80-100% |  Overall
InternVL3-78B 23.58 34.97 43.69 58.85 79.04 60.59
InternVL3-78B-WHS 21.70 33.21 42.29 56.93 78.81 59.38 (-1.21)
InternVL3-78B-WSS 23.11 32.13 42.92 57.21 78.59 59.89 (-0.70)
QvQ-72B-Preview 30.19 39.27 46.70 57.25 76.70 60.23
QvQ-72B-Preview-WHS 29.25 41.54 46.65 58.65 76.07 60.66 (+0.43)
QvQ-72B-Preview-WSS 27.36 34.34 44.04 55.97 72.69 57.39 (-2.84)
Gemini-2.5-pro-exp-03-25 33.96 44.57 52.88 62.58 77.84 68.41
Gemini-2.5-pro-exp-03-25-WHS | 36.61 44.59 50.99 63.11 81.88 70.31 (+1.90)
Gemini-2.5-pro-exp-03-25-WSS 44.73 44.99 51.67 63.29 81.03 69.79 (+1.38)
GPT-40 30.19 32.95 39.49 54.22 75.09 56.62
GPT-40-WHS 17.65 34.04 39.21 56.15 78.88 60.04 (+3.38)
GPT-40-WSS 23.58 31.19 38.14 53.61 75.66 56.12 (-0.50)

Consistency on Accuracy Trends. As illustrated in Table 3, Fig. 3 (a), and Fig. 4 (a), (b), and (c),
all models display human-like trends in text-based reasoning tasks—namely analogical reasoning,
definition judgment, and logical judgment—where accuracy declines progressively with increasing
task difficulty. In contrast, MLLMs exhibit relatively uniform performance across difficulty levels
in visual reasoning tasks, with certain models displaying irregular or non-monotonic patterns. This
divergence is particularly pronounced in Claude-3-7-sonnet-20250219-thinking, Gemini-2.5-pro-
exp-03-25, and InternVL3-78B, whose accuracy does not decrease with increasing difficulty but
instead exhibits inconsistent or inverse trends. These indicate that current MLLMs lack human-like
capabilities in visual understanding and reasoning.

Consistency on Response. As illustrated in Fig. 4 (a), (b), and (c), we present the consistency
statistics among MLLMs on each question and the consistency between MLLMs and the correct an-
swers across three difficulty levels (80—100%, 60-80%, 0—-60%). We observe that MLLMs struggle
to match human performance in lower difficulty levels (80-100% and 60—80%), with most MLLMs
only achieving an ability level of approximately 75% (performance percentage / 60) at the 0-60%
difficulty level. These findings indicate that current MLLMs still lag far behind human capabili-
ties in terms of performance. Additionally, we find that MLLMs maintain high similarity across
each difficulty level. Given the lack of detailed descriptions of training data in current MLLM re-
search, we hypothesize that models within the same series (e.g., InternVL3-38B vs. InternVL3-78B,
Gemini-2.0-flash vs. Gemini-2.0-flash-thinking-exp) do not exhibit higher similarity to each other
than to models from other series. This indicates that different MLLMs within the same series have
distinct optimization directions despite using the same training data.

Consistency on Error. As shown in Fig 4 (d), (e) and (f), we present the statistics on error consis-
tency across MLLMs and between MLLMs and human-prone incorrect options for each problem at
three difficulty tiers (80-100%, 60—80%, 0-60%). We found that the tendency of MLLMs to align
with human-prone incorrect options is lower in the 80—-100% and 60-80% difficulty tiers than in the
0-60% tier, showing a trend of increasing alignment with human errors as difficulty rises. This may
be due to the fact that human-prone incorrect options in more difficult problems are more misleading
for reasoning, guiding the judgments of MLLMs, whereas in easier problems, these distractors have
less interference, resulting in more random choices.

4.4 FAKE REASONING ANALYSIS

Considering that our compilation of human problem-solving strategies for each question type, which
encapsulate how humans approach these items. We first imbued the MLLMs with this a priori human
reasoning. The outcomes, presented in Table 4, reveal that both the closed-source reasoning models
and non-reasoning models have a much higher ability to utilize human prior knowledge compared
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to the open-source MLLMs (including the reasoning models), that is, they have stronger context
reasoning ability.

In addition, we also used these models to generate summaries of the problem-solving methods for the
four types of questions in the Human-Aligned Bench, regarding these summaries as the thinking of
the models themselves, and then added these thoughts back into the questions. As shown in Table 4,
the performance of MLLM is degraded except for Gemini-2.5-pro-exp-03-25. Considering that we
constructed the problem with an a priori indication of the types of problems that MLLM would face,
which could also stimulate the corresponding thinking abilities for those problem types, MLLM did
not show similar abilities. To analyze fake reasoning, we first compiled human problem-solving
strategies for each question type. We then imbued the MLLMs with this a priori human reasoning
to evaluate their performance.

5 MOREHUMAN ALIGNMENT ANALYSIS

While Fig. 3 and Table 4 provide high-level performance comparisons, our work goes significantly
deeper in analyzing why and how MLLM reasoning diverges from human cognition. Section 4.3
reveals that MLLMs exhibit error consistency patterns: on high-difficulty problems (0-60% hu-
man accuracy), model errors increasingly align with human-prone distractors, suggesting convergent
vulnerability to misleading patterns; conversely, on easy problems, their errors are random and mis-
aligned, exposing distinct failure modes. Section 4.4 and Appendix B.2 investigate this divergence
through our fake reasoning analysis, where providing correct human solution steps paradoxically
degrades performance in some models (e.g., InternVL3-78B). This demonstrates a "bad" differ-
ence—an inability to assimilate external guidance, revealing a superficial reasoning process dis-
connected from actual decision-making. Appendix B.1 further identifies another "bad" difference:
state-of-the-art models show "inverse difficulty curves" in visual reasoning (performance dropping
on easier tasks) due to overthinking and self-contradictory chains-of-thought. However, we also
identify "good" differences: on low-difficulty tasks, MLLMs are less susceptible than humans to
common distractors, avoiding trivial fallacies. Together, these findings characterize which devia-
tions are detrimental (fake reasoning, non-monotonic patterns) and which represent potential advan-
tages (avoiding human-like biases), providing a nuanced blueprint for developing more cognitively
aligned MLLMs.

6 CONCLUSION AND LIMITATION

In this paper, we introduce the Human-Aligned Bench, a benchmark designed to evaluate the fine-
grained alignment between the multimodal reasoning capabilities of MLLMs and human perfor-
mance. Through multimodal questions that rely solely on context reasoning, including bilingual
(Chinese-English) multimodal questions and pure text questions, covering 9,794 questions of four
question types such as graphical reasoning, definition judgment, analogical reasoning, and logical
judgment, and by means of fine-grained human performance and detailed human problem-solving
ideas to construct a human feedback system, the Human-Aligned Bench fills the key gap in exist-
ing benchmarks that lack fine-grained human performance. The experimental results first reveal the
significant limitations of current MLLMs, especially highlighting their sensitivity to modal changes
and language variations. Secondly, it shows that in terms of image reasoning, MLLMs’ accuracy
and accuracy trends are far from having reasoning abilities similar to those of humans. Finally, it
reveals the phenomenon of false reasoning in current MLLMs. These findings lay the foundation
for constructing more powerful multimodal reasoning models.

Limitation While the Human-Aligned Bench provides detailed annotations of human performance,
the current data is limited to Chinese and English in terms of language, and detailed problem-solving
steps for each question are lacking. Additionally, insufficient data is also evident for training rea-
soning models. In future work, we will continue to improve the Human-Aligned dataset.
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Table 5: Global Performance (%) on the Human-Aligned Bench on five human difficulty levels.
Top performers in each category are highlighted in bolded.

Human | 0-20% 20-40% 40-60% 60-80% 80-100% | Overall
Claude-3-7-sonnet-20250219-thinking | 25.47 38.26 46.05 56.46 75.78 59.36
Gemini-2.0-flash 15.09 37.63 41.64 54.98 74.28 57.25
Gemini-2.0-flash-thinking-exp 24.53 36.74 43.84 56.20 74.05 58.08
Gemini-2.5-pro-exp-03-25 39.62 48.48 57.06 66.22 82.56 68.41
GPT-40 30.19 32.95 39.49 54.22 75.09 56.62
04-mini 27.36 38.89 51.80 62.78 79.56 64.16
QvQ-Max 32.08 41.16 50.50 62.55 79.59 64.06
InternVL3-38B 22.64 35.98 44.44 58.15 77.60 60.06
InternVL3-78B 23.58 34.97 43.69 58.85 79.04 60.59
QvQ-72B-Preview 30.19 39.27 46.70 57.25 76.70 60.23
Qwen2-VL-72B-Instruct 20.75 30.43 41.79 54.40 77.08 57.55
Qwen2.5-VL-72B-Instruct 19.81 31.19 42.24 56.81 77.05 58.53

Table 6: Performance (%) on the Human-Aligned Bench across text and five human difficulty
levels. The table shows the evaluation scores of MLLMs and LLM, reflecting their average accuracy
across different modalities and difficulty levels. Top performers in each category are highlighted in
bolded.

Human | 0-20% 20-40% 40-60% 60-80% 80-100% | Overall
Claude-3-7-sonnet-20250219-thinking | 21.43 43.28 58.36 69.52 85.79 71.37
Gemini-2.0-flash 14.29 40.52 52.52 68.12 85.54 69.45
Gemini-2.0-flash-thinking-exp 25.00 43.09 54.42 71.01 85.65 71.13
Gemini-2.5-pro-exp-03-25 38.10 59.67 73.97 83.25 93.74 83.38
Deepseek-R1 40.48 60.96 74.68 84.61 94.02 84.21
GPT-40 30.95 35.73 46.85 66.20 86.04 67.82
o4-mini 30.95 46.22 66.96 79.16 91.09 78.58
QvQ-Max 36.90 49.26 66.03 79.09 91.65 78.92
InternVL3-38B 23.81 41.25 53.47 72.55 89.16 72.71
InternVL3-78B 22.62 40.70 55.52 74.77 91.05 74.51
QvQ-72B-Preview 33.33 45.12 57.97 71.99 87.65 73.15
Qwen2-VL-72B-Instruct 22.62 34.62 50.47 67.01 87.08 68.97
Qwen2.5-VL-72B-Instruct 20.24 34.07 50.55 69.99 88.01 70.28

A ADDITIONAL RESULTS

A.1 GLOBAL RESULTS

As shown in Table 5, we present the evaluation results of MLLM:s on the full Human-Aligned Bench.
The results indicate that closed-source MLLMs such as Gemini-2.5-pro-exp-03-25, o4-mini, and
QvQ-Max still significantly outperform open-source MLLMs. In closed-source models, reasoning
MLLM:s exhibit superior performance compared to non-reasoning models. However, in open-source
models, we observe that the non-reasoning model InternVL3-78B outperforms the reasoning model
QvQ-72B-Preview in performance. We take the average of the human score rates for all questions
as the average difficulty of the Human-Aligned Bench, resulting in 68.82%. As shown in the table,
the difficulty of the Human-Aligned Bench remains relatively high for most existing MLLMs, but
Gemini-2.5-pro-exp-03-25 has already approached the average human performance.

A.2 MLLMs VS. LLM ON TEXT QUESITONS

In Table 6, we present the results of MMLMs and DeepSeek-R1, one of the current state-of-the-
art LLMs, on text-based questions. The results indicate that although Gemini-2.5-pro-exp-03-25
significantly outperforms other MMLMs, it still lags behind advanced LLM models. These findings
indicate that MLLMs still have significant room for improvement in pure text reasoning.
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B MORE ANALYSIS OF THE RESULTS

B.1 MORE ANALYSIS ON MODEL’S PERFORMANCE

We find that the inverse difficulty curves exhibited by some state-of-the-art reasoning models (e.g.,
Claude-3-7-Sonnet-Thinking and Gemini-2.5-Pro-Exp-03-25 in visual reasoning tasks) compared
to humans. Below we provide additional analysis.

* Model Size vs. Overthinking Trade-off: Our controlled experiments reveal that larger
models (>70B) show non-monotonic performance drops on low-difficulty visual reasoning
tasks (0—40% human accuracy), while smaller models (<40B) maintain monotonic curves.
This suggests overthinking: larger models generate lengthy, self-contradictory chains-of-
thought for trivial pattern-matching (e.g., counting shapes), introducing noise.

* Hallucination Patterns by Difficulty: Closed-source models like Gemini-2.5-pro, which are
trained on larger multimodal datasets, exhibit less severe hallucination in high-difficulty
tasks but more over-interpretation in easy tasks. Open-source models (e.g., InternVL3-
78B), by contrast, show more random errors across difficulty levels due to weaker visual
feature extraction, resulting in flatter curves rather than strict inverse patterns. This suggests
that the inverse curve is not universal but tied to how models balance visual perception and
prior knowledge.

 Architectural Differences: Reasoning-oriented models (e.g., Gemini-2.5-pro-exp-03-25)
integrate specialized reasoning modules (e.g., chain-of-thought prompting) that enforce
step-by-step logical deductions. However, these modules are optimized for textual logic
and struggle to map visual inputs to consistent reasoning chains—especially when task dif-
ficulty decreases, as the "over-constrained" logic may conflict with the simplicity of the
problem. Non-reasoning architectures (e.g., InternVL3-78B), by contrast, focus on fea-
ture extraction and similarity matching. They avoid such over-complication but fail to
improve with easier tasks due to their inability to leverage logical shortcuts (e.g., recog-
nizing "obvious symmetry" as a valid solution criterion), resulting in flat accuracy curves
across difficulty levels.

B.2 MORE FAKE REASONING ANALYSIS

Our fake reasoning analysis is designed to probe the core question of our Human-Aligned Bench:
Do MLLMs reason in a way cognitively aligned with humans? Specifically, we test their ability to
fluidly integrate two key resources essential for human-like reasoning:

* Assimilating High-Quality External Guidance: Can MLLMs effectively utilize expertly cu-
rated solution steps (derived from successful human solvers) as supplementary knowledge
to enhance performance?

* Accessing & Applying Internalized Knowledge: When primed with explicit problem-type
cues, can MLLMs spontaneously activate and apply relevant learned solution schemas to
improve accuracy?

Our key findings reveal significant misalignment:

* Failure in External Assimilation:Providing meticulously crafted human solution steps — a
clear cognitive aid — paradoxically degraded performance in models like InternVL3-78B.
This highly counterintuitive result strongly suggests an inability to meaningfully integrate
this external expertise, indicating potential superficial processing ("fake reasoning") rather
than genuine reasoning augmentation.

* Failure in Internal Application : Explicitly embedding the problem type led to performance
degradation in most MLLMs (except Gemini-2.5-pro-exp-03-25). This critical inconsis-
tency reveals a fundamental disconnect: models fail to spontaneously access or apply their
own learned knowledge even when strongly cued. This points to a lack of robust, usable
internal aligned with human problem-solving.

These findings expose a core limitation: the models often struggle with the integrative and cue-
responsive knowledge application fundamental to human reasoning. This demonstrable gap be-
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Table 7: Comparison of model performance on different question types

Question Type QvQ-max o4-mini Gemini-2.5-pro-exp-03-25
chinese specific question 0.677 0.650 0.736
non chinese specific question 0.594 0.608 0.660
all chinese question 0.629 0.626 0.692

tween an articulated reasoning process and the actual decision-making mechanism is the specific
phenomenon we term "fake reasoning."

C MORE ANALYSIS OF DATA STATISTICS

The Human-Aligned Bench consists of 4,807 Chinese questions, among which 2,051 contain Chi-
nese characterization elements, referred to as Chinese-specific questions in the paper. The accuracy
rates of different MLLMs on Chinese questions, comparing non-Chinese-specific questions with
Chinese-specific questions, are presented in Table 7. The results show that the trend revealed by the
Chinese-specific question aligns with those in the paper: Gemini-2.5-pro-exp-03-25 is far ahead of
all other models.

D STATEMENTS

D.1 STATEMENT OF DATA COLLECTION

The dataset used in this study was sourced from fenbi.com, a public online platform for educational
resources. Our data collection and processing protocols were designed to fully comply with the
platform’s User Agreement. The agreement specifies that the content can be for non-commercial

use. Accordingly, our use of the data is strictly limited to non-commercial, academic research,
aimed at generating scholarly insights without any commercial application.

D.2 STATEMENT OF REPRODUCIBILITY
In Appendix E, we provide prompt templates for questions, a summary of human problem-solving

ideas, and prompt templates for obtaining LLM problem-solving ideas. We will open source the
evaluation code and dataset after the paper is accepted.

D.3 STATEMENT OF USING LARGE LANGUAGE MODELS

In this paper, we utilized ChatGPT to refine the textual descriptions and translate Chinese into En-
glish during the creation of the dataset.

E PROMPTS

E.1 PROMPT FOR CREATING ENGLISH QUESTIONS

This section includes four types of questions: visual reasoning, definition judgment, analog-
ical reasoning, and logical judgment. Candidates are required to select the most appropriate
answer from four options.

question: {question}

options:

A {A},

B: {B},

C: {C},

D: {D}

Please think step by step and output in the following format:
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l <answer>A or B or C or D</answer>

E.2 PROMPT FOR CREATING CHINESE QUESTIONS

~

ARER S OFEEEHET « & AN - RIS B AW DO AP R R A, 7RIk
T A Y — P B IE LB R -

[A]7&H: {question}

itk

A: {A},

B: {B},

C: {C},

D: (D}

EIR—S— PR, I

<answer>A or B or C or D</answer>
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E.3 HUMAN SOLUTIONS FOR VISUAL REASONING IN ENGLISH

Here is a short account of the key knowledge points and ways to slove problems in visual
reasoning.

### 1. Key Knowledge Points: Rule Type Visual Reasoning

#i### 1. Position Type (Pictures Made of Same Parts)

- Move Along: Parts move on a flat space (way: up/down / left/right / across-corner / in
a round way; number of steps: fixed, getting bigger, happening again and again; path: go
through wall / turn back).

- Turn Round: Turning round a fixed point (way: with clock / against clock; angle: 45°,
90°, 180°, and so on).

- Turn Over: Turning over across a line (line across / line up and down, different from
turning round: after turning over, the picture is like a looking-glass picture).

#### 2. Style Type (Pictures Made of Parts That Are Like)

- Go Through All: Parts come out again and again (go through all the picture, go through
a small part, put in what is not there).

- Add Take Away Same Different:

- Add / Take Away: Pictures put on top of each other or taking away parts that are on
top of each other.

- Take Same: Keep the parts that are the same (take same in the whole, take same in
parts next to each other).

- Take Different: Keep the parts that are not the same.

- Black White Work: Rules for putting black and white blocks on top of each other (like
"black + white = black", be careful to keep it separate from moving along, often seen in
nine-space boxes).

###H# 3. Quality Type (Pictures Made of Parts That Are Not The Same, Look at This First)

- Same On Both Sides (Comes up often):

- Line Same On Both Sides (number of lines, way, angle of turning, if it goes through
point/line/surface).

- Centre Same On Both Sides (is the same as the first picture after turning 180°).

- Line + Centre Same On Both Sides (like "H" "O").

- Straight Curved Quality: All curved lines, all straight lines, curved and straight mixed
(look at the whole first, then look inside/outside / up/down).

- Open Closed Quality: Closed pictures (with a break / without a break), part-closed, all
open (be careful with pictures like those in everyday life, like "happy face" "key").

#### 4. Number Type (Pictures Made of Parts That Are Not The Same, Look at This When
Quality Has No Rule)

- Points: Crossing points (total crossing points, curved and straight crossing points, touch-
ing points, end points).

- Lines:

- Number of straight lines / curved lines (count separately, look for rules of getting
bigger, or the rule of the number when one is taken from the other).

- Number of pen movements (Key point):

- One pen movement: A connected picture with 0 or 2 odd points (points where an odd
number of lines come out).

- More than one pen movement: Number of pen movements = number of odd points /
2 (number of odd points must be an even number).

- Angles: Right angles, sharp angles, flat angles (more detailed in later times: count the
number of a certain kind of angle, like number of right angles).

- Surfaces: Number of closed areas (more detailed: shape of the area, size, black and
white areas, number of same areas).

- Units:

- Sort / Number of units (small separate pictures, like circles, three-sided shapes).

- Number of parts (parts joined together are one part, often used for pictures like those
in everyday life, like "leaf" "matches").
#i### 5. Special Rules
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- Working Parts: Marked points, arrows, small pictures (mark point: crossing points, lines,
surfaces, angles; mark use: way, long/short, inside/outside).

- Relation Between Pictures:

- Far from each other, touching (touching inside / touching outside), crossing (number
of crossing lines / crossing points, curved/straight / long/short of crossing lines).
- Inside (inside and outside structure, look at the quality of the inside picture).
#i## 11. Key Knowledge Points: Space Type Visual Reasoning
#### 1. Six-Side Box Folding (Will Be Asked)
- Opposite Sides:
- How to know: One space away in the same line or row, the two ends of a Z shape.
- Quality: Opposite sides cannot be seen at the same time, and cannot be not seen at the
same time.

- Sides Next To Each Other:

- Shared line: The line where sides next to each other meet (Ilength, look of it does not
change after folding).

- Shared point: The point where three sides meet (lines coming out from it do not
change after folding).

- Arrow way: Put an arrow on the only side that is not the same on both sides from the
centre, see if the pictures up/down/left/right are the same.
#### 2. Solid Joining

- Hollow and Bump Matching: The part that goes in and the part that comes out are the
same in shape and position (count the number of blocks first, then look at special shapes).
#### 3. Cut Picture

- Cut Pictures of Common Solids:

- Six-side box: Three-sided shape (not right-angled), four-sided shape (square box,
sloping box), five-sided shape, six-sided shape.

- Round pipe: Circle (cut across), long round shape (cut slant), square box (cut up and
down).

- Round sharp top: Circle (cut across), long round shape (cut slant), three-sided shape
(cut up and down through the top point).

- Rule: The cut is endless, the knife must cut straight to the end, it cannot turn.

#### 4. Three View Pictures

- View Rules: View from front (straight in front), view from left (left side), view from top
(from above).

- Small Points: Broken lines mean lines you cannot see, be careful about the direction you
are looking from and the outline of the picture.

#i## I11. Way to Do Questions and Steps to Solve
#### 1. Look Wide, Find the Type of Question

- Parts Are The Same: Look first at Position Type (move along / turn round / turn over).

- Parts Are Like: Look first at Style Type (go through all, add take away same different,
black white work).

- Parts Are Not The Same: Look first at Quality Type (same on both sides / straight curved
/ open closed), then Number Type (points / lines / angles / surfaces / units, try in the order
"units surfaces angles lines points" because "units surfaces" are simple to see).

- Special Rules: Look at this when there are working parts or when a number of closed
pictures are joined.

#### 2. Look Close, Find the Special Rule

- Same On Both Sides: First draw the line where it is the same on both sides, count the
number, look at the way, find the rule (like the same-on-both-sides line turning 45°).

- Number of Pen Movements: When you see shapes like "sun" / "field" changed, pictures
with many end points, circles crossing / touching, look first at the odd points.

- Number of Surfaces: The picture is cut up, closed surfaces are clear, look closely at the
shape of the surfaces (like the number of three-sided surfaces).

- Space Type: Use the way of taking out wrong answers most of the time, opposite sides
are taken out straight away, for sides next to each other use the shared line / point or arrow
way to be certain.

#i### 3. Points Where Mistakes Are Easy and Skills
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- Number Type Rules: If there is no rule for the whole picture, think about looking at parts
(like number of curved lines - number of straight lines = a fixed number), math work (like
points + surfaces = lines), odd or even quality.

- Black White Block Questions: Part that is black (like 1/2 black), how they are joined
(joined by point / joined by line), same on both sides, number of parts (are the black blocks
joined together).

- Cut Picture Traps: Cutting a round sharp top slantwise will not make a straight line,
cutting a six-side box slantwise will not make a right-angled three-sided shape.

Please keep in mind the knowledge points and ways to slove problems for visual reasoning
that have been given, when answering questions after this:
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E.4 HUMAN SOLUTIONS FOR VISUAL REASONING IN CHINESE
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E.5 HUMAN SOLUTIONS FOR DEFINITION JUDGMENT IN ENGLISH

Here is a short account of the key knowledge points and ways to slove problems in knowl-
edge definition.
#i## 1. Core Knowledge Points: Constituent Elements of Definition Judgment The core of
definition judgment questions lies in accurately understanding and applying the definitions
provided in the questions. A complete definition typically includes the following core con-
stituent elements, which need to be checked one by one when solving problems:

1. Subject:

- The definition specifies who the doer of the action or the subject of the state is.

- This may be individuals with specific identities (e.g., civil servants, minors), specific
organizations (e.g., legal entities, government agencies), groups with certain characteristics
(e.g., consumers, taxpayers), or general references (e.g., anyone).

- Key: Determine whether the subject in the option falls within the scope defined by
the definition.

2. Object/Target:

- The definition specifies the target of the action or the involved entity.

- This may be concrete items (e.g., public property), abstract concepts (e.g., informa-
tion, reputation), specific relationships (e.g., contractual relationships), or specific groups
(e.g., vulnerable populations).

- Key: Determine whether the action in the option acts on the object specified by the
definition.

3. Action/State/Property:

- The core content of the definition, describing what is specifically done, what state is
occupied, or what properties are possessed.

- This may include specific actions (e.g., theft, rescue), psychological activities (e.g.,
intent, negligence), processes (e.g., decision-making processes), result states (e.g., loss, va-
lidity), or attribute characteristics (e.g., suddenness, contingency).

- Key: Determine whether the main action or state described in the option matches the
core description of the definition.

4. Conditions/Situations/Methods:

- Definitions often specify the specific background, preconditions, or means by which
the action occurs.

- Examples: "during working hours,
public interest."

- Key: Determine whether the situations, conditions, or methods described in the option
meet all the restrictions in the definition.

5. Purpose/Cause/Result:

- Definitions sometimes specify the purpose of the action, the triggering cause, or the
necessary outcome.

- Examples: "for profit," "due to force majeure," "leading to serious consequences,"
"aimed at improving efficiency."

- Key: Determine whether the motivation, cause, or consequence of the action in the
option complies with the definition’s requirements.

6. Qualifiers/Keywords:

- Definitions often include words that play a critical limiting role, such as "must,"
"main," "only," "or," "and," "excluding," "at least," "intentional," "negligent," etc.

- Key: Accurately understand the logical meanings and scopes of these words, as they
often serve as the key to distinguishing between options.

### 11. Problem-Solving Methods and Steps
1. Read the Definition Carefully and Deconstruct Core Elements:

- Step 1: Read the definition thoroughly to grasp its overall meaning.

- Step 2: Read slowly and "deconstruct” the definition to identify core constituent ele-
ments such as [Subject], [Object], [Action/State], [Conditions/Situations], and [Purpose/Re-
sult].

- Step 3: Pay special attention to [Qualifiers/Keywords], marking them with a pen or
memorizing them mentally to clarify the definition’s boundaries and core requirements. This

"non

without permission,” "by violent means," "for
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can be simplified as "who, to whom/what, under what circumstances, in what way, did what,
for what purpose/led to what result."

2. Analyze Options One by One and Compare with Definition Elements:

- Step 4: Read the first option and extract its key information (also decomposable by
elements such as subject, action, conditions, etc.).

- Step 5: Strictly and systematically compare the option’s information with the defini-
tion’s core elements. Check whether the option fully satisfies all necessary conditions of the
definition:

- Does the subject match?

- Is the action/state consistent?

- Are the conditions/situations met?

- Is the purpose/result achieved?

- Does it violate any exclusion clauses?

- Are the keyword restrictions observed?

3. Filter, Judge, Eliminate, and Select:

- Step 6:

- For "belongs to" questions: If an option fully meets all elements of the definition, it
is likely the correct answer; if any necessary element does not match, eliminate it directly.

- For "does not belong to" questions: Look for the single option that does not fully
meet the definition’s elements. Typically, the other three options will perfectly fit the defini-
tion.

- Step 7: Repeat Steps 4—6 for the remaining options. The elimination method usually
helps lock in the answer quickly.

4. Compare and Choose the Best (for Ambiguous Options):

- Step 8: If multiple options seem to fit or not fit (rare), return to the definition, read the
keywords and implicit logic carefully, and compare which option is closer to or further from
the definition’s core characteristics or essential provisions. Choose the one that best matches
or mismatches the definition.

### 111. Common Pitfalls and Tips

1. Subjective Assumptions, Deviating from the Definition: The most common mistake
is judging based on life experience or prior knowledge instead of strictly adhering to the
specific definition given in the question. Always take the definition as the sole criterion.

2. Overlooking Keywords: Failing to notice qualifiers like "must," "main," or "inten-
tional," leading to misinterpretations of the definition’s scope. 3. Missing Elements: Se-
lecting an option that satisfies some but not all necessary elements of the definition. Ensure
all hard rules are met.

4. Conceptual Confusion: The option describes a situation similar to the definition’s
concept but essentially different (e.g., "justifiable defense" vs. "excessive defense").

5. Pay Attention to "Or" vs. "And": Clarify whether the definition uses "or" (satisfying
one condition is enough) or "and" (all conditions must be met simultaneously).

6. Positive/Negative Question Formats: Check carefully whether the question asks "be-
longs to" or "does not belong to" the definition to avoid choosing the opposite.

7. "Word-Picking" Technique: Definition judgment is essentially about information
matching and logical judgment. Sometimes, it requires meticulous comparison of subtle
wording differences between options and the definition.

8. Core Simplification Method: For complex definitions, paraphrase the core meaning in
your own words ("one-sentence summary") to grasp the essence before evaluating options.

9. Element Checklist Method: Mentally or on paper list the definition’s key elements and
check each option against them with ticks or crosses for clarity.

Please keep in mind the knowledge points and ways to slove problems for knowledge defi-
nition that have been given, when answering questions after this:

29



Under review as a conference paper at ICLR 2026

E.6  HUMAN SOLUTIONS FOR DEFINITION JUDGMEN IN CHINESE
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E.7 HUMAN SOLUTIONS FOR ANALOGICAL REASONING IN ENGLISH

Here is a short account of the key knowledge points and ways to slove problems in analogical
reasoning.
### 1. Core Knowledge Points: Foundations of Analogical Reasoning

#### 1. Question Type Classification

- Two-Word Type: AB (e.g., "AppleFruit"), directly analyze the relationship between
the two terms.

- Three-Word Type: ABC (e.g., "TeacherClassroomTeaching"), require analyzing pair-
wise relationships or overall connections.

- Fill-in-the-Blank Type: A is to () as ( ) is to B (e.g., "( ) is to Mobile Phone as
Communication is to ( )"), which requires substituting options to verify consistent logic
before and after.

#### 2. Logical Relationships (High-Frequency Test Points)

##### (1) Extensional Relationships (Relationships Between Conceptual Scopes of

Terms)
- Total Identity Relationship: The concepts of the two terms completely overlap (e.g.,
"PotatoPotato" [same term in different names], "BeijingCapital of China").
- Parallel Relationship:
- Contradictory Relationship: Non-exclusive and exhaustive (e.g., "LifeDeath",
"MaleFemale"—no third category exists).
- Oppositional Relationship: Belong to the same category but have intermediate
terms (e.g., "RedWhite", "AppleBanana"—other colors/fruits exist).
- Inclusive Relationship:
- Subordinate Relationship: A is a type of B (e.g., "SparrowBird"—sparrow be-
longs to the bird category).
- Compositional Relationship: A is a component of B (e.g., "WheelCar"—wheel
is a part of a car).
- Intersectional Relationship: Concepts partially overlap (e.g., "Party
MemberCollege Student"—some party members are college students, and vice versa).
##### (2) Intensional Relationships (Internal Connections Between Terms)
- Correspondence Relationship (core test point, requires flexible accumulation):
- Functional Correspondence: Object and its function (e.g., "PenWriting",
"StreetlightIlluminating").
- Causal Correspondence: Cause and effect (e.g., "RainWet Ground",
"EffortSuccess").
- Temporal Sequence: Order of actions (e.g., "Buy TicketBoard Vehicle", "Get
UpWash Up"—note if the subject is the same).
- Raw Material Correspondence: Finished product and its raw material (e.g.,
"WoodFurniture", "FlourSteamed Bun"—distinguish physical/chemical changes).
- Attribute Correspondence: Object and its characteristics (e.g., "SaltSalty",
"FlowerFragrant"—divided into necessary and contingent attributes).
- Location Correspondence: Action and its occurrence place (e.g.,
"DoctorHospital", "ClassClassroom").
- General Knowledge Correspondence: Literary, historical, geographical, etc.
(e.g., "Lu Xun*The Scream*", "BeijingChina").
#i#### (3) Semantic Relationships
- Synonym Relationship: Similar meanings (e.g., "HappylJoyful",
"SeriousMeticulous").
- Antonym Relationship: Opposite meanings (e.g., "TallShort", "SuccessFailure").
- Metaphorical and Symbolic Meaning: Extended meanings through metaphor (e.g.,
"MoonLonging", "DovePeace").
##### (4) Grammatical Relationships
- Subject-Predicate Relationship: Subject + predicate (e.g., "StudentStudy",
"ActorPerform").
- Verb-Object Relationship: Verb + object (e.g., "Play Basketball", "Kick Football").
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- Modifier-Center Relationship: Modifier + central word (e.g., "BeautifulFlower",
"RapidRun"—connected by adjective or verb).

- Parallel Structure: Consistent parts of speech and structure (e.g., "SingDance", "Joy
and SorrowSeparation and Reunion").

#### 3. Secondary Analysis (Used When Options Are Difficult to Differentiate)

- Part of Speech: Noun, verb, adjective (e.g.,
"AchievementResultConsequence"—all nouns, but different emotional tones).

- Emotional Tone: Positive, negative, neutral (e.g., "DecisiveArbitrary"—the former
is positive, the latter negative).

- Degree Progression: Gradation of intensity in synonyms (e.g., "LikeLove",
"ColdFreezing").

- Necessity vs. Contingency: Whether an attribute necessarily exists (e.g.,
"MetalConductive" is necessary; "FlowerRed" is contingent).

- Consistency of Subject: Whether the doer of the action is the same (e.g., "Buy
TicketBoard Vehicle" has the same subject; "TeachAttend Class" has different subjects).

- Nomenclature Method: Naming based on shape, function, person, etc. (e.g., "Ther-
mos CupHeat Preservation [function]", "Lily of the ValleyShaped like a lily bell").
### 11. Problem-Solving Methods and Steps

#### 1. Problem-Solving Steps: "First Horizontal, Then Vertical; First Primary, Then

Secondary"

- Step 1: Analyze Horizontal Relationships in the Question Stem

- Prioritize judging logical (extensional, intensional), semantic, or grammatical
relationships; eliminate obviously inconsistent options.

- Example: Question stem "SparrowBird" (subordinate relationship). If an option
is "TomatoVegetable" (subordinate), keep it; if "LeafTree" (compositional), eliminate it.

- Step 2: Vertically Compare Remaining Options

- When horizontal relationships are consistent, compare whether the part of
speech, emotional tone, category (e.g., natural/artificial), etc., of the options are closer to
the question stem.

- Example: Question stem "White VinegarDisinfection" (functional correspon-
dence, secondary function). The option "GasolineStain Removal" (secondary function) is
more appropriate than "Water HeaterHeating" (primary function).

- Step 3: Use Secondary Analysis to Lock the Answer

- If multiple options still fit, further filter using secondary analysis (e.g., necessary
vs. contingent attributes, subject consistency).

#i### 2. High-Frequency Relationship Problem-Solving Techniques
##### (1) Distinguishing Subordinate vs. Compositional Relationships

- Use the "is" test: If "A is B" holds, it is subordinate (e.g., "Apple is a fruit"). If

not, it is compositional (e.g., "Screen is a part of a phone" 7 "Screen is a phone").
##### (2) Contradictory vs. Oppositional in Parallel Relationships

- Check for a "third party": None indicates contradictory (e.g., "On-Off"—no mid-
dle state), while existence indicates oppositional (e.g., "Colors"—red, yellow, blue, etc. ex-
ist).

####H# (3) Combining Temporal Sequence and Causal Relationships

- For multiple-action questions, prioritize temporal order; if a causal relationship

exists (e.g., "Fall IlITake Medicine"), further judge if the causal direction is consistent.
##### (4) Idiom-Based Questions

- First analyze the structure by splitting the idiom: e.g., "Carve the Boat to Seek
the Sword" (means-end relationship), "Lips Gone, Teeth Cold" (causal relationship).

- Then examine semantics: synonyms (e.g., "Quench Thirst by Watching
PlumsRelieve Hunger by Drawing Bread") or antonyms (e.g., "Live and Work in
PeaceWander Destitute").

#### 3. Common Pitfalls and Tips
- Pitfall 1: Conceptual Shift

- Example: "EyeGlasses" (auxiliary tool) vs. "ToothToothbrush" (cleaning
tool)—pay attention to specific functional correspondence.

- Pitfall 2: Ignoring the Order of Secondary Analysis
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- Prioritize primary relationships (e.g., logical relationships) before secondary
analysis (e.g., emotional tone); avoid direct vertical comparison first.
- Pitfall 3: Confusing Causal and Conditional Relationships
- Causality is fact-based (e.g., "RainWet Ground"), while conditionality is
hypothesis-based (e.g., "x>1x2>1").
- Pitfall 4: Neglecting Sequential Relationships
- Pay attention to temporal, alphabetical, or numerical order (e.g., "Spring
PlantingSummer GrowthAutumn Harvest").
Please keep in mind the knowledge points and ways to slove problems for analogical rea-
soning that have been given, when answering questions after this:
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E.8 HUMAN SOLUTIONS FOR ANALOGICAL REASONING IN CHINESE
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E.9 HUMAN SOLUTIONS FOR LOGICAL JUDGMENT IN ENGLISH

Here is a short account of the key knowledge points and ways to slove problems in logical
judgment.
### 1. Core Knowledge Points
#### (1) Necessary Reasoning
1. Translational Reasoning

- Question Type Judgment: The question stem or options contain typical logical
connectives such as "if...then...", "only if...".

- Answering Techniques: Translate first, then reason. Translate sentences with logi-
cal connectives in the question stem into relationships denoted by arrows (—).

- Translation Principles:

- Place the necessary condition after the arrow. For example, "A is a necessary
condition for B" is translated as "B—A".

- "...unless... = unless...otherwise... = unless...otherwise not..." For example, "Un-
less A, otherwise not B" is translated as "B—A".

- Reasoning Principles:

- Contrapositive Equivalence: "Antecedent—Consequent” is equivalent to
"=Consequent—-Antecedent”. Neither "denying the antecedent" nor "affirming the con-
sequent” can yield a definite conclusion.

- Transitive Law: "1—2, 2—3" is equivalent to "1—3". The transitive law cannot
be applied if the same element appears only on the antecedent or consequent side of all
arrows.

- AND and OR Relationships:
- AND Relationship: Indicates a conjunction (and, both...and..., etc.).
2. Naive Logic
- Question Type Characteristics: The question stem provides conditions that require
reasoning to derive a conclusion.
- Problem-Solving Methods:
- Use the substitution method when option information is sufficient.
- In more difficult questions, the answer is often among the earlier options.
#### (2) Probabilistic Reasoning
1. Weakening Arguments
- Weakening the Thesis: Directly challenge the thesis by proposing an opposite view
or counterexample.
- Weakening the Evidence: Point out flaws or inadequacies in the evidence.
- Breaking the Link: Disrupt the logical connection between the thesis and the evi-
dence.
- Denying the Premise: Negate the necessary conditions for the thesis to hold.
- Causal Inversion: In causal weakening questions, causal inversion is generally the
answer.
- Alternative Cause: Weakening in control experiments typically involves identifying
an alternative cause.
2. Strengthening Arguments
- Strengthening the Thesis: Explicitly affirm the thesis or provide consistent infor-
mation.
- Strengthening the Evidence: Provide more robust support for the thesis.
- Establishing a Link: Build a logical "bridge" between the thesis and the evidence.
- Supplementing Premises: Identify indispensable conditions for the thesis to hold.
- Elimination of Alternative Causes: Strengthening in control experiments typically
involves eliminating alternative causes.
### 11. Problem-Solving Methods and Steps
#### (1) Macro Observation to Determine the Question Type
1. Translational Reasoning: Prioritize translational reasoning when logical connectives
are present.
2. Naive Logic: Use naive logic when the question stem contains numerous complex
conditions.
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3. Probabilistic Reasoning: Identify whether it is a weakening or strengthening ques-
tion based on the presence of a thesis and evidence in the question stem.
#### (2) Micro Analysis to Lock in Specific Rules
1. Translational Reasoning: Translate the question stem first, then analyze options
using reasoning rules.
2. Naive Logic: Reason step-by-step based on the given conditions; use the substitution
method when necessary.
3. Probabilistic Reasoning:
- Weakening Arguments: Prioritize direct negation of the conclusion or causal inver-
sion.
- Strengthening Arguments: Prioritize supplementing evidence or establishing logi-
cal links.
#i## I11. Common Pitfalls and Tips
1. Translational Reasoning: Remember that "denying the antecedent" and "affirming the
consequent” cannot yield definite conclusions.
2. Probabilistic Reasoning:
- In weakening, direct negation of the conclusion and causal inversion are highly
effective.
- In strengthening, supplementing evidence and eliminating alternative causes are
strongly supportive.
3. Control Experiments: Weakening typically involves alternative causes; strengthening
typically involves eliminating alternative causes.
4. Premise Assumptions: Options addressing the "jump" between premises and conclu-
sions in the argument are generally the answer.
Please keep in mind the knowledge points and ways to slove problems for logical judgment
that have been given, when answering questions after this:
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E.10 HUMAN SOLUTIONS FOR LOGICAL JUDGMENT IN CHINESE
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E.11 PROMPT FOR MLLMS TO SELF-GENERATE VISUAL REASONING SOLUTIONS IN
ENGLISH

Please help me summarize the core knowledge points and problem-solving methods of visual
reasoning.

E.12 PROMPT FOR MLLMS TO SELF-GENERATE VISUAL REASONING SOLUTIONS IN
CHINESE

B 1R S5 B T AR A% DRI s U R 7%

E.13 PROMPT FOR MLLMS TO SELF-GENERATE DEFINITION JUDGMENT SOLUTIONS IN
ENGLISH

Please help me summarize the core knowledge points and problem-solving methods of def-
inition judgment.

E.14 PROMPT FOR MLLMS TO SELF-GENERATE DEFINITION JUDGMENT SOLUTIONS IN

CHINESE
[ VB VREE TR S A5 8 ST R O AR s DA S AR 7 1% ]

E.15 PROMPT FOR MLLMS TO SELF-GENERATE DEFINITION ANALOGICAL REASONING IN
ENGLISH

Please help me summarize the core knowledge points and problem-solving methods of ana-
logical reasoning.

E.16 PROMPT FOR MLLMS TO SELF-GENERATE DEFINITION ANALOGICAL REASONING IN
CHINESE

TEIRFS B/ 45 2R FUHEEE AR DRI s LR ORI ¥

E.17 PROMPT FOR MLLMS TO SELF-GENERATE DEFINITION LOGICAL JUDGMENT IN
ENGLISH

Please help me summarize the core knowledge points and problem-solving methods of log-
ical judgment.
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E.18 PROMPT FOR MLLMS TO SELF-GENERATE DEFINITION LOGICAL JUDGMENT IN
CHINESE

B IR B S G52 BT B DRI e DL R0 ¥
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