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Abstract

Class incremental semantic segmentation (CISS) enables a model to continually
segment new classes from non-stationary data while preserving previously learned
knowledge. Recent top-performing approaches are prototype-based methods that
assign a prototype to each learned class to reproduce previous knowledge. However,
modeling each class distribution relying on only a single prototype, which remains
fixed throughout the incremental process, presents two key limitations: (i) a single
prototype is insufficient to accurately represent the complete class distribution
when incoming data stream for a class is naturally multimodal; (ii) the features of
old classes may exhibit anisotropy during the incremental process, preventing fixed
prototypes from faithfully reproducing the matched distribution. To address the
aforementioned limitations, we propose a Continual Gaussian Mixture Distribution
(CoGaMiD) modeling method. Specifically, the means and covariance matrices
of the Gaussian Mixture Models (GMMs) are estimated to model the complete
feature distributions of learned classes. These GMM:s are stored to generate pseudo-
features that support the learning of novel classes in incremental steps. Moreover,
we introduce a Dynamic Adjustment (DA) strategy that utilizes the features of
previous classes within incoming data streams to update the stored GMMs. This
adaptive update mitigates the mismatch between fixed GMMs and continually
evolving distributions. Furthermore, a Gaussian-based Representation Constraint
(GRCQ) loss is proposed to enhance the discriminability of new classes, avoiding
confusion between new and old classes. Extensive experiments on Pascal VOC
and ADE20K show that our method achieves superior performance compared to
previous methods, especially in more challenging long-term incremental scenarios.
The source code is available at https://github. com/zhu-gl-ux/CoGaMiD

1 Introduction

Semantic segmentation has witnessed remarkable advancements over the decades, particularly with
the emergence of deep learning. A wide range of architectures, such as convolution neural networks
(CNNs) [23 [18] and Transformers [12} 142| 26], have been developed to tackle the challenge of
semantic segmentation. Traditional semantic segmentation networks acquire the ability to handle a
predefined number of semantic categories by conducting a one-time training process. However, in
realistic applications, the trained segmentation model is expected to learn new concepts continuously
under the situation that the previously labeled data are not available due to privacy or legal reasons.
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Fine-tuning the old model with new data results in overfitting the new classes quickly while forgetting
learned old classes, termed catastrophic forgetting [29]].

To alleviate this problem, equipping segmentation models with the ability to continually learn new
classes from the non-stationary data while preserving previously learned classes has emerged as
a pivotal task, known as class incremental semantic segmentation (CISS). Classically, studies in
CISS explore various techniques, such as knowledge distillation [30, 44, [1} [34], pseudo-labeling
[131150L 4], contrastive learning [48L155}149], and proposal generation [5}152}|53]] to maintain a balance
between learning new knowledge and preserving old knowledge. Although impressive, these methods
(34, 1131155 152] still suffer from catastrophic forgetting, leading to a performance degradation in the
old classes, especially in the challenging long-term incremental scenarios.

Recent advances in CISS [60, [L1} [7] have adopted a prototype-based technique to incorporate
knowledge from previous classes into the new model, achieving a good balance between stability and
plasticity. In comparison to previous exemplar-replay methods [28] 34} 15]], these methods effectively
mitigate privacy concerns and storage costs by maintaining a single prototype for each learned
class. Although prototype-based replay methods have demonstrated remarkable performance, certain
limitations still persist. Firstly, accurately estimating the distribution of each learned class is essential
for preserving previously acquired knowledge. However, a single prototype, represented by the mean
of the features and the corresponding variances, is insufficient to precisely capture the complete class
distribution when the data streams for a class is inherently multimodal. Secondly, the distributions of
learned classes may exhibit anisotropy, since the features appear shift in various directions due to
the continual updates of model parameters during the incremental process [16]. Nevertheless, the
class prototypes are stored in an unaltered manner, which prevents the faithful reproduction of the
corresponding distributions in the feature space.

To this end, we propose a novel method, called Continual Gaussian Mixture Distribution (CoGaMiD)
modeling, to address the limitations of current features replay solutions from a prototype perspective.
Specifically, after each training step, the feature extractor is frozen to extract class features from
current training data. The distribution of each learned class is estimated using an independent
Gaussian mixture model with multiple Gaussian components. Utilizing these GMMs, CoGaMiD
generates more accurate pseudo-features that represent the distributions of old classes to support
the new model in distinguishing between novel and old classes. During the incremental learning
process, the features of old classes may exhibit anisotropy due to the model training, a portion of old
class distributions will deviate from the saved GMMs, leading to the issue of mismatch. To address
this, a Dynamic Adjustment (DA) strategy is developed to ensure that the generated pseudo-features
can continuously adapt to the distribution anisotropy by updating the stored GMMs with features
of previous classes in current data steams. Additionally, maintaining discriminative representations
is essential for accurately learning and estimating the distribution of novel classes. Therefore, we
introduce a Gaussian-based Representation Constraint (GRC) loss to push the features of new classes
from the centroids of the similar old ones. The contributions of this work are summarized as:

* We present the Continual Gaussian Mixture Distribution (CoGaMiD) modeling, a method
that incrementally learns novel classes by generating pseudo-features of learned classes
using GMMs. Compared to single prototype-based CISS methods, our approach more
effectively reproduces the precise distribution of old knowledge by leveraging the inherent
advantages of GMMs in modeling distributions from a multimodal perspective.

* We designed a novel Dynamic Adjustment (DA) strategy to enable the generated pseudo-
features continuously adapt to the anisotropic features during the incremental process.
Moreover, a Gaussian-based Representation Constraint (GRC) loss is proposed to maintain
a discriminative distance between new and old classes.

* Through extensive experiments on PASCAL VOC [15] and ADE20K [57], we demonstrate
the state-of-the-art performance of our method across various CISS scenarios, particularly
in more challenging long-term incremental scenarios.



2 Related Work

2.1 Class Incremental Learning

Class Incremental Learning (CIL) aims to overcome the limitations of traditional model training
by continuously acquiring new concepts while retaining previously learned knowledge. The main
challenge that CIL systems will encounter here is catastrophic forgetting [29]. Existing methods
primarily address this problem through three main approaches: regularization, replay, and param-
eter isolation. In regularization-based methods, additional regularization terms [21} [17} 139} 136] or
knowledge distillation [45} 59| [14]] are introduced to prevent significant changes to the knowledge
of previously learned classes in the new model. Replay-based methods store [35} 27, 2] or generate
[40,[19] a small sample set of previous tasks and replay them when learning the new tasks. Parameter
isolation methods [43} 25, 20] assign dedicated parameter modules to new tasks, while keeping the
parameters of old tasks fixed to be protected from forgetting.

2.2 Gaussian Mixture Models in CIL

A series of studies have investigated the use of Gaussian Mixture Models (GMMs) in the CIL task.
[58] pre-assigns multiple virtual embeddings using GMMs to prepare the model for future classes.
[54] introduces GMMs to automatically and simultaneously estimate both prototype number and
prototypes. [33}/41] employ GMMs to generate class-specific images. However, their applications
have been largely restricted to simpler datasets, such as MNIST [24]. [22] proposes the integration of
gradient-based GMMs with a continual learning framework by using GMMs as classifiers. In contrast
to the above methods, we are the first to leverage the natural advantages of GMMs to preserve learned
knowledge while effectively learning new knowledge for CISS tasks.

2.3 Class Incremental Semantic Segmentation

Class Incremental Semantic Segmentation (CISS) is first introduced by [30], which utilizes standard
knowledge distillation to alleviate catastrophic forgetting. [4] addresses the unique issue of back-
ground shift by designing an unbiased function. Since then, various methods have focused on the
aforementioned main challenges in CISS. Distillation-based methods develop the varied distillation
terms [38, [1} 44, 55]] to maintain old class knowledge. The pseudo-label strategy [13\ 3} 150} 32] is
proven to effectively mitigate background shift. Exampler-based methods employ memory selection
mechanism [61] or generative model [28]] to replay old class samples in incremental steps. Some
methods employ additional information, such as saliency maps [5] and mask proposals [52} 53], to
reduce semantic ambiguity in background regions.

Additionally, prototype-based replay methods [7, [60]] leverage stored prototypes, where each old
class is represented by a single prototype, to generate pseudo-features of old classes. Although
achieving remarkable performance, the use of a single prototype for a class may not be sufficient to
capture the complete distribution of that class, because the real-world data often exhibit multimodal
characteristics. Meanwhile, the former [7] ignores the issue of mismatch between unchanged
prototypes and anisotropic distribution of old classes during incremental processes. The latter [[60]
alleviates this problem by updating the centroids of the prototypes, but still suffers from limited
robustness due to the unchanged variances [37]. In contrast, our method continuously estimates the
precise distribution of each old class using a GMM with natural multiple attributes, and adapts to
anisotropic distributions through dynamic GMM updates, striking an advantage.

3 Method

3.1 Problem Definition

In the class incremental semantic segmentation (CISS) task, a model is expected to learn classes
over multiple steps, and we assume that there are 7" steps. At each step ¢, the model M? comprises a
feature extractor f¢ and a classifier g*. The dataset D! for training the model consists a set of pairs
(!, y'), where ! is a input image and ' is the corresponding segmentation label. Noting that y*
only exhibits the labels in current classes C?, while all other class (i.e. learned classes C**~! and
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Figure 1: Overview of our proposed CoGaMiD. (a) Given the dataset D? at step t, after conventional
training, we estimate the distribution of classes at this step using the corresponding GMMs, which
are optimized by the EM algorithm. (b) The features of old classes, obtained by the current model
using old class masks, is applied in the Dynamic Adjustment (DA) strategy to update parameters of
the stored GMMs. Meanwhile, a Gaussian-based Representation Constraint (GRC) loss is proposed
to maintain the discriminative distance between new classes and old ones.

future classes Ct+1:T) are labeled as background Cp. Once the incremental step ¢ is completed, the
model is required to perform segmentation for all seen classes C*%.

3.2 Overview of the Proposed Method

We present an overview of our proposed CoGaMiD in Fig. [T} After training at step ¢, we freeze the
feature extractor f* and estimate the distribution of each class in the current set of classes C¢ using
independent multivariate Gaussians based on the training dataset D!. The estimated distributions are
then stored as GMMs, denoted as G¢. In the next step ¢ + 1, given a batch of data, both the previous
frozen feature extractor f* and the current trainable feature extractor f**! are used simultaneously to
obtain dense feature representations. Following [5}[6] 52], the knowledge distillation loss is adopted as
a fundamental supervision to preserve old class knowledge in the feature space. The pseudo-features
of old classes, generated by stored GMMs (i.e., § L ..., G", combined with the output features of
i1 serve as input to the classifier g'*1. The centroids of the new classes are obtained by masked
average pooling of the output from f!*1. These centroids are then used to compute the representation
distances between them and the geometric centroids of the stored GMMs, forming the Gaussian-based
Representation Constraint (GRC) loss. Additionally, we update the stored GMMSs using the old class
features extracted from the current model at intervals of several training epochs. We refer to this
process as the Dynamic Adjustment (DA) strategy, which enables the stored GMMs to adapt to the
anisotropic representations of old classes caused by parameter updates in the current model.

3.3 Gaussian Mixture Distribution Modeling and Generation

As previously stated, a single prototype in existing CISS methods [6} is inadequate for capturing
the complete distribution of each class, particularly when the feature space is inherently multimodal.



In this situation, the efficiency of the pseudo-features replay strategy is limited. Therefore, we
propose to assign a GMM for each learned foreground class and store those GMMs for generating
pseudo-features in subsequent steps.

Specifically, after training at each step ¢, the feature extractor f is froze and utilized to extract
foreground features from the training dataset D?. Subsequently, Gaussian Mixture Models (GMMs)
are employed to estimate the distribution of the current classes C? in the feature space. It is assumed
that the features distribution of each class c follows a mixture distribution consisting of K Gaussian
components. We denote the k-th mixture component is N (g, 3 ), where g, is a D-dimensional
mean vector while X, is a D x D covariance matrix. The feature distribution of each class ¢ can be
modeled by linear combination of K mixture components:

p(zlc; .) ZP (kle; we)p(ele, k; pe, B chw\/ (@5 s Bek) M

k=1 k=1

where p(k|c;7.) is the prior probability belonging to k-th Gaussians, i.e., >, 7, = 1, and
pe={m., 1., X} represents the parameters of GMMs. The multimodal nature of GMMs enables the
accurate estimation of feature distributions, thereby providing a significant advantage over prototypes
that assume unimodality for each class.

Our goal is to find the optimal parameters of the GMMs for each class, i.e., {¢*}S_ 1, by maximizing
the log likelihood over the features of this class in the current training dataset D*:

¢: = argmaleogZp @i, Kle; §,), @)

Czl k=1

where N, denotes the number of features for class c. We employ the EM (Expectation-Maximization)
algorithm, which consists of two main steps: the E-step (Expectation step) and the M-step (Max-
imization step), to iteratively approximate the parameters of GMMs until convergence to a local
optimum. In the E-step, given a feature sample x;, the posterior probability generated by k-th
Gaussian component is computed as:

Yik = Tck N(wl ‘ Mk Eck)
ik — 74 .
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In the M-step, the parameters of k-th Gaussian component are updated based on the above probability:
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Next, in order to generate the pseudo-features with stored GMMs in the next step ¢, we need to
confirm the proportion of each class. For a foreground class c in the current training dataset D?,
which comprises n image-label pairs (z¢, y?), we have:

n hxw

Ne=>> 8{gl,;=c} (5)

i=1 j=1

Here §{-} is the indicator function, and ¢} € R"*™ denotes the downsampled label aligned with the

spatial size of features. With the stored parameters of GMMs, {¢*}C_, and the statistics, we can
generate the pseudo-features of each class for reproducing in the next step by: F. = S(¢, N.),
where S(-) denotes the Gaussian sampling function. The obtained pseudo-features of old classes
are uniformly assigned in each training iteration, enabling the classifier to capture discriminative
characteristics between new and learned classes in the feature space.

3.4 Dynamic Adjustment Strategy

Precise pseudo-features generated by the GMMs are essential for refining the decision boundary.
They effectively provide negative samples to support the learning of the new classes. During the
incremental training process, the model parameters should be updated to accommodate new classes.
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Algorithm 1: Dynamic Adjustment Strategy

Input: Training dataset D**+1, extractors ftand ft+1, stored GMMs {7 }€1], training interval e
~ it
Output: Updated GMMs {¢% 1]

while the end of each interval e do
Freeze extractors f¢ and fi*1;
for (zt,y’) eD'*! do
Compute the mask maps m based on Eq.
Obtain old class features F'.. from extractor f'*! based on Eq.
end
Initialize GMMs with {¢} }S_ |
for ¢ in C1'* do
Sample pseudo-features F. = S(¢}, N.);
while not converged do NUFoE o S
Estimate responsibility v = f;:vrq(j\/(ifc F’j ]?T;’zc;kilcj) ; /* The E-step
Update the parameters {7, i, 3.} by Eq.[4 ; /* The M-step
end
¢r < {me, e, Teks
end
end

In this situation, the features of old classes, obtained from the trainable feature extractor, may exhibit
anisotropy [16} [37]], wherein the features shift in various directions. This anisotropy results in a
mismatch between the fixed distributions obtained by stored GMMs and the continually evolving
distributions of old classes. Consequently, a Dynamic Adjustment (DA) strategy is developed to
address this issue.

At intervals of each e training epochs in step ¢ + 1, we keep the extractor f/*1 frozen to obtain the
features of old classes C'** from the current training dataset D™, Firstly, we obtain the masks of old
classes by combining predictions of the old model, p?, with the current ground truth label y*!:

t t 1:t t+1

m= P, PECTHAYT €a) ©)
0, otherwise

where ¢;, denotes the background class. Then, given the n input images in D!, we can obtain the

features of the old classes based on above masks:

F.={FI" x6{mi =c},..., FT x §{m, = c}}. (7

Here, F!™1 denotes the features extracted by f'*! from the n-th input image, and 7 represents
the downsampled mask aligned with the spatial size of the features. We believe that the old class
features extracted from the current model intuitively contain the anisotropic distribution, which
cannot be accurately reproduced by the stored GMMs. Therefore, we utilize them to seasonably
update the stored GMMs using EM algorithm. With continuously updated GMMs, we are able to
generate matched pseudo-features that immediately adapt to the anisotropic distribution of old classes,
facilitating the learning of new classes. The main procedure is summarized in algorithm [T}

3.5 Gaussian-based Representation Constraint

Above continual Gaussian mixture distribution modeling method addresses the issue of overfitting to
new classes in classifiers. However, the feature extractor may generate ambiguous features for new
and old classes with similar semantics. This ambiguity leads to an overlapping decision boundary,
confusing the learning of classifiers. Additionally, the ambiguous features of the new class also
adversely affect the subsequent Gaussian mixture modeling. Our goal is to maintain a sufficiently
discriminative distance between similar classes in the latent space. Based on the above consideration,
we introduce a Gaussian-based Representation Constraint (GRC) loss.



Table 1: Quantitative comparison on Pascal VOC 2012 between our method and previous CNN-based
methods (top half) and Transformer-based methods (bottom half) under the overlapped setting.
means results from our re-implementation. ¥ represents the results are from [53].

VOC 15-1 (6 steps) | VOC 5-3 (6 steps) | VOC 10-1 (11 steps) | VOC 2-2 (10 steps) | VOC 1-1 (20 steps)

Method 015 1620 all | 0-5 620 all | 010 1120 all | 02 320 all | 0-1 220 all
MiB' ] 350 135 297|570 426 467 | 123 131 127 |417 260 282 [385 81 110
PLOP! (13] 65.1 211 546|411 234 259|440 155 305 | 241 119 137 | 124 119 47
GSC (10] 721 244 608|327 301 309|506 173 347 | - - - | - - .
SSUL! [3] 773 366 676|724 507 569 | 713 460 593 | 624 425 453 | 526 275 299
DKD' (1] 781 427 697|696 535 581|731 465 604 | 60.5 458 479 | 561 246 276
EWF [46] 777 327 670|617 42 477|715 303 519 | - - - | - - -
RCIL [51] 706 237 594|653 415 503|554 151 343 283 190 194 | - - -
IDEC 53] 770 365 673|671 490 541 (707 463 590 | - - - | - - -
CSK (111 779 464 704|584 534 S48 744 472 615 | - - - | - - -
START [6] 795 506 726 | 719 615 644731 554 647 | 592 550 556 | 436 357 365
Ours 80. 536 738|737 63.1 661|739 570 658 | 628 589 594 | 616 433 450
Joint CNN)¥ | 827 750 809 | 814 807 809|821 796 809 | 765 816 809 | 932 796 80.9
MiB' ] 350 432 369|552 489 507|114 189 150 411 293 310 [ 403 102 131
SSULT [5] 781 334 675|728 S12 574|743 510 632 | 603 40.6 440 | 518 262 286
MicroSeg! [52] | 805 408 710 | 778 603 653 | 735 530 638 | 648 434 465 | 704 356 389
Incrementer [38] | 79.6 59.6 75.6 - - - 77.6 603 702 - - - - - -
NeST [#7) 768 572 22| - - - |643 283 472 - - - | - - -
CoinSeg' (53] | 827 525 755|761 654 685|801 600 705 |70.1 633 643 |721 403 433
STAR' 6] 807 573 751|766 682 706|798 614 710|705 648 656 | 708 417 445
Ours 832 612 780|799 727 747 |8L1 659 738 |734 700 705 | 798 515 542

Joint (TranS)* | 83.8 793 827 | 81.1 833 827|824 830 827|758 839 827|920 817 827

Inspired by contrastive learning, we believe that the feature centroids of new classes should be
sufficiently separated from those of the most similar old classes. Specifically, at step ¢t + 1, given a
batch B of images from the training dataset D**!, we compute the feature centroids of new classes

C'*1 by:
hxw ~
u, = > icB Zjil (th,;rl x 6{9?;1 =c})
Ne hxw N )
|Zicn S o5l = o)
where ||-||, is the L2 normalization. The stored GMMs have modeled the complete distribution of
old classes in previous steps. Thus, we approximately estimate the centroids of old classes using

the stored GMMs. For each old class ¢, we compute a geometric centroid by weighted combing the
corresponding multi-attribute Gaussian means:

Zf:l(”ck “Her) .
[ (rex - )

After computing the feature centroids for all old classes, we can achieve the GRC loss as:

1 1
ﬁgrc = |Ct+1| Z (10)

ne.eCt+l minocGC” Hu’nc - I“l"OC”2 .

®)

Ho, = | ©

With L¢re, a sufficient representational distance is maintained between new classes and their most
similar old counterparts. Reciprocally, the discriminative decision boundaries enable precise modeling
of the distribution of new classes using GMMs, thereby facilitating the learning in subsequent
incremental steps. The total loss of our method is:

L= Eseg + a['kd + Bﬁgrc- (11)
Here L. consists of a multiple Binary Cross-Entropy (mBCE) loss and an uncertainty loss [52, 5,60,
and L4 is the refined knowledge distillation loss [6]]. Hyperparameters o and § balance these terms.

4 Experiments

4.1 Experimental Setup

Datasets and evaluation metric. We conduct comprehensive experiments on two public datasets:
Pascal VOC 2012 [15] and ADE20K [57]. Pascal VOC 2012 contains 10,582 training images and



Table 2: Quantitative comparison on ADE20K between our method and previous CNN-based methods
(top half) and Transformer-based methods (bottom half) under the overlapped setting. T means results
from our re-implementation. * represents the results are from [53]].

ADE 100-50 (2 steps) | ADE 50-50 (3 steps) | ADE 100-10 (6 steps) | ADE 100-5 (11 steps)

Method 0-100 101-150 all | 0-50 51-150 all | 0-100 101-150 all | 0-100 101-150  all

MiB [4] 405 172 328456 210 293 382  IL1 292 | 36.0 57 260
PLOP' [13] 419 149 329|488 210 304 | 405 136 316 | 39.1 78 288
SDR [31] 40.5 172 328|409 238 295 | 373 121 289 | 330 106 256
SSUL [5] 413 180 336|484 202 296 | 402 188 331 | 399 174 325
IDEC [53] 420 182 341|474 260 331 | 403 176 327 | 392 146 310
STAR' [6] 424 242 364|487 272 344 420 206 349 | 417 175 337
NeST [47] 423 228 358|482 274 344|407 190 335|394 155 315
Ours 431 247 370 | 493 278 351 | 425 224 358 | 423 210 352
Joint (CNN)* | 438 289 389|511 333 389 | 438 289 389 438 289 389
SSUL [5] 419 201 346|495 213 307 | 407 190 335 | 413 160 329
MicroSeg’ [32] | 41.1 241 354|498 239 325| 41.0 226 348 | 412 210 345
STAR' [6] 428 264 374|492 281 352 | 425 251 367 | 422 243 363
NeST [47] 435 265 379|497 293 362 | 418 238 359 | 405 199 337
Ours 439 273 384|499 298 366 | 437 265 380 | 436 258 377

Joint (TranS)¥ | 442 306  39.7 | 50.8 341 397 | 442 306 397 | 442 306 397

1449 validation images, encompassing 20 foreground classes. ADE20K includes 20,210 training
images and 2,000 validation images, distributed across 150 classes. We follow previous works [4, [13]]
to use mean Intersection-over-Union (mIoU) as evaluation metric.

Protocols. We follow the protocols in [4] to evaluate our model across various incremental scenarios
defined as as N, — N,,, where N, and N,, denote numbers of base and novel classes, respectively.
For instance, in 15-1 scenario, training begins with 15 classes, followed by the addition of one new
class at each incremental step. In this paper, we focus on more challenging long-term incremental
scenarios, e.g., Pascal VOC 2012 1-1, 2-2, and ADE20K 100-5. CISS has two incremental settings:
disjoint and overlapped, we mainly evaluate our approach under the overlapped setup in this paper,
which is more challenging and realistic. More details for protocols are provided in Appendix [A.T]
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Figure 2: Visualization comparison for mloU. Illustration of the change of mloU with learning steps
on Pascal VOC 2012 (a) 2-2 and (b) 1-1. (c) Average performance of 20 different incremental orders

Implementation details. Following previous works [5} 152, 6], we use a Deeplab-V3 [8] segmentation
network with a ResNet-101 [[18] backbone. We use SGD optimizer to optimize the network. The
learning rate for the initial step is set to 0.001 and 0.00025 for Pascal VOC 2012 and ADE20K,
respectively, and is reduced by a factor of 0.1 for the incremental steps. We train the network for 60
epochs on Pascal VOC and 100 epochs on ADE20K with 0.9 momentum and 0.0001 weight decay
in all steps. The batch size is set to 24 for both datasets. For the hyper-parameters , «, § and K are
set to 5, 0.05, and 3, respectively. We conduct experiments on four NVIDIA RTX 4090 GPUs using
PyTorch. More implementation details can be found in Appendix [A22]

4.2 Experimental Results

Experiments on Pascal VOC 2012. Besides the widely evaluated scenarios 15-1, 5-3, 10-1 in
previous works, we verified the performance of the proposed method on two more challenging
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Figure 3: Qualitative comparison on Pascal VOC 2012 between ours and previous methods.

incremental scenarios, e.g., 2-2 (10 steps), 1-1 (20 steps). Such long-term incremental scenarios
are more meaningful and more closely aligned with realistic applications. As shown in Tab. [[4we
present a quantitative comparison between our method and state-of-the-art CISS approaches [6} 38,
47, 153]]. To effectively highlight the performance of our approach, we also present results from
joint training, which serve as upper bounds. For ResNet-based models, our method demonstrates
superior performance over existing methods across all experimental scenarios. For instance, on
more challenging scenarios 2-2 and 1-1, which contain fewer classes in the initial step and learn
novel classes from more steps, our method surpasses others by 3.8 and 8.5 mloU, respectively.
Meanwhile, results with Swin-B show that the proposed method is suitable for Transformer-based
models. Leveraging the superior representation capabilities of Swin-B, our method achieves an
improvement of nearly 10 mlIoU for all classes on the most challenging 1-1 scenario.

Furthermore, Fig. [2aland Fig. [2b|show the change of average mloU for all seen classes under the
scenarios of 2-2 and 1-1 at the corresponding learning steps, respectively. For instance, at 2-2 step
5, the average mloU of seen classes 0-10 will be calculated. We observe that our method achieves
similar performance with other methods at the initial step. However, in subsequent incremental steps,
other methods exhibit a significant performance degradation, while our method effectively slows
down the drop. This suggests that CoGaMiD causes less forgetting of previously learned knowledge,
even on more challenging long-term scenarios. We also show the average performance with 20
different incremental orders on 15-1 scenario in Fig. Compared to previous works, our method
demonstrates better robustness with a lower standard deviation, affirming its adaptability to diverse
incremental learning settings. In Fig. [3] we visualize the qualitative results for the images from VOC
15-1. We observe that SSUL partially maintains performance in the old classes, e.g., person; however,
it tends to overfit the novel classes, e.g., train and TV. Moreover, SSUL frequently produces confused
predictions, reducing the performance of several classes (see chair and sofa in the second column).
Although STAR alleviates this phenomenon to some extent, a similar problem still exists. Obviously,
our method effectively learns the new classes while preserving knowledge of learned classes with
high stability (third column). More qualitative and quantitative results are reported in Appendix

Experiments on ADE20K. For the more challenging ADE20K benchmarks, we present the exper-
imental results across various scenarios in Table 2} In the short-term scenarios 100-50 and 50-50,
our method achieves an improvement of at least 0.6 mIoU compared to other approaches. In the



Table 3: Ablation study of components in the proposed method on VOC 15-1.

VOC 15-1 (6 steps)
Baseline GMMs DA GRC | 0-15 16-20 all

77.8 309 66.6
79.1 505 723
799 51.8 732
v 80.1 53.6 738

SNENENEN

v
v v
v v

Table 4: Ablation study for Gaussian mixtures K , coefficients of loss «, and 5 on VOC 15-1.

K VOC 15-1 (6 steps) VOC 15-1 (6 steps) 3 VOC 15-1 (6 steps)
0-15 16-20 all 0-15 16-20 all 0-15 16-20 all
3180.1 536 738 |3|798 53.0 734001795 519 729
51796 531 733 |5 |81 536 738005801 536 738
71798 533 735 |7 |800 527 735| 01 |799 528 733

most challenging long-term scenario, 100-5, our method surpasses the state-of-the-art approach by a
substantial margin of 1.5 mloU. Using Swin-B as the backbone further enhances the performance of
our method. For instance, in 100-5 scenario, our method achieves 37.7 mloU, which represents an
increase of 2.5 mloU compared to our ResNet-based method, and it surpasses the best method with
same backbone by 1.4 mloU. Qualitative results are show in Appendix[A.4]

4.3 Ablation Study

Ablation study on proposed components of CoGaMiD. Tab. [3[shows the contributions of three
components of our approach on Pascal VOC 2012, including Gaussian mixture distribution models
(GMMs), dynamic adjustment (DA) strategy, and Gaussian-based representation constraint (GRC)
loss. The first row refers to the baseline with L., and L;q. Modeling Gaussian mixture distribution
of learned classes and generating pseudo-features increases both stability and plasticity, which are the
most significant factors in incremental learning. With the DA strategy, benefiting from the adaptive
alignment between updated GMMs and the anisotropic distribution, the performance is further refined.
As for GRC loss, from the results in the third and last rows of the table, the application of GRC
decreases the influence of confusion between new classes and similar old ones, significantly improving
the performance of new classes. Combination of all components achieve the best performance.

Gaussian mixtures. Tab. []left shows the influence of Gaussian mixtures. From the table, we observe
that increasing the number of Gaussian mixtures results in a slight decrease in performance. We
believe that the distribution of most classes can be effectively estimated using a moderate number of
Gaussian mixtures, while employing a larger number of mixtures may lead to overfitting the training
dataset distribution. Thus, we empirically choose K = 3 for all experiments.

Coefficients. Tab. @ right illustrates the influence of coefficients: a and 3. The results show that, in
most cases, our method is not highly sensitive to the coefficients. Given the constraints imposed by
spatial limitations in the main text, further ablation studies are included in Appendix

5 Conclusions

In this paper, we propose an effective method, CoGaMiD, aiming at CISS problems by continually
modeling distribution of the learned classes via GMMs. We first introduce the GMMs to estimate
the multivariate distribution of each old class in the corresponding steps and store them to generate
pseudo-features in subsequent steps. In order adapt to the anisotropic features that arise during the
model training, we design a dynamic adjustment strategy to update stored GMMs using the features
of old classes in the current data streams. Furthermore, we develop a Gaussian-based representation
constraint loss to maintain the discriminative distance between new classes and similar old ones.
Experiments demonstrate the effectiveness of our method, especially in long-term incremental
scenarios, outperforming previous state-of-the-art CISS methods.
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NeurlIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

* You should answer [Yes] , ,or [NA].

* [NA] means either that the question is Not Applicable for that particular paper or the
relevant information is Not Available.

* Please provide a short (1-2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to " ", itis perfectly acceptable to answer " " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
" "or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

* Delete this instruction block, but keep the section heading ‘“NeurIPS Paper Checklist",
* Keep the checklist subsection headings, questions/answers and guidelines below.

* Do not modify the questions and only use the provided macros for your answers.

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The abstract and introduction has accurately reflected the paper’s contribution
and scope.

Guidelines:
e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]
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Justification: Please refer to Appendix [A.5]
Guidelines:
* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.
* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
Justification: The paper does not include theoretical results.
Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: Please refer to Sec.
Guidelines:

* The answer NA means that the paper does not include experiments.
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* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]
Justification: We will provide a Github link to the code repository in the abstract.
Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
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* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: Please refer to Sec. .11
Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: Please refer to Sec. 4.2
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

o If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: Please refer to "implementation details" in Sec. [4.1]
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.
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* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: This manuscript adheres to the NeurIPS Code of Ethics.
Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: There is no societal impact of the work performed.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.
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* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: Please refer to Sec. .11
Guidelines:

» The answer NA means that the paper does not use existing assets.
 The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

¢ For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human subjects.
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Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: The important components of the core method are proposed without using
LLMs.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Appendix

A.1 More Protocols

Previous works [4[13] 128l 134] consider CISS for two incremental settings: disjoint and overlapped. In
the disjoint setting, for each incremental step ¢, the training images only contain the pixels belonging
to the classes that have been learned and will learned in the current step, i.e., C**. In the overlapped
setting, future classes, C'*1*T" may appear in the current step but are labeled as background classes.
Thus, we primarily report the results for the overlapped setting in the main body, while the results for
the disjoint setting will be presented in the subsequent appendix.

A.2 More Implementation Details

Following [53,47]], we also choose Swin-B [26] pretrained on ImageNet-1K [23] as the backbone
to implement our method. For the segmentation head, we employ the dual-head architecture from
CoinSeg [53l], which includes a dense prediction head and a proposal classification branch. We
follow [53}152] to generate 100 class-agnostic proposals using a parameter-fixed Mask2Former [9]
pre-trained on MS-COCO, which serves as supervision for the proposal classification branch. We use
AdamW as the optimizer and train the network with a learning rate of 0.0001 for all steps. We train
the network for 50 epochs on Pascal VOC 2012 and ADE20K with the batch size is set 16 and 8§,
respectively.

A.3 More Ablation Study

Proposed components. We show extra ablations of components in Tab. |5| For the second row,
we train the network without pseudo-features generated by stored GMMs and do not perform the
dynamic adjustment (DA) strategy. Lacking the precise boundary of the old class, the models overfit
to the novel classes, and the GRC loss fails to capture the robust features of the novel classes in
the current step. This confusion is further exacerbated in the subsequent steps, since the incorrect
distribution of novel classes is estimated and stored, thereby leading to the performance decrease.
Using GMMs enables GRC to turn disadvantages into advantages (see last row in Tab. [5]and second
row in Tab. E[) Based on above consideration, we believe that the effectiveness of GRC loss should
be built on the precise representation of each learned class. Without DA strategy, the performance of
our method decreases by 0.7 mloU for all classes. This further demonstrates the effectiveness of the
idea that continual adapt GMMs to the evolving models.

Table 5: Extra ablation study of components in the proposed method on Pascal VOC 2012 15-1.

VOC 15-1 (6 steps)
Baseline GMMs DA GRC | 0-15 16-20 all

v 77.8 309 66.6
v v 77.0 29.8 65.8
v v v 797 521 731

GMMs. We show influence of different settings on GMMs estimation in Tab[6] As for the GMMs
parameters, i.e., (1., we employ three type of initialization: ‘random’, ‘k-means’, ‘feature means’,
where ‘feature means’ denotes that we initialize the K Gaussian mixtures for each class with the
corresponding the same feature means. The results show that ‘k-means’ initialization is preferable to
other two. On the other hand, a large EM step number does not necessarily yield better performance.
Therefore, we choose 500 as the maximum step number for the EM algorithm. In addition, to provide
more results for K>3, we have conducted the experiments for more values of K, ranging from 4 to 7,
as shown in Tab[7} The results reveal a slight decline on performance when K>3. We speculate that
using a large number of Gaussian components may lead to partial overfitting, particularly for classes
with simple feature distributions in the training set. We believe that K=3 is a relatively reasonable
setting, holding performance and computational efficiency simultaneously. Moreover, we show
results for different values of K on VOC 15-1, ranging from 1 to 3, for both the baseline and final
model in Tab[T1] The results suggest that using multiple Gaussians simultaneously improves the
performance of the baseline and our final model, which demonstrates the superiority and necessity of
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Table 6: Influence of GMMs settings on VOC 15-1.

e e VOC 15-1 (6 steps) VOC 15-1 (6 steps)
Initialization 0-15 1620  all EM Steps 0-15 1620  all

random 79.8 529 734 100 799 532 735

k-means 80.1 53.6 738 500 80.1 53.6 73.8
feature means | 80.0 533 73.6 1000 80.2 526 736

Table 7: more values of K on VOC 15-1.

K VOC 15-1 (6 steps)

0-15 16-20 all
41799 532 736
51796 531 733
6 | 79.6 535 734
71798 533 735

Table 8: Influence of different KD on VOC 15-1.

VOC 15-1 (6 steps)
0-15 16-20 all

Baseline (with standard KD from ILT [30]) | 77.6  20.5 64.0

Methods

Baseline (with Local-POD from PLOP [13])) | 77.5 242 64.8
Baseline (with OCFM from STAR [6]) 77.8 309 66.6

Table 9: Experiments on computational and memory cost with previous exemplar-based methods.
Methods | mIOU | GFLOPS | #Params | storage

SSUL [3] | 71.4 211 60M 10M
STAR [6] | 72.6 272 S9M 0.04M
Ours 73.8 278 59M 0.12M

our Gaussian Mixture distribution modeling approach compared to the use of a single prototype. We
visualize the distributions of each base class in Fig. ] From the figure, we observe that their shapes
are often complex and irregular, making them difficult to approximate with a single Gaussian. We
believe that the t-SNE results shown in Fig. [7] also partially reflect the multimodality of the most
classes (e.g. "person’, ’sofa’, ’cow’, ’train’, etc.). These class distributions can be more accurately
modeled by Gaussian Mixture Models (GMMs) rather than a single Gaussian. Above qualitative and
quantitative results further justify the necessity of adopting GMMs.

Knowledge distillation. we trained our baseline using OCFM loss in STAR as the form of. Since
our focus is not on improving the knowledge distillation techniques that widely used in CISS, we
hope to adopt the most effective distillation loss from existing methods to establish a stable baseline.
We provide the results for the baseline using different distillation losses on VOC 15-1 in Tab [§]
The results demonstrate the effectiveness of OCFM, which is why we adopted it as the knowledge
distillation component and used it to train the model as our baseline.

Computational and memory cost. We provide a comparison of overall performance (mloU) on VOC
15-1, computational complexity (GFLOPs), model size (#Params), and storage cost for exemplars or
prototypes across the three methods, as shown in Tab[9] The results show that our method achieves
performance gains of 1.2% at similar model sizes and GFLOPS. In addition, we use 0.12M memory
for storaging GMMs, which is far lower than the SSUL that storage raw images. Even when compared
with the prototype-based method, our storage cost only increase 0.08M that almost be ignored.

Architectures. Although our current research primarily focuses on Deeplab-based continual learing
architectures, we attempt to implement our method on such a structure used in MBS [32] and
conducted the experiments on VOC 15-1 compared with other methods, as exhibited in Tab
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Table 10: Experiments on Mask2Former-based architecture for VOC 15-1.

VOC 15-1 (6 steps)
Methods | ) /5™ 1620 all
MiB [@] | 72.6 231 617
RBC [56] | 759 402 682
INC[3S] | 796 596 756
MBS 826 722 806
Ours | 829 739 812
1-Aeroplane _ 2Bieyele

6-Bus

g /,,\;‘
N

S-Bottle

e =
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Figure 4: TSNE visualization for every base classes on VOC 15-1.

Table 11: Influence of K for both baseline and final model on VOC 15-1.

VOC 15-1 (6 steps)

Methods | 1 Je 0> o
Baseline 77.8 309 66.6
Baseline (K=1) | 784 38.6 68.9
Baseline (K=2) | 789 478 715
Baseline (K=3) | 784 38.6  68.9
Ours (K=1) 794 51.8 728
Ours (K=2) 80.0 527 1735
Ours (K=3) 80.1 536 73.8

Table 12: Influence of L, settings on VOC 15-1.
VOC 15-1 (6 steps)

Centroids | o 15" 1620 all
original | 79.9 5277 734
geometric | 80.1 53.6 73.8

The results demonstrate the effectiveness of our method on such a structure, achieving competitive
performance. We also believe that with further exploration, our method has the potential to perform
even better on this structure.

Centroids of old classes in L,,... We consider the two types of old centroids in L,.: ‘original’
and ‘geometric’. The type of ‘original’ represents the K means derived from the stored GMMs
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Figure 5: TSNE visualization for the class ’cow’ and ’chair’ at different learning step on VOC 15-1.

of each learned class are used to compute the L2 distance between these means and new class
means, while ‘geometric’ denotes the geometric centroids that combined by k£ means with the
corresponding weights of 7r.. Table[T2]illustrates the impact of the aforementioned settings, indicating
that the geometric approach yields better performance. We believe that the reason of the suboptimal
performance obtained by ‘original’ centroids may be due to treating every Gaussian centroid equally,
or overemphasizing the small probability distribution with few feature samples. In this case, the
learning space of the new classes will be compressed, acquiring insufficient representations.

Combination with memory sampling strategy. We follow the works [5 52| [6] to employ the
memory sampling strategy to further enhance the performance of our method. Tab. [I3]shows the
results of our method with different memory numbers. With 20 additional raw images providing
more realistic features, our method achieves performance that is nearly comparable to the previous
best memory-based approach. The performance is further improved with more memory, while the
required storage is half of that needed by other methods.

Table 13: Method with different memory number on VOC 15-1.

VOC 15-1 (6 steps)
0-15 16-20 all

Ours 80.1 536 738
Ours-M(20) | 80.1 552 742
Ours-M(50) | 80.2 57.5 74.8

SSUL-M(100) | 784 49.0 71.4
DKD-M(100) | 78.8 524 725
STAR-M(100) | 79.9 562 74.3

Methods

Features anisotropy. The anisotropy problem has been analyzed in the CIL[16}|37], which means
the features shift in various directions during incremental learning process. We also observe the
analogous phenomenon in the CISS. As depicted in Fig. [5] we find that the old class *chair’ and cow’
showed more noticeable deviations in the subsequent incremental learning process, especially when
the model learned the class like "sofa’ (step 3) and ’sheep’ (step 2). We think that this is because
the original feature space of the old class may cause confusion between similar new classes and old
classes (e.g. ’chair’ and ’sofa’, ’cow’ and ’sheep’). Therefore, the model tends to redistribute the
features of these old classes in order to leave appropriate space for better learning of new classes.
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Figure 6: Illustration of the change of mloU for old classes and each novel class on VOC 15-1.

Consequently, we propose a dynamic adjustment strategy that continuously updates the stored GMMSs
to mitigate this issue. The third row in Table [3]illustrates the effectiveness of the proposed strategy.

Capability of preventing forgetting. To further demonstrate the effectiveness of our method in
preventing forgetting, we present the mloU changes for the previously learned class and each novel
class during incremental learning on VOC 15-1, as shown in Fig. [ We report the mIoU of these
classes after each 20 epochs training. We observe that the performance of the old classes remains
nearly consistent throughout the incremental learning steps, benefiting from the proposed continual
Gaussian mixture modeling method. For novel classes, our method enables the model to maintain
performance in subsequent learning steps, even further improving the initial performance. We
analyze that this is because when previously unknown categories are marked as new categories,
the discriminant distance constraint reduces the confusion between the previous categories and the
unknown categories in the background. These results demonstrate that the effectiveness of the
proposed method in resisting forgetting.

A.4 More Experimental Results

Quantitative comparison under the disjoint setting. In Tab. we present a quantitative compari-
son between our STAR and previous methods under the disjoint setup. For CNN-based comparisons,
our method achieves a slight advantage over other methods in short-term incremental steps, i.e., 19-1
and 15-5. This advantage becomes more pronounced on VOC 15-1. Similar results can be found in
the Transformer-backbone methods, demonstrating that our method can handle various incremental
settings with different backbone.

Table 14: Quantitative comparison on Pascal VOC 2012 between our method and previous CNN-
based methods (top half) and Transformer-based methods (bottom half) under the disjoint setting.

VOC 19-1 (2 steps) | VOC 15-5 (2 steps) | VOC 15-1 (6 steps)

Method 0-15 1620 all | 05 620 all | 0-10 1120 all

MiB [4] 606 256 674|718 433 647 | 462 129 379
PLOP [13] 754 389 73.6 | 71.0 428 643 | 579 137 465
SSUL [3] 774 2024 748 | 164 456 691 | 740 322 640
RBC [56] 764 458 750 | 75.0 497 699 | 617 195 516

MicroSeg [52] | 80.6 16.0 774 | 774 434 693 | 737 241 619
CoinSeg [53] 80.5 251 779 ]79.6 438 71.1 | 756 309 649

STAR [6] 719 434 762 | 784 574 734 | 781 466 70.6
Ours 79.8 464 782 | 789 582 740 | 789 492 71.8
MiB [4] 80.6 452 79.6 | 750 599 723 | 66.7 263 583
CoinSeg [53] 820 340 80.2|821 553 757 | 820 461 734
Ours 825 672 81.8 | 824 618 775 | 822 579 764
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Figure 7: TSNE visualization on VOC 15-1. Numbers in the image represent the corresponding
classes.
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Figure 8: More qualitative results on VOC 15-1. , , , , and are belong

to the new classes.

Qualitative comparison on VOC. We present the t-SNE visualization of all classes for our method
and previous methods on VOC 15-1, as depicted in Fig. [7} As illustrated in the figure, PLOP fails to
learn discriminative representations during the incremental steps, resulting in significant forgetting.
Benefiting from the feature replay strategy, STAR effectively preserves the knowledge of old classes.
However, it introduces some confusion by neglecting the anisotropic distribution of old classes
and imposing a fragile constraint on the distance between novel and old classes. The illustration
demonstrates that our method achieves an excellent balance between plasticity and stability. This
further supports the effectiveness of continual Gaussian mixture distribution modeling, which enables
the model to exhibit strong anti-forgetting on old classes while also providing favorable adaptability
to novel classes.

More qualitative results. In Fig. [8| we visualize the qualitative results of CoGaMiD for the same
images after each learning step on VOC 15-1 (6 steps). For images containing only new classes, our
method effectively learns these classes during the corresponding steps while maintaining consistent
performance in subsequent steps. Regarding the sample set of dog and sofa, dog belongs to the old
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Figure 9: More qualitative results on ADE20K 100-10 (6 steps). , , , ,
and are belong to the new classes.

classes, while sofa is learned in step 4. Our method performs the complete segmentation of novel
class sofa with the learned class dog is insusceptible, and similar phenomenon is shown in the fourth
row. In the fifth row, a small portion of the background pixels is incorrectly classified as train due to
slight overfitting during the learning of this class in step 5; however, this error is promptly corrected in
the subsequent step. We present the qualitative results of our method for five images at corresponding
steps on ADE20K 100-10 (6 steps), as illustrated in Fig. 9] The ADE20K dataset, with its extensive
number of classes to be learned in both initial and incremental steps, poses particular challenges. As
shown in these figures, our method effectively learns to predict new classes while simultaneously
retaining the ability to identify old classes, demonstrating both stability and plasticity.

A.5 Limitations and Future work

Through extensive experiments on two public benchmarks, our method shows excellent performance
and achieves a favorable balance between stability and plasticity. However, estimating the distribution
of classes using a predefined number of Gaussian mixtures may not be robust for all classes, given
that the complexity of each class varies. Therefore, we will extend the method to an enhanced version
that adaptively models the distribution with appropriate mixtures. Furthermore, we believe that
compact representation in the initial step is crucial for the learning of subsequent steps. Thus, we will
discuss that how to conduct the pre-constraint on the feature space of old classes in the initial step,
reserving sufficient space for the learning of novel classes, in future work.
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