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Abstract

In active learning (AL), we focus on reducing the data annotation cost from the
model training perspective. However, “testing”, which often refers to the model
evaluation process of using empirical risk to estimate the intractable true generaliza-
tion risk, also requires data annotations. The annotation cost for “testing” (model
evaluation) is under-explored. Even in works that study active model evaluation or
active testing (AT), the learning and testing ends are disconnected. In this paper,
we propose a novel active testing while learning (ATL) framework that integrates
active learning with active testing. ATL provides an unbiased sample-efficient
estimation of the model risk during active learning. It leverages test samples an-
notated from different periods of a dynamic active learning process to achieve
fair model evaluations based on a theoretically guaranteed optimal integration of
different test samples. Periodic testing also enables effective early-stopping to
further save the total annotation cost. ATL further integrates an “active feedback”
mechanism, which is inspired by human learning, where the teacher (active tester)
provides immediate guidance given by the prior performance of the student (active
learner). Our theoretical result reveals that active feedback maintains the label com-
plexity of the integrated learning-testing objective, while improving the model’s
generalization capability. We study the realistic setting where we maximize the
performance gain from choosing “testing” samples for feedback without sacrificing
the risk estimation accuracy. An agnostic-style analysis and empirical evaluations
on real-world datasets demonstrate that the ATL framework can effectively improve
the annotation efficiency of both active learning and evaluation tasks.

1 Introduction
Labeled data are essential for supervised learning in both model training and evaluation. Active
learning (AL) provides a promising direction to reduce the human annotation cost by constructing
a smaller but more effective labeled dataset for training purposes [24, 27, 12, 5, 1, 8]. However,
AL only partially addresses the human annotation cost as the cost of constructing a labeled dataset
for model testing has been overlooked. In reality, the annotation budget could easily be drained by
building large test datasets that most modern AL methods rely on to evaluate the model performance
and determine the stopping criterion for learning. In contrast to AL, active model evaluation or active
testing (AT) focuses on actively selecting the testing data. Few existing efforts develop unbiased
risk estimation techniques for label-efficient model evaluation [20, 14]. However, these methods are
designed to evaluate fixed models that have been fully trained, making them ill-suited for evaluating
an actively learned model, which is constantly updated and inadequately trained during most parts of
the learning process. To address these fundamental challenges and realize label-efficient learning in
practice, we propose to integrate AT with AL in a novel and efficient learning framework, referred to
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as ATL. The ATL framework systematically addresses the unique active testing challenges arising
from evaluating an actively learned model that is under-trained and constantly evolving. It leverages
an interactive learning-testing-feedback process to better control the overall labeling budget, which
not only achieves efficient evaluation of the AL model but also ensures faster convergence in model
training. Through periodical testing, ATL gains useful insights to terminate the learning process as
early as possible that avoids allocating unnecessary labeling budget.
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Figure 1: Risk estimation comparison

Incorporating AT into AL is a highly non-trivial
task. Unlike AL, AT has two inter-connected ob-
jectives: i) design of an unbiased risk estimator
to quantify the model performance, and ii) de-
sign of a sampling strategy to select informative
test samples. Achieving both objectives simulta-
neously under the AL setting with a constantly
evolving and under-trained model is far more
challenging than existing active model evalua-
tions that assume a fixed and adequately trained
model. For the first objective, its challenge stems from the potential biased active test samples
brought by the second objective. We need an unbiased risk estimator to ensure the fairness of
the evaluation. An unbiased risk estimator can be achieved by importance sampling or its vari-
ants [25, 20, 21, 22, 19, 16]. Recent active testing works also employ expectation analysis and
propose other weighting mechanisms [10, 14]. However, all these works assume that the model being
evaluated is fixed and already well-trained [20, 14]. Therefore, these estimators are not designed
to support a dynamic AL setting, where the model continues to evolve when learning from newly
labeled samples. Figure 1 shows that both the standard estimator (i.e., random testing) and direct
adaptation of an existing unbiased estimator (ARE) [20] fail to provide an accurate and consistent
model evaluation in the more challenging AL setting. As for the second objective, different from
sample selections in AL, the testing selection needs to be compatible with the unbiased risk estimator.
It is essential to ensure asymptotic convergence that guarantees an unbiased model evaluation while
reducing the variance that can improve the convergence speed and provide a stable signal to terminate
the learning process as early as possible.
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Figure 2: Overview of the ATL Framework

Conducting AT along with AL enables ATL
to seamlessly connect the active training
and testing sides, which allows them to
communicate with and guide each other
within a well-integrated learning process.
To this end, the proposed ATL frame-
work leverages an active learning-testing-
feedback (LTF) loop, which largely resem-
bles real-world human learning. In partic-
ular, within the LTF loop, the active testing
results are kept after each active learning
round, which mimics the quizzes in the hu-
man learning setting. We refer to them as
active quizzes. As shown in Figure 2, the
active learner acts as a student while the active tester acts as a teacher. Both the student and the
teacher select data from the unlabeled pool and get their labels from the oracle. The student attempts
to use the labeled data to pass the quizzes provided by the teacher. On the other hand, the teacher
provides a fair quiz to evaluate the student’s performance. Meanwhile, the teacher also sends back the
keys of some quiz questions, which are referred to as active feedback, to help the student learn better.

Given a dynamic AL process, multiple active quizzes will be created at different learning phases. ATL
forms an integrated risk estimator by aggregating all the quizzes. Our theoretical analysis guarantees
that the integrated risk estimation converges to the true risk asymptotically. The aggregation strategy
also minimizes the variance, which ensures faster convergence. Furthermore, through active feedback,
the AL model can benefit from training with a small proportion of the testing samples (as feedback)
after each quiz while maintaining the asymptotic convergence condition of the risk estimation. Finally,
the integrated risk estimator provides an unbiased estimate of the model performance with a small
variance, which provides a convenient way to determine whether the AL model has converged.
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This can further save the labeling budget by stopping the learning early. We may also combine the
estimated risk with other available information from the unlabeled data to create more systematic
early-stopping criteria. Our main contributions are summarized as follows:

• the first ATL framework that builds an active learning-testing-feedback loop to mimic human
learning for achieving label-efficient and dynamic evaluation of actively learned models,

• a theoretically sound integrated risk estimator that combines active quiz results and minimizes the
variance of the difference between the estimated and true risks,

• an innovative active feedback process to further improve learning effectiveness without extra labels,
• a systematic early stopping criterion that combines integrated risk estimation with information of

unlabeled data to terminate AL process early.

We conduct experiments on both synthetic and real-world datasets to show the improved testing
performance of the proposed ATL framework.

2 Related Work
Active model evaluation. Actively testing the model performance in a label efficient way is relatively
under-explored. Among the few excising efforts, model testing is treated independently from model
training, which is unrealistic in most practical settings. The problem of active risk estimation (ARE)
was first formulated in [20], which used importance sampling to construct an unbiased risk estimator.
Then, the optimal test sampling distribution is derived from an optimization problem that minimizes
the variance of the risk error. A similar process has been used to estimate more complex loss measures
[21] or perform active model selection [23]. However, such risk estimator is no longer unbiased
nor label-efficient when an AL process is involved that samples from the same unlabeled pool for
model training. Farquhar et al. propose two risk estimators to cancel the statistical bias by active data
sampling strategy in a data-efficient manner [10]. However, their proposed estimators could not deal
with the overfitting bias making them less suitable for model evaluation.

In a more recent work, Kossen et al. propose to use the unbiased risk estimators to perform active
testing [14]. The difference from [20] is that the selection order of the testing points is considered,
and the weights are defined for selection indices instead of a single testing proposal distribution.
In this way, the testing proposal can be evaluated at each round, making the setting more realistic.
However, the optimal proposal is still impossible to obtain. To approximate the optimal proposal, a
surrogate model is needed, which is similar to the introspective risk model in [20]. The surrogate
model idea is further extended in [15], where the unbiased risk estimator is replaced by the predicted
loss from the surrogate model. Yilmaz et al. propose to replace the commonly used importance
sampling with Poison sampling, which better stabilizes the test samples [29]. A different line of work
leverages stratified sampling to first stratify the unlabeled pool and then conduct efficient sampling
over strata in an importance sampling manner [13, 3, 30]. However, all those work is limited to
offline test sampling in which the test proposal is fixed during the sampling process and could not
benefit from prior knowledge such as the previously labeled data.

Early stopping in AL. Early stopping strategies in AL have been sparsely investigated over years
[2, 7, 6, 31, 26, 18]. Most methods only consider the learning process and do not consider a fully
connected learning-testing loop. Some have shown that the stopping criteria based on unlabeled
information are more effective than those based on labeled information. This inspires us to combine
the proposed integrated risk estimation with unlabeled data information to form a systemic early
stopping criterion to further reduce the labeling budget.

3 The ATL Framework
Problem setting. We formulate the ATL framework under a novel and fully integrated learning and
testing-while-it-learns setting. W.l.o.g., we assume that all data are generated from an underlying
distribution, and we could obtain the label y through the true labeling function: y = h(x) provided
by the human annotator (note that unlike the predictive model fθ(·), the true labeling function is
not governed by the parameter θ and it might be non-realizable). Similar to a traditional pool-based
AL setting, we have a small labeled set SL = {(x, y)}NL (whose labels are revealed). As for the
unlabeled pool, we only have access to the features: SU = {x}NU . We further assume that the
unlabeled pool is sufficiently large so that active sampling will not change the pool distribution since
only limited labels will be revealed. That is, p(x, y) remains fixed during AL. Our primary task
couples two objectives: AL and model evaluation at the same time. In this setting, the goal of AL is to
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create a labeled set by selecting samples to label and achieve the best performance. The performance
of the model is indicated by the expected error when generalized to the underlying data distribution,
which is often noted as the risk R. As discussed earlier, existing works on label-efficient model
evaluation assume that the model being evaluated is already well-trained and kept fixed. They are
inadequate to handle a dynamic active learning scenario, which is the focus of ATL. Given some
loss function as the risk measurement Lθ : fθ(x)× y → R, our task of testing the model reduces to
evaluating the following expectation:

R = E
{x,y}∼D

[Lθ] =

∫
L(fθ(x), y)p(x, y)d(x, y) (1)

However, directly evaluating (1) is infeasible as the true density function p(x, y) is unknown. So
empirically, we have to adopt an approximation. In the pool-based learning setting, our approximation
resorts to the expected empirical risk over the pool distribution Dpool.

3.1 Overview: Active Risk Estimation During AL
In each AL iteration, we select to label x∗ based on a sampling criterion psample(x) to improve
the model. We design the framework to be AL-agnostic, meaning that most standard AL sampling
strategies can be applied here without further assumptions. Normally, the evaluation of the AL model
is performed on a hold-out test set either at the end or during different to-learn data selection rounds
of AL. However, the labeling cost of the test set is often times ignored. To achieve a more efficient
evaluation framework, we propose to have the active risk estimation (i.e., active testing) process
intertwined with AL. Specifically, we use time stamps t to denote each stage where we perform active
testing. At time t, we use testing proposal qt(x) to select samples, Qt = {x(1)

t , ...,x
(nt)
t }, then label

them to evaluate the model. We name this novel evaluation style active quiz. Active quiz is motivated
by the dynamic nature of the AL process, which allows us to have an instant evaluation of the current
model during AL. We also show that the quizzes can further be conveniently combined into a final
exam for a comprehensive evaluation. In this way, we essentially divide a given budget for evaluation
into small batches, which makes it possible to stop the evaluation before reaching the total budget by
leveraging the signal from past quizzes.

The purpose of having the active quiz is to achieve a good estimate of the current model performance,
which is not realizable in most existing AL frameworks. We use the risk R to denote the performance.
R is dependent on the specific model, thus at each step we are trying to estimate the true risk of
the model at t: R(ft(·)) 2. Using Qt, we can have an estimate R̂Qt(ft). We name the evaluation
after the last quiz QT as the final exam because it includes all the quiz samples: {Q1, ...,QT }. We
use R̃{Q1,...,QT }(fT (·)) to denote the final performance of active learning model. Note that R̃ is
different from each R̂t because: (i) the evaluation sets contain all the previous quiz data, and (ii) it
only evaluates the final model, fT . Intuitively, using {Q1, ...,QT } should be more preferable than
using a single Qt because more data samples are available to better represent the data distribution.
However, the combination is not straightforward because each quiz is sampled using the optimal
selection proposal at that time. We propose a principled way to combine multiple quizzes to achieve
an unbiased R̃ with theoretical guarantees. We further formulate an active feedback strategy to
integrate the dual objectives of learning and testing and provide a theoretical underpinning to utilize
some labeled test samples to improve the model’s generalization capability.

3.2 Unbiased Low-variance Estimation of Model Risk
For a passive learning setting, where the model is fixed, the risk can be directly estimated through
an importance weighting sampling procedure, such as the ARE scheme developed in [20]. Let q(x)
denote the test sample selection proposal, then the risk estimate can be defined as

R̂n,q =
1∑n

i=1
p(x(i))
q(x(i))

n∑
i=1

p(x(i))

q(x(i))
L(fθ(x(i)), y(i)) (2)

We can use the central limit theorem to show that R̂n,q is an unbiased estimation of R. Furthermore,
their difference follows a zero-mean Gaussian asymptotically:
√
n(R̂n,q −R)

n→∞−−−−→ N (0, σ2
q ), σ

2
q =

∫
p(x)

q(x)

(∫
[L(fθ(x), y)−R]2p(y|x)dy

)
p(x)dx (3)

2Here we use ft(·) to represent fθt(·) to keep the notation uncluttered.

4



When n is large, we also know that nVar[R̂n,q]
n→∞−−−−→ σ2

q . Then, the optimal q(x) minimizes the
variance of the estimate. Using variational analysis, the optimal q(x) is

q∗(x) ∝ p(x)

√∫
[L(fθ(x), y)−R]2p(y|x)dy (4)

which minimizes the expected squared difference between the estimate and the true risk (also the
variance of the asymptotic Gaussian). Since the pool distribution remains fixed when only a small
number of instances are sampled for AL, we can keep p(x) as a uniform distribution over the
pool. Since the importance weighting proposals are known up to a normalization factor, we have
p(x) = 1

NU
where NU is the pool size. To optimize model evaluation in an active learning setting, we

can evaluate the model at each time stamp t in the following manner: First, we obtain an active testing
proposal, denoted as qt, by substituting (4) with fθt . Next, we obtain the active quizzes denoted as
Qt ∼ qt. We then evaluate the model’s performance at time t using (2).

However, there are two main limitations to this approach. First, the test proposal given by (4) contains
an unknown quantity, the true risk R. Previous studies have attempted to address this issue by
predicting the true risk from the pool. However, in section 3.3, we demonstrate that commonly used
true risk predictors are not accurate, particularly in the early stages of active learning. To address
this, we propose a multi-source true risk predictor. Second, the current test setting does not allow
for sharing of data between previous and current quizzes due to the use of different active proposal
distributions. This inefficiency not only wastes data, but also reduces the stability of the model
evaluation, as the test samples in each quiz may be too small to provide a robust evaluation. Therefore,
in section 3.4, we propose an estimator for the active learning setting that can integrate quizzes
sampled from different proposal distributions while remaining optimal.

3.3 Intermediate Estimate of the True Risk
In the optimal test sample selection proposal given by (4), a critical component is the true risk, which
is unknown and needs to be estimated. A straightforward solution is to leverage the current model
[20] or some proxy model [14] to predict the potential risk over the entire pool as Rθ. However, the
following analysis shows that this is equivalent to the model uncertainty in the classification setting.

Proposition 1. Under the classification setting and when a standard (i) 0−1 loss or (ii) cross-entropy
loss is used, Rθ is equivalent to measuring the model uncertainty.

More details of the proposition are provided in Appendix B.2. The above proposition shows that Rθ

can only capture the model uncertainty instead of the true risk. When the labeled training samples are
limited, it is possible that the model uncertainty can not reflect the level of true risk. We propose to
combine the current training risk, the model uncertainty, and the current test risk (using Qt that we
have) to get an aggregated multi-source estimate of the true risk:

Rmulti
θ,t =

|SL|Rtrain + |SU |Rθ + nR̃t

|SL|+ |SU |+ n
(5)

The multi-source estimate can more effectively avoid overestimating the risk when only using
the testing information and underestimating the risk when only using training information. By
aggregating these two sides of information, neither underfitting or overfitting of the model will harm
the estimation to a significant extent. The effectiveness of the multi-source aggregated risk estimation
has been demonstrated in our empirical evaluation.

3.4 Active Quiz Integration for Final Risk Estimation
We have shown the optimal way to select test samples to evaluate a fixed model in the passive learning
setting. However, we still need to extend to our scenario where there are multiple stages and AL
while AT are intertwined. We propose to combine the quiz results by assigning a set of weights vt on
them. We will show that the proposed vt is optimal given the fixed quizzes. Let’s denote a sequence
of independent risk estimates (treated as random variables) as R̂ = (R̂Q1

(fT ), ..R̂QT
(fT )

⊤), where
each R̂Qt

(fT ) asymptotically converges to the true risk R(fT ). We should also note that we are
using each R̂Qt

to evaluate the same model fT , not using the actual values of the estimate at time t
(which is the evaluation of ft). That is, we always utilize previously collected sets of quiz samples to
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evaluate the current model.

R̂Qt(fT ) =
1∑nt

i=1 wi

nt∑
i=1

wili =
1∑nt

i=1
p(x(i))
qt(x(i))

nt∑
i=1

p(x(i))

qt(x(i))
L(fT (x(i)), y(i))

where
√
nt(R̂Qt

(fT )−R(fT ))
nt→∞−−−−→ N (0, σ2

t (fT )) (6)

The variance σ2
t (fT ) is given by∫

p(x)

qt(x)

(∫
[L(fT (x), y)−R]2p(y|x)dy

)
p(x)dx (7)

We have defined the asymptotic Gaussian variance term when we use the quiz set Qt from time t to
evaluate the final model fT . Let Ct = 1/σ2

t (fT ) denote the model confidence of fT when evaluated
on a test set that follows qt. Next, we formally show that if the model fT is more confident about qt,
then Qt should take a larger weight in the integrated final evaluation result.

Theorem 1. Given fixed {Q1, ...,QT }, the weighted combination R̃ =
∑T

t=1 vtR̂Qt
where vt =

Ct∑T
t=1 Ct

is the optimal estimator constructed by all samples in {Q1, ...,QT }.

Remark. The weight vt depends on how accurate the estimate using each quiz set is. If we
assume that the model becomes more accurate throughout the entire process, then we know that
R̃T−1 should be closer to R than R̃T−2, thus the weight on the most recent one is the largest.
However, we still do not know R and have to estimate the weight. Here we adopt a similar way
as estimating Rθ to estimate the difference terms Ct using the expected loss and R̂Qt(fT ):

1
Ct

=

1
nt

∑nt

i=1

∑
y

p(x(i))
qt(x(i))

[L(fT (x(i)), y)− R̂Qt
(fT )]

2p(y|x(i)). With the optimal v∗t , we define the final

estimate result as R̃ =
∑T

t=1 v
∗
t × R̂Qt

. In practice, if we do not pre-set the length of the entire AL
process, we can treat each stage as the final exam. After each AL sampling round, we perform an
active testing round as a quiz. Then we use the integration method above to get the final estimate.
This way, we will always have the optimal evaluation of the model given all the test samples that
have been selected.

3.5 Active Feedback: Improve Model Learning Without Sacrificing Testing Accuracy
The proposed final risk estimation can provide label-efficient evaluation of the model performance.
We can further improve the label efficiency on the the AL side since some of these labels can also be
used for model training. Assume at the t-th quiz, we have sampled and labeled a set of test data Qt

according to the test proposal qt(·). Since Qt is also a labeled dataset, the active learner could leverage
it as a source of feedback information to facilitate learning. In the proposed active learning-testing
setting, the number of labeled samples for learning/training NL and testing NT both contribute to
the limited overall annotation budget. Since learning and testing need to be sample-efficient, it is
reasonable to assume that NL and NT are of similar magnitudes instead of having NL ≫ NT as
in the existing active model evaluation works. We further denote SFB as the feedback set, which
contains samples from the collection of quizzes. The active feedback process can be formally defined
as a subset selection problem that optimizes a joint objective of learning and testing.

S∗
FB = argminSFB∈{Q1,...,QT }[R(fθ|(SL∪SFB)) + C||R− R̃({Q1,...,QT }\SFB)||] (8)

where C is a parameter to balance the two objectives: (I) = R(fθ|(SL∪SFB)) for learning and
(II) = ||R− R̃({Q1,...,QT }\SFB)|| for testing.
Theorem 2. Both the learning and testing tasks have the same label complexity, which is in
the order of O(1/

√
n). As a result, (1) the joint objective has an overall label complexity of

(O(1/
√
NL +NFB) +O(1/

√
NT −NFB)); (2) the balancing parameter C is in the order O(1).

Remark. The Theorem reveals that it is possible to achieve an optimal balance between (I) and (II)
by choosing a suitable SFB such that we can further improve the model learning performance while
maintaining the risk estimation quality from our quizzes-testing process. It provides a foundation to
justify the benefit of active feedback. It is worth to note that the optimal subset selection problem is
usually NP-hard, but we can still draw a useful conclusion that an appropriate subset SFB can poten-
tially improve the combined learning-testing objective rather than having SL and ST = {Q1, ..., QT }
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always separated. The theorem can also be more intuitively interpreted by drawing analogy with
human learning, who automatically incorporate knowledge or partial knowledge at inference time.
In contrast, a typical supervised-learned ML model is frozen at evaluation/testing time. Thus, we
need to explicitly add feedback so that the model can effectively improve the learning performance
by getting new training samples.

Following the above theoretical result, we propose a selection proposal qFB(·) for SFB based on the
following learning-testing intuitions. In standard AL, we should select samples that are considered
to be the most informative and diverse ones. From the informativeness perspective, samples with
high losses could be challenging for the current model. From the diversity perspective, the newly
added samples should be different from the current labeled training set, which can be achieved using

a diversity metric, such as d(SL,x) =
√
x⊤A−1

L x, where AL = ϵI +
∑

z∈SL
zz⊤ [11], where

ϵ > 0.From the evaluation perspective, removal of feedback samples should have as little impact to
the risk estimation as possible. Since the test samples are chosen according to q(x), it is less harmful
to choose a feedback sample with a large q(x) as similar testing samples are likely to be selected into
the test data. To this end, we propose the following feedback selection strategy:

x∗ = argmax
(x,y)∈Qt

qFB(x, y; η) = argmax
(x,y)∈Qt

q(t)(x)L(ft(x), y) + ηd(SL,x) (9)

where η is a scaling parameter. We construct SFB after each active quiz round. The samples are added
in SL to re-train the model, and the risk estimation is also re-weighted after the removal.

3.6 Early Stopping with Instant Risk Estimations
In the ATL framework, the unbiased risk estimation after each AL step can be used to construct an
effective convergence indicator to support early stopping of AL. In particular, we propose to use the
change of a moving average of active risk estimations:

∆R̃t =

∑t
i=t−w viR̃i∑t
i=t−w vi

−
∑t−1

i=t−w−1 viR̃i∑t−1
i=t−w−1 vi

(10)

Prior works show that leveraging the unlabeled data works well empirically to stop AL early [2, 6].
To this end, we propose to further augment ∆R̃t with stabilized predictions (SP) from the unlabeled
data [6], where SP = 1− meanx∈U (∆y(x)).

4 Experiments
The proposed ATL framework is generic and can be applied to any existing active learners. In our
experiments, we choose two commonly used models, Gaussian Processes (GP) and neural networks,
to demonstrate the effectiveness of the proposed work. The GP is applied to a 2D synthetic dataset
to help us understand the important behavior of the proposed test sampling strategy and how active
feedback benefits the entire learning process. The neural network model is applied to relatively larger
scale image datasets, including MNIST, FashionMNIST and CIFAR10 to demonstrate the practical
performance of the proposed framework. As for the AL strategy, ATL is designed to be AL-agnostic.
To demonstrate the general applicability, the main results are obtained using uncertainty (i.e., entropy)
based sampling as the AL strategy given its great popularity in many AL models. In Appendix C.2.3,
we show that ATL can be easily integrated with a wide range of commonly used AL algorithms.

4.1 Experimental Settings
For synthetic experiments, we generate 2,500 data samples based on a moon-shaped distribution
with two smaller inverted moon-shaped clusters at two remote corners. The dataset is shown in
Figure 1 (a). We add the smaller clusters because the learning performance is usually closely related
to how AL explores the unknown regions in the feature space and the designed shape allows us to
visualize testing and feedback samples to evaluate their effectiveness. Moreover, we create two levels
of imbalance in the dataset, the intra-class imbalance and the inter-class imbalance, to simulate an
imbalanced class distribution. For the real-world experiments, we use the cross-entropy loss for risk
evaluation. When we compare with the true risk R, we use the average evaluation results of the model
on a large hold-out subset of the dataset (10,000 data samples) to represent R. The hold-out test set
does not interact with the AL or AT processes, thus is considered a fair evaluation. In real-world
experiments, we adopt the same procedure with the total pool containing 30,000 data samples.
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Figure 3: Active test samples selected by different criteria at quiz 9 [(a)-(d)], and 18 (e)-(h)

In each test sampling round, we compute over the entire unlabeled pool according to (4). We use a
deterministic way of summing over all classes based on the posterior distribution predicted by the
model. The multi-source estimate only utilizes labels of the training samples and previously selected
test samples along with the predictions for unlabeled samples. Later in the active feedback stage, if a
test sample is selected to be added to the training set, we remove it from the testing set. For test and
feedback selections, we sequentially sample nt times to obtain each batch. The testing process does
not involve re-training the model, thus the batch mode has no effect.

4.2 Synthetic Data Experiments
In Figure 3, we show the distribution of test samples selected using (1) AL sampling, (2) random
sampling, (3) ATL w/o feedback, and (4) ATL at an early stage (i.e., quiz 9) and later stage (i.e.,
quiz 18) of the learning process. We observe that using AL sampling for test point selection has
less accurate risk estimation performance due to highly biased sample selection near the decision
boundary. Random sampling, on the other hand, follows the true data distribution, so it mainly selects
from the central region, where the data is dense. Our proposed test sampling focuses on the most
representative regions as random sampling does, but it also covers other interesting regions with
relatively low density (e.g., the right edge where the minority blue class is mainly located), and the
model evaluation reaches the highest accuracy in the early phases of learning.

In Figure 3d, we plot the feedback with the same annotation cost to demonstrate its learning-testing
trade-off. By providing part of the testing data as effective feedback, the estimation error is slightly
increased. However, the sacrifice in model evaluation accuracy pays off from the training side. The
feedback helps the AL model build a more representative training set and learn a more reasonable
decision boundary than without feedback. It allows the AL model to gain a greater advantage in
the early stage of training. Figures 3e-3h show the test data distribution in a later stage at quiz 18.
The proposed testing selection is the only one that picks samples to test the critical but low-density
regions. More importantly, Figure 3h shows that learning with feedback is most successful as it
acquires an informative training dataset and a near-optimal decision boundary in the end.

4.3 Real-Data Experiments
The main results of real-world experiments consist of three parts: (1) risk estimation during standard
AL (without active feedback), (2) AL performance and risk estimation with active feedback, and (3)
AT-based early stopping. In this section, we focus on showing the results from the first two and leave
the details of part (3) in the Appendix. In the AL without feedback case, we compare the estimation
error results of ATL-NF (no feedback) with ARE quizzes integrate [20] and the adapted Active
Testing [14] and Active Surrogate Estimation [15] (referred to as AT integrate and ASE integrate). We
adapt the AT and ASE baseline to use in the AL setting by adjusting the pool size N at each round and
including the selected training loss to maintain the unbiased estimator R̃LURE . We also need to train
a surrogate model using fewer samples than normal (we use a separate NN model re-trained every
few rounds). Because the AL model and the surrogate models are both severely under-trained in the
early stage of AL, and that the training samples must also be considered in R̃LURE , the estimation
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error is usually significant in the AL setting. In the active feedback experiments, we compare the
proposed ATL with ATL-NF and ATL-RF (random feedback).

Table 1: Estimation error: squared difference between estimate and true risks (×10−3)

Dataset Method
AL round 4 8 12 16 20

MNIST

ARE quiz 5.27± 5.42 6.39± 1.54 2.96± 3.45 8.85± 4.31 8.31± 3.96
AT integrate 16.3± 24.5 32.8± 22.1 6.93± 18.0 8.72± 3.59 3.11± 2.98

ASE integrate 3.45± 2.76 1.45± 1.00 2.17± 5.06 4.00± 2.37 5.88± 5.27
ATL-NF 2.57 ± 1.17 0.79 ± 1.15 0.17 ± 0.15 0.56 ± 0.30 1.32 ± 0.37

Fashion
MNIST

ARE quiz 4.24± 3.01 4.62± 7.77 8.63± 2.47 5.71± 1.87 23.78± 1.75
AT integrate 11.9± 6.1 36.1± 30.7 34.1± 31.4 28.0± 36.9 22.5± 25.7

ASE integrate 11.1± 3.63 3.72± 3.53 3.56± 8.78 5.29± 9.78 8.42± 6.72
ATL-NF 3.64 ± 1.61 0.67 ± 0.38 0.96 ± 0.16 0.98 ± 0.43 3.04 ± 1.37

CIFAR10

ARE quiz 10.1± 8.79 13.8± 13.0 22.2± 14.7 21.9± 31.4 14.1± 13.4
AT integrate 6.89± 6.98 12.0± 7.18 21.8± 5.73 12.9± 9.76 38.9± 25.6

ASE integrate 10.9± 3.67 6.51± 2.87 7.53± 1.46 17.6± 2.66 23.2± 6.10
ATL-NF 8.83 ± 7.79 3.06 ± 5.04 4.95 ± 7.12 7.94 ± 5.22 6.20 ± 5.79

Table 2: Hold-out test risk using different feedback criteria over 20 AL rounds

Dataset Method
AL round 4 8 12 16 20

MNIST
ATL-NF 0.92± 0.06 0.55± 0.08 0.46± 0.06 0.32± 0.04 0.22± 0.02
ATL-RF 0.92± 0.12 0.54± 0.02 0.41± 0.05 0.29± 0.03 0.21± 0.02

ATL 0.88 ± 0.07 0.53 ± 0.04 0.39 ± 0.03 0.26 ± 0.01 0.19 ± 0.03

Fashion
MNIST

ATL-NF 0.75± 0.03 0.69± 0.02 0.61± 0.02 0.57± 0.04 0.56± 0.03
ATL-RF 0.75± 0.04 0.68± 0.02 0.61± 0.01 0.58± 0.06 0.56± 0.04

ATL 0.74 ± 0.03 0.65 ± 0.04 0.59 ± 0.02 0.56 ± 0.03 0.51 ± 0.01

CIFAR10
ATL-NF 1.91± 0.04 1.76± 0.05 1.72± 0.01 1.66± 0.02 1.55± 0.03
ATL-RF 1.91± 0.03 1.77± 0.04 1.69± 0.03 1.60± 0.04 1.54± 0.07

ATL 1.90 ± 0.05 1.76 ± 0.02 1.65 ± 0.03 1.58 ± 0.02 1.53 ± 0.02

Table 3: Estimation error with feedback over 20 AL rounds (×10−3)

Dataset Method
AL round 4 8 12 16 20

MNIST ATL-RF 26.8± 21.4 21.4± 17.0 3.54± 4.01 5.54± 3.21 7.62± 4.41
ATL 14.6 ± 22.1 16.9 ± 13.7 3.19 ± 2.63 4.15 ± 3.20 1.87 ± 1.41

Fashion
MNIST

ATL-RF 10.2± 9.30 4.41± 3.77 2.19± 5.53 5.69± 4.52 11.6± 7.51
ATL 2.50 ± 2.93 1.94 ± 2.25 1.78 ± 1.07 6.32 ± 5.41 5.03 ± 4.41

CIFAR10 ATL-RF 20.6± 17.6 19.1± 13.7 9.82± 8.03 33.6± 30.5 24.8± 32.4
ATL 11.6 ± 13.4 5.11 ± 3.45 8.81 ± 6.51 11.9 ± 16.7 6.57 ± 6.29

AL-AT results. We use squared difference between the estimated risk and the true risk as well as
the variance of the squared difference to measure the estimation error instead of the variance of the
estimate itself because each time we repeat the experiment the model is different. This is also a
difference caused by studying the AL process, instead of evaluating a fixed model. From Table 1, we
see that ATL-NF has a much lower error of estimation than single ARE quizzes and AT/ASE integrate.
The ARE quizzes put all testing samples without adjusting the importance weights, thus will result in
a bigger estimation error. The drawback of the AT method is that the surrogate model is not a very
reliable reference and the evaluated model changes over time. Because it selects samples based on a
max-score criterion instead of importance sampling, the change of model may affect the unbiased
estimate. The ASE integrate has the same issue of relying on a good surrogate model. However, the
risk estimation of ASE is also based on the surrogate model predictions, which is consistent with the
test sample selection. Thus, it outperforms AT integrate most of the time.

Active feedback results. We compare traditional AL and active learning-testing with feedback. We
use both the cross-entropy loss as the metrics for the model performance. In Table 2, we see that the
proposed feedback and random feedback can both help the model reach a smaller testing loss than
pure AL with the same total number of labels. The initial training set contains 500 labels, while each
of the 20 AL rounds adds 500 labels. AT then samples 100 points after each AL round, and the active
feedback sends 50 labels back to training. Because of the importance sampling with replacement
nature of the process, the feedback approaches actually use fewer total labels in the end. We also
study the impact of feedback on the estimation error in Table 3. In the early stage of AL, it is obvious
that random feedback is harmful to the estimation error. The proposed approach also suffers from the
increase of the estimation error. However, as the AL goes on, our proposed feedback selection can
maintain a low level of estimation error, while improving the model performance. Combining these
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benefits, we can potentially save the labeling budget for both learning and evaluation purposes. We
report further ablation studies on the feedback proposal in Appendix C.

We also provide a study on the size of the feedback set. As mentioned in the proof for Theorem 2, we
keep the size of feedback simple in this work. This is to be consistent with our theoretical analysis
and the experiments show that the active feedback process is helpful in this generic setting. Further
details about extending this have been discussed as part of the future directions. However, even in
the simple setting of fixed feedback size, we can see that the learning and testing performances do
not consistently and monotonically change with respect to the feedback size. From Tables 4 and 5
below, we can see that in general, model risk (learning performance) is better when we use a larger
feedback size, but at the same time the estimation error (testing performance) may become much
worse. The model risk on CIFAR10 behaves differently with the feedback size, probably because the
model performance is not good enough and adding difficult samples in this stage does not necessarily
help with the generalization ability.

Table 4: Hold-out test risk using different feedback criteria over 20 AL rounds

Dataset Feedback size
AL round 4 8 12 16 20

MNIST

83% 0.86± 0.09 0.53± 0.04 0.40± 0.08 0.30± 0.02 0.20± 0.03
67% 0.87± 0.08 0.52± 0.03 0.35± 0.03 0.30± 0.02 0.21± 0.02
50% 0.88± 0.07 0.53± 0.04 0.39± 0.03 0.26± 0.01 0.19± 0.03
25% 0.94± 0.06 0.54± 0.03 0.42± 0.08 0.35± 0.02 0.25± 0.02
20% 0.99± 0.04 0.56± 0.08 0.43± 0.06 0.38± 0.01 0.24± 0.02

Fashion
MNIST

83% 0.74± 0.02 0.67± 0.03 0.60± 0.03 0.54± 0.02 0.51± 0.03
67% 0.77± 0.04 0.68± 0.03 0.59± 0.03 0.56± 0.03 0.52± 0.02
50% 0.74± 0.03 0.65± 0.04 0.59± 0.02 0.56± 0.03 0.51± 0.01
25% 0.76± 0.02 0.70± 0.01 0.62± 0.02 0.59± 0.05 0.53± 0.03
20% 0.77± 0.02 0.71± 0.02 0.64± 0.02 0.61± 0.04 0.54± 0.04

CIFAR10

83% 1.92± 0.06 1.71± 0.02 1.67± 0.07 1.59± 0.04 1.57± 0.04
67% 1.96± 0.05 1.75± 0.02 1.64± 0.04 1.58± 0.04 1.58± 0.06
50% 1.90± 0.05 1.76± 0.02 1.65± 0.03 1.58± 0.02 1.53± 0.02
25% 1.94± 0.08 1.76± 0.03 1.70± 0.03 1.64± 0.04 1.59± 0.02
20% 1.91± 0.03 1.76± 0.02 1.73± 0.03 1.59± 0.02 1.63± 0.02

Table 5: Squared difference between the estimate and the true risk over 20 AL rounds (×10−3)

Dataset Feedback size
AL round 4 8 12 16 20

MNIST

83% 50.2± 39.8 21.0± 24.3 7.36± 8.44 11.4± 12.7 7.59± 4.45
67% 25.6± 23.4 29.3± 29.7 6.90± 8.05 6.24± 6.71 7.50± 5.07
50% 14.6± 22.1 16.9± 13.7 3.19± 2.63 4.15± 3.20 1.87± 1.41
25% 11.7± 11.5 10.0± 7.98 9.73± 11.4 4.76± 5.25 1.59± 1.96
20% 28.0± 24.4 11.8± 14.5 5.91± 3.82 4.31± 4.80 1.25± 1.36

Fashion
MNIST

83% 8.39± 8.97 7.52± 10.4 2.77± 3.58 3.87± 4.45 11.1± 7.02
67% 8.59± 8.77 8.60± 10.5 5.42± 5.96 4.05± 2.47 14.6± 13.8
50% 2.50± 2.93 1.94± 2.25 1.78± 1.07 6.32± 5.41 5.03± 4.41
25% 3.04± 4.00 2.38± 4.81 1.54± 1.18 6.40± 8.06 4.13± 3.99
20% 2.62± 1.57 1.56± 1.77 2.42± 4.52 5.65± 4.33 5.22± 3.27

CIFAR10

83% 54.5± 54.1 14.3± 7.75 56.1± 17.0 47.2± 34.3 62.2± 43.3
67% 24.6± 25.6 36.7± 20.5 24.1± 18.6 30.7± 40.8 36.2± 21.0
50% 11.6± 13.4 5.11± 3.45 8.81± 6.51 11.9± 16.7 6.57± 6.29
25% 4.88± 5.80 6.01± 8.22 6.80± 1.36 10.2± 13.4 4.48± 3.53
20% 5.44± 6.65 3.65± 3.44 11.2± 11.0 4.21± 1.36 5.82± 3.34

5 Conclusion
We address a real-world challenge for sample-efficient learning, where valuable labels from human
experts that can be used for testing/evaluation are also scarce. We propose an ATL framework that
builds an active learning-testing-feedback loop to achieve a label-efficient evaluation of an AL model
on the fly, with the potential to further improve the model performance without extra labels and
opening up to the creation of systematic early stopping criteria. We theoretically prove that ATL has
an unbiased and label-efficient estimator and provide an analysis that shows how the label complexity
dependencies are maintained through active feedback. The experiments show that ATL optimizes
the number of human labels needed in learning by simultaneously acting as a fair referee and an
educative teacher.
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Appendix Overview

Organization. The Appendix is organized as follows. We first provide a summary of notations in
Appendix A. Then, we present the details of the theoretical analysis in the main paper in Appendix B.
We further provide additional experimental results in Appendix C, including a synthetic visualization
for different feedback approaches in Appendix C.1 and more detailed real-world experiments in
Appendix C.2. The hardware information is presented in Appendix D. We discuss the limitation,
future direction, and social impact of the proposed work in Appendix E. Th algorithm block for the
pseudo code and the the link to the source code are presented in Appendix F.

A Summary of Notations

Table 6: Summary of key notations with definitions

Notation Definition

(x, y) ∈ X ×Y Data points
D; p(x, y) Data distribution
Lθ Loss function of model fθ()
R True risk

R(fθ|D)
True risk evaluated on model f whose parameter θ is learned
from dataset D.

SL,SU Labeled set and unlabeled pool
Qt = {xt}nt The t-th quiz set
q(x), q∗(x) Test sample selection proposal and the optimal proposal
R̂q, R̂t Risk estimator indexed by the test proposal q or time step t

R̃ Integrated risk estimator

Ct, vt
Model confidence of ft and the weight coefficient for time step
t in final R̃

SFB Active feedback set
NL, NT , NFB Number of samples in learning, testing and feedback sets

d(·, ·), AL, ϵ
Diversity metric, diversity norm matrix, small positive value ϵ to
avoid singular issues

qFB(x), η
Feedback proposal, balancing parameter between the proposal-
loss term and the diversity term in the feedback proposal

λ
Balancing parameter for the risk estimation in unlabeled-
information-combined early stopping criterion

B Proof and Additional Analysis of Main Theoretical Results

B.1 Proof of Theorem 1

Proof. We start by presenting the asymptotic convergence of the active risk estimator and the solution
for the optimal testing selection proposal q∗(x). From [20], we know that using the risk estimator R̂n,q

we would get an unbiased estimate of the true risk R because it is essentially an importance sampling
based estimator. Then from the central limit theorem, R̂0

n,q =
∑n

i=1 w
(i)l(i) and Wn =

∑n
i=1 w

(i)

are asymptotically normally distributed with

√
n

(
1

n
R̂0

n,q −R

)
n→∞−−−−→ N (0, var[w(i)l(i)]) (11)

√
n

(
1

n
Wn − 1

)
n→∞−−−−→ N (0, var[w(i)]) (12)

Then, with the multivariate delta method, we know that if Yn = (Yn1, ..., Ynk) is a sequence and√
n(Yn − µ)

n→∞−−−−→ N (0,Σ), then
√
n(g(Yn)− g(µ))

n→∞−−−−→ N (0,▽g(y)⊤Σ▽ g(y)) (13)
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Here the function is g(x, y) = x
y with x = 1

n R̂
0
n,q and y = 1

nWn. The result is

√
n

(
1
n R̂

0
n,q

1
nWn

−R

)
n→∞−−−−→ N (0, σ2

q ) (14)

where σ2
q =

∫ p(x)
q(x)

(∫
[L(f(x), y)−R(f)]2p(y|x)dy

)
p(x)dx.

Then, the optimal test proposal is obtained by minimizing σ2
q . By introducing a Lagrange multiplier

β for the constraint
∫
q(x)dx = 1, we have

L(q, β) = σ2
q + β

(∫
q(x)dx− 1

)
(15)

∂L

∂q
= −

p(x)2
∫
[L(f(x), y)−R(f)]2p(y|x)dy

q(x)2
+ β = 0 (16)

Thus, we have q∗(x) ∝ p(x)
√∫

[L(f(x), y)−R(f)]2p(y|x)dy.

Now, we provide the detailed proof for Theorem 1. As shown in Section 3.4, R̂ satisfies
√
nt(R̂−R1) ∼ N

(
0, diag

[
σ2
1 , ..σ

2
T )

⊤]) (17)

Next, we apply the multi-variant delta method. Define g : RT → R, g(R̂) =
∑T

t=1 vtR̂Qt . Then,
we have ▽g = (v1, ..., vt)

⊤. Given the diagonal covariance matrix, the final variance is:

σ2
T = (v1, ..., vt)

σ2
1

...
σ2
T

 (v1, ..., vt)
⊤

=

T∑
t=1

∫
p(x)

qt(x)
v2t

(∫
[L(fT (x), y)−R(fT )]

2p(y|x)dy
)
p(x)dx (18)

When we perform the “final exam” estimation after gathering all quizzes {Q1, ...,QT }, the other
factors including testing proposals are fixed. We analyze the optimal solution for vt by constructing
the Lagrangian objective σ2

T + γ(
∑

t vt − 1) (where γ is a Lagrangian multiplier). By taking the
derivative w.r.t each vt along with the Lagrangian, we have

∂[
∑T

t=1 v
2
t (σ

2
t ) + γ(vt − 1/T )]

∂vt
= 0 (19)

which leads to vt =
Ct∑T
t=1 Ct

.

The Corollary below provides an alternative view of Theorem 1.
Corollary 1. If we do not change individual qt but still combine all available test samples, then
adjusting their importance weight by w′(i)

t = vt × w
(i)
t gives the optimal estimator.

Proof. In the alternative view, we have:

R̃ =
R̃0

W ′ =

∑T
t=1

∑nt

i=1 vtw
(i)
t l

(i)
t∑T

t=1

∑nt

i=1 vtw
(i)
t

(20)

where w(t)
i = p(x(i))

qt(x(i))
. We can view the final estimate R̃ as a function of R̃0 and W ′ that has the form

f(X,Y ) = X
Y . Then we directly analyze the expectation and variance of R̃ using the delta method:

First we have

E(f(X,Y )) = E[f(µX , µY ) + f ′
Y (µX , µY )(X − µX) + f ′

Y (µX , µY )(Y − µY ) +R]

≈ E[f(µX , µY )] + E[f ′
X(µX , µY )(X − µX)] + E[f ′

Y (µX , µY )(Y − µY )]

= E[f(µX , µY )] + f ′
X(µX , µY )E[(X − µX)] + f ′

Y (µX , µY )E[(Y − µY )]

= f(µX , µY ) (21)

15



where µX = E[X] and µY = E[Y ]. Applying (21) on our estimate, and we get:

E[R̃(fT )] = E

[∑T
t=1

∑n
i=1 vtw

(i)
t lit∑T

t=1

∑n
i=1 vtw

(i)
t

]
=

∑T
t=1 vtE[R̃0

t ]∑T
t=1 vtWn,t

= R

where we utilize
∑T

t=1 vt = 1 and E[ R̃
0
t

W ′
t
] = R. For the variance, we have:

Var[f(X,Y )] = E[(f(X,Y )− E[f(X,Y )])2]

≈ E[(f(X,Y )− f(µX , µY ))
2]

≈ E[(f(µX , µY ) + f ′
X(µX , µY )(X − µX) + f ′

Y (µX , µY )(Y − µY )− f(µX , µY ))
2]

= E[f ′2
X (µX , µY )(X − µX)2 + 2f ′

X(µX , µY )(X − µX)f ′
Y (µX , µY )(Y − µY )

+ f ′2
Y (µX , µY )(Y − µY )

2]

= f ′2
X (µX , µY )Var[X] + 2f ′

X(µX , µY )f
′
Y (µX , µY )Cov[X,Y ] + f ′2

Y (µX , µY )Var[Y ]
(22)

Applying to our estimate leads to

Var[R̃] ≈ R2Var[W ′] + Var[R̃0]− 2RCov[W ′, R̃0]

= R2(E[W ′2]− E2[W ′]) + (E[(R̃0)2]− E2[R̃0])− 2R(E[W ′R̃0]− E[R̃0]E[W ′])

= R2E[W ′2]− 2RE[W ′R̃0] + E[(R̃0)2]

=

T∑
t=1

∫
p(x)

qt(x)
v2t

(∫
[L(fT (x), y)−R(fT )]

2p(y|x)dy
)
p(x)dx (23)

where we utilize f(X,Y ) = X
Y → f ′

X = 1
Y , f ′

Y = − X
Y 2 , µX = R,µY = 1. Note that since

we assume qt(x) are fixed, we have E[W ′R̃0] = Ep(y|x)Eq1 ...EqT [
∑T

t=1 vt
∑n

i=1(w
(i)
t )2l(x

(t)
t )] =

Ep(y|x)[
∑T

t=1 vtEqt

∑n
i=1(w

(i)
t )2l(x

(t)
t )].

B.2 Proposition 1

We show two concrete examples for Proposition 1. In each case, the estimated introspective loss is
analogous to an uncertainty measure.

• The estimation of 0-1 loss is:

Rθ =
1

|SU |
∑
x∈SU

∑
y

1(fθ(x) ̸= y)p(y|x; θ) (24)

which is the sum of the predicted probability of all classes other than the most probable
class.

• The estimation of cross-entropy loss is:

Rθ =
1

|SU |
∑
x∈SU

∑
y

p(y|x; θ) log(p(y|x; θ)) (25)

which is the entropy of the predicted probability.

When we use deep learning models, Rθ usually largely underestimates the risk over the entire pool.
In other works such as [14, 15], the surrogate risk acts in a similar way. For the final risk estimator
to be accurate, the introspective risk estimation or the surrogate risk first needs to be accurate,
which somewhat beats the purpose of active risk estimation. However, we still try to improve this
intermediate step without assuming that we have access to an unrealistically accurate estimation,
leading to our proposed Rθ in Section 3.3.
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B.3 Proof of Theorem 2 and Active Feedback Analysis

In Theorem 2, we formalize the combined learning-testing objective as a joint optimization problem
with the variable being a subset SFB that can be transferred from the testing set ST to the learning set
SL. We define the process of selecting the subset as the “active feedback” process, which connects
the learning and testing objectives through a balancing parameter C given in (8). Performing exact
optimization of the subset along with a parameter C would require more detailed knowledge on
the learning model and the AL strategy. We instead provide a general analysis to show that active
feedback could indeed provide an optimal solution for the joint optimization problem, where C scales
as O(1). Following our theoretical result, we empirically demonstrate the effectiveness of an intuitive
feedback approach in the experimental sections (Section 4.3, Appendix C).

Proof overview. We apply some generic generalization bound (e.g., [17] for CNN or similar models)
to the learning objective (I) in the joint optimization problem given by (8), which gives O(1/

√
n).

We then leverage the confidence interval to get a high probability bound for the testing objective
(II), which also gives O(1/

√
n) [4, 9, 28]. We use the formalized results on the convergence of the

estimate as introduced in [20]. With that, we continue to show that both the learning and testing
objectives share the same dependency on n. These common dependencies on n give us the foundation
to further analyze the feedback process. We offer an intuitive justification of active feedback as
follows. The risk estimators are importance weighted estimates of the true risk. The estimate
converges to the true risk asymptotically, so fewer samples might hurt the quality of the estimate (due
to a large variance), but does not change the fact that the expected average of the estimate is still the
true risk. With the confidence interval conversions, we can see that except for the change of constants,
the objective’s dependency on the number of samples does not change. (This also provides guidance
for the feedback proposal later: if we can keep the change of the estimate to the minimum, meanwhile
using the samples discarded from the test set to improve the AL model as much as possible, it would
be the ideal use of available labels.) Following these high-level ideas as described above, we present
the detailed proof below.

Proof. We first break the joint (I) learning-(II) testing objective into two parts and approach each part
separately:

R(fθ|(SL∪SFB)) ≤ RCNN (f∗
θ|(SL∪SFB)

) +O
(
1/
√
NL +NFB

)
≲ RCNN (f∗

θ|(SL)) +O
(
1/
√

NL +NFB

)
(26)

∥R− R̃({Q1,...,QT }\SFB)∥ ≤ ||R̃T ({Q1, ..., QT })− R̃T ({Q1, ..., QT } \ SFB)||
+ ||R̃T ({Q1, ..., QT })−R|| (27)

The learning objective. As mentioned earlier, (26) is a common generalization error bound for
CNN or similar models. For example, given a training set SL with NL samples, we can draw from
the basic bound (e.g., according to Theorem 2.1 in [17]):

R(fθ|SL
) = ED[lfθ|SL

(·)] ≤ ESL
[lfθ|SL

(·)] + C ′

β′λ′

√
|θ|
NL

+

√
log(1/δ)

NL

 (28)

with probability of at least 1 − δ, where C ′, β′, and λ′ are constants and |θ| is the total number
of trainable parameters in the network. In our case, we do not make further assumptions about
the constants and |θ| is fixed for evaluating a certain model. Similarly, we can substitute NL with
NL +NFB and arrive at:

R(fθ|(SL∪SFB)) = ED[lfθ|(SL∪SFB)
(·)] ≤E(SL∪SFB)[lfθ|(SL∪SFB)

(·)]

+C ′

β′λ′

√
|θ|

NL +NFB
+

√
log(1/δ)

NL +NFB

 (29)

We notice that in both (28) and (29), we include the expected loss which is slightly different from
the best possible AL model risks R(f∗

θ|(SL∪SFB)
) and R(f∗

θ|SL
). However, the difference is usually
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on a smaller scale than (1/
√
NL − 1/

√
NL +NFB). In general, we assume that R(f∗

θ|(SL∪ST )) ≲
R(f∗

θ|(SL∪SFB)
) ≲ R(f∗

θ|SL
) since more labeled samples can benefit learning (we do not need to

assume a strictly monotonic case for the sake of this analysis). For most AL strategies, the difference
between the expected empirical risk and the optimal risks given the learning set size is on a higher
order of dependency on n than the learning bound itself. If we ignore the higher order terms, we
can simplify the results as shown in (26). Then, the term and more importantly the change in the
learning objective that is related to the assumed feedback SFB is only dependent on NFB through
O(1/

√
NL +NFB).

The testing objective. The relation in (27) can be further analyzed by taking a probabilistic view.
If we assume the risks are bounded in the third moment, w.l.o.g., the two risk-difference terms can
both be generalized to a slightly more specific high-probability confidence interval [4, 9, 28] than the
plain central limit theorem result itself: with probability of at least 1− α, we have

||R̃T ({Q1, ..., QT })− R̃T ({Q1, ..., QT } \ SFB)||

≤ 2

[
F−1
NT

(
1− α

2

) σ̃NT√
NT

− F−1
NT−NFB

(
1− α

2

) σ̃NT−NFB√
NT −NFB

]
(30)

||R̃T ({Q1, ..., QT })−R|| ≤ 2

[
F−1
NT

(
1− α

2

) σ̃NT√
NT

]
(31)

where F−1 is the inverse cumulative distribution function of the Student-t distribution and σ̃2 is the
empirical variance. For the active feedback analysis, we only care about how NFB affects the testing
objective, thus also obtaining an O(1/

√
NT −NFB) dependency.

The detailed balancing between the two objectives (I) and (II) requires specific knowledge about
the constants involved in the bounds. However, if we only focus on terms involving NFB, both
dependencies on the sample numbers are on the 1/

√
n level, making it possible to be balanced

by a constant factor C. Combining these results, we get the NFB term as O(1/
√
NL +NFB) +

O(1/
√
NT −NFB) (absorbing O(1) terms that do not depend on NFB). The next key factor is that

throughout the entire ATL process, we either keep NFB fixed or only change it at a linear rate (flexible
NFB should be an interesting future direction). Combining with our previous assumption that NL and
NT are of similar magnitudes, we know that an optimal balance could be achieved between (I) and
(II) to minimize the joint learning-testing objective given in (8).

C Additional Experiment Results

In this section, we present the detailed experimental settings and additional experimental results.

C.1 Synthetic Experiment

Figure 4 shows how the proposed feedback strategy helps to encourage exploration. The background
color shows the model’s predictive distribution. For each quiz, we display all the training samples
obtained by an active learner (red and blue circles representing 2 classes) but only the current quiz
(triangles) and feedback samples (squares, then added to circles in later AL rounds) from the active
tester to make the visualization clear. Figure 4a shows that ATL selects a feedback sample in the
bottom right corner because it is not included in the current knowledge base of the AL model. The
AL model predicts it poorly in the quiz. In Figure 4b, we see that the AL model is guided by the
feedback samples and starts to explore the bottom right corner. Once the AL model collects samples
from the bottom right area, ATL stops to provide guidance for that region. In this way, the proposed
feedback strategy manages to find the minority cluster at the other corner shortly as shown in Figure
4c.

In Figure 4d, to further demonstrate the effectiveness of the proposed feedback strategy, we compare
it with the feedback samples selected using two other baselines: random feedback (in Figure 4f) and
AL based feedback (in Figure 4e), when the samples at the bottom right corner are first discovered.
First, we notice that those data samples are found by the AL model rather than through the feedback
strategies. As a result, it happens at a much later quiz time compared with ATL. Therefore, they
result in a less efficient learning process. Second, we observe that when an AL model discovers a
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(f) Random Feedback Quiz 10

Figure 4: Effectiveness of active feedback for improving model training

Table 7: Test classification accuracy
Feedback Strategy Quiz 2 Quiz 3 Quiz 4 Quiz 9 Quiz 10
ATL 0.75 0.87 0.90 0.96 0.97
AL 0.75 0.83 0.84 0.84 0.88
Random 0.74 0.78 0.81 0.83 0.91
ATL - NF 0.74 0.76 0.79 0.81 0.86

new area to learn, both baseline feedback strategies fail to provide support even though they have
some test samples (i.e., the red point at the bottom right corner) available in the interesting region.
Last, we can see that at around quiz 10, the AL model with the proposed ALT converges to a better
decision boundary that captures the entire data distribution while the two other baselines both fail
to correctly discover the predictive distribution at the two corners. As a result, ALT leads to a more
accurate model (shown in Table 7) while maintaining lower estimation error in the end.

C.2 Real-world Experiments

In this section, we provide more results on the real-world datasets including MNIST, FashionMNIST
and CIFAR10, mainly to demonstrate different feedback approaches and how we can implement early
stopping in ATL.

C.2.1 Experimental Settings

In all experiments, we use a CNN model and standard data transformation for each dataset. In
each AL training round, we run 10 epochs for MNIST and FashionMNIST and 50 epochs for
CIFAR10. A threshold of 1× 10−5 is used for probability outputs as required for the proposal q(x)
computation [14] to avoid 0 denominators.

An important detail to note is that for ATL-NF results, we sample 50 additional data points during
AL for fair comparison (550 in each round), which is actually very similar to ATL-RF. The results
with only 500 data points per round will be shown in the following section C.2.2. Another detail
worth mentioning is that although we set the initial budget to be 500 labels and add 500 training
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samples plus 100 testing samples in each round, the final total budget is 12, 450 on average instead of
12, 500 because we allow replacement while sampling.

C.2.2 Random Hold-out Test and Random Feedback

In this section, we discuss the issues with traditional hold-out validation/testing procedures during AL
and compare the results using random sampling for both test sample selection and feedback selection
with the proposed learning-testing-feedback process.

Table 8: Risk estimation error comparison with random methods

Dataset Method
AL round 4 8 12 16 20

MNIST

Random Test 7.80± 13.4 6.61± 3.72 5.94± 7.25 3.15± 5.83 6.18± 2.41
Random Test & Feedback 30.4± 42.2 16.8± 16.1 5.34± 6.33 11.8± 10.6 5.62± 2.73
Random Test & Weighted 71.3± 31.9 19.1± 16.5 12.3± 12.2 10.0± 11.7 5.64± 1.64

ATL-NF 2.57 ± 1.17 0.79 ± 1.15 0.17 ± 0.15 0.56 ± 0.30 1.32 ± 0.37

Fashion
MNIST

Random Test 6.97± 11.2 5.29± 3.56 10.9± 6.55 5.40± 2.76 8.56± 7.57
Random Test & Feedback 12.7± 13.4 15.4± 16.0 12.7± 6.93 18.8± 20.9 32.7± 15.4
Random Test & Weighted 6.85± 14.8 3.01± 11.3 2.80± 11.1 4.58± 29.0 9.51± 9.13

ATL-NF 3.64 ± 1.61 0.67 ± 0.38 0.96 ± 0.16 0.98 ± 0.43 3.04 ± 1.37

CIFAR10

Random Test 20.5± 6.50 15.8± 10.3 13.0± 10.1 9.99± 6.58 9.89± 9.61
Random Test & Feedback 44.7± 36.4 16.4± 15.4 31.0± 12.8 11.7± 8.65 55.3± 19.0
Random Test & Weighted 43.5± 14.8 14.6± 11.3 15.1± 11.1 11.2± 29.0 48.7± 9.13

ATL-NF 8.83 ± 7.79 3.06 ± 5.04 4.95 ± 7.12 7.94 ± 5.22 6.20 ± 5.79
Synthetic Random Test 4.17± 0.78 8.00± 0.71 11.2± 0.19 5.06± 0.10 8.96± 0.04

Random Test & Feedback 67.8± 2.7 75.0± 3.95 35.6± 1.02 8.29± 1.29 0.51± 0.72
Random Test & Weighted 5.26± 2.04 14.10± 2.51 10.66± 1.85 8.71± 1.02 9.21± 0.07

ATL-NF 3.67 ± 0.11 2.86 ± 0.63 1.48 ± 0.14 1.20 ± 0.02 0.26 ± 0.07

In Table 8, random test is referring to randomly sampling 100 test samples after each 550-sample
(additional 50 for fair comparison, same as ATL-NF) AL round and simply averaging the loss over
these test samples. Random test & feedback is referring to sampling 100 test samples after each
500-sample AL round and then randomly selecting 50 for feedback. Random test & weighted is
referring to the same process but the quizzes are weighted by 1/Rt. From Table 8, we can see that
in the small-data regime, random sampling may not provide an accurate estimate of the true risk.
However, in later AL rounds, the no feedback case (Random Test) can maintain an unbiased estimate,
and we do see that some results are comparable with active risk estimation baselines without the
ATL-integrate estimator. This is probably because existing active risk estimation baselines (ARE-quiz,
AT-integrate, ASE-integrate) do not consider the biased selection and model change through the AL
process. The methods that use surrogate models also suffers from the insufficient training of the
surrogate model. However, random testing selection does not work well with the active feedback
process. For Random Test & Feedback and Random Test & Weighted, we often see much worse
estimation due to the feedback process involved.

C.2.3 ATL with Various AL Strategies

In this section, we show additional ATL estimation error results and active feedback results using two
different AL strategies: margin sampling [27] and BALD [12].

From Table 9, we can see that the integrated risk estimation performs similarly regardless of the
AL strategy. The relative scales of different risk estimations are also similar to the entropy case in
the main paper. From Table 10, we do see some different effects. Depending on the AL strategy,
random feedback performs unstably. However, our proposed feedback still mostly outperforms the
fair comparison baseline. The study on AL-specific feedback strategies could be an interesting future
direction.

C.2.4 Additional Active Feedback Comparisons

In this section, we show a more complete comparison between different feedback approaches. The
feedback comparison consists of two parts: (1) baseline comparison including no feedback (ATL-NF),
random feedback (ATL-RF), entropy-based feedback (ATL-EN) and (2) ablation study including
loss-based feedback (ATL-LF), weighted loss-based feedback (ATL-WL) and the proposed weighted
loss plus diversity feedback (ATL).
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Table 9: Squared difference between the estimate and the true risk over 20 AL rounds (×10−3)

Dataset AL strategy Method
AL round 4 8 12 16 20

MNIST Margin

ARE quiz 16.9 2.30 3.86 6.91 10.1
AT integrate 11.7 18.9 15.3 8.35 2.64

ASE integrate 3.96 3.78 5.04 11.1 17.6
ATL 3.40 3.49 3.94 1.93 2.46

Fashion
MNIST Margin

ARE quiz 16.3 16.7 11.5 11.8 9.92
AT integrate 6.29 5.66 6.98 7.04 2.55

ASE integrate 18.4 12.5 19.9 13.4 5.38
ATL 1.14 0.95 0.87 0.79 0.62

CIFAR10 Margin

ARE quiz 11.1 3.31 1.32 1.24 5.64
AT integrate 3.97 7.05 7.48 6.74 8.33

ASE integrate 9.15 12.8 3.99 9.50 4.04
ATL 2.49 0.87 1.88 0.55 2.96

MNIST BALD

ARE quiz 16.99 9.16 5.75 6.91 10.1
AT integrate 8.48 35.9 11.7 28.5 19.1

ASE integrate 16.4 5.52 7.88 2.16 4.81
ATL 3.83 4.41 5.24 1.54 2.82

Fashion
MNIST BALD

ARE quiz 11.1 12.2 10.1 13.1 9.92
AT integrate 6.09 4.04 7.33 8.86 8.75

ASE integrate 9.00 10.7 4.73 5.23 5.69
ATL 4.25 3.92 4.50 4.28 4.59

CIFAR10 BALD

ARE quiz 3.04 8.93 3.11 19.4 13.2
AT integrate 12.5 22.3 21.9 15.6 14.9

ASE integrate 2.47 3.94 5.20 12.0 19.7
ATL 1.09 3.82 4.65 7.21 10.6

Table 10: Hold-out test risk using different AL strategies and feedback methods over 20 AL rounds

Dataset AL strategy Method
AL round 4 8 12 16 20

MNIST Margin
ATL-NF 0.97 0.61 0.49 0.29 0.14
ATL-RF 0.89 0.52 0.32 0.22 0.14

ATL 0.88 0.53 0.35 0.17 0.14

Fashion
MNIST Margin

ATL-NF 1.30 1.05 0.90 0.82 0.69
ATL-RF 1.23 1.06 0.88 0.73 0.70

ATL 1.14 0.95 0.87 0.79 0.62

CIFAR10 Margin
ATL-NF 1.68 1.57 1.50 1.55 1.37
ATL-RF 1.61 1.58 1.56 1.57 1.34

ATL 1.62 1.55 1.49 1.54 1.34

MNIST BALD
ATL-NF 1.03 0.75 0.49 0.36 0.29
ATL-RF 0.91 0.58 0.44 0.35 0.25

ATL 0.89 0.59 0.46 0.35 0.25

Fashion
MNIST BALD

ATL-NF 1.18 1.04 0.91 0.89 0.85
ATL-RF 1.40 1.06 0.95 0.88 0.81

ATL 1.19 1.07 0.90 0.83 0.80

CIFAR10 BALD
ATL-NF 1.95 1.92 1.78 1.72 1.72
ATL-RF 1.93 1.91 1.79 1.75 1.73

ATL 1.88 1.80 1.76 1.56 1.57

First, we show the hold-out test risk of the AL model throughout AL using different active feedback
approaches as the indicator of the model performance. From Table 11, we see that in most occasions,
all active feedback approaches can reduce the test risk compared to ATL-NF.

In Table 12, we show a full comparison of the squared error of risk estimation. All estimation results
are based on the proposed ATL estimator R̃, where ATL-NF, ATL-RF, ATL-EN serve as baselines,
meanwhile ATL-LF and ATL-WL serve as ablation studies since the proposed ATL utilizes the
weighted loss as well. We see that all feedback approaches suffer from an increased estimation
error, especially in the early stage when the number of test samples available is small. We see that
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Table 11: Hold-out test risk using different feedback criteria over 20 AL rounds

Dataset Method
AL round 4 8 12 16 20

MNIST

ATL-NF 0.92± 0.06 0.55± 0.08 0.46± 0.06 0.32± 0.04 0.22± 0.02
ATL-RF 0.92± 0.12 0.54± 0.02 0.41± 0.05 0.29± 0.03 0.21± 0.02
ATL-EN 0.90± 0.12 0.55± 0.06 0.41± 0.02 0.34± 0.06 0.23± 0.03
ATL-LF 0.89± 0.10 0.56± 0.04 0.41± 0.02 0.32± 0.07 0.20± 0.02
ATL-WL 0.86± 0.06 0.53± 0.06 0.40± 0.05 0.32± 0.07 0.22± 0.03

ATL 0.88 ± 0.07 0.53 ± 0.04 0.39 ± 0.03 0.26 ± 0.01 0.19 ± 0.03

Fashion
MNIST

ATL-NF 0.75± 0.03 0.69± 0.02 0.61± 0.02 0.57± 0.04 0.56± 0.03
ATL-RF 0.75± 0.04 0.68± 0.02 0.61± 0.01 0.58± 0.06 0.56± 0.04
ATL-EN 0.76± 0.02 0.67± 0.05 0.58± 0.02 0.59± 0.03 0.56± 0.02
ATL-LF 0.76± 0.04 0.65± 0.03 0.63± 0.01 0.56± 0.02 0.56± 0.04
ATL-WL 0.76± 0.03 0.65± 0.02 0.62± 0.01 0.56± 0.02 0.53± 0.02

ATL 0.74 ± 0.03 0.65 ± 0.04 0.59 ± 0.02 0.56 ± 0.03 0.51 ± 0.01

CIFAR10

ATL-NF 1.91± 0.04 1.76± 0.05 1.72± 0.01 1.66± 0.02 1.55± 0.03
ATL-RF 1.91± 0.03 1.77± 0.04 1.69± 0.03 1.60± 0.04 1.54± 0.07
ATL-EN 1.92± 0.09 1.76± 0.04 1.70± 0.03 1.66± 0.04 1.54± 0.02
ATL-LF 1.94± 0.04 1.75± 0.03 1.65± 0.01 1.59± 0.03 1.54± 0.01
ATL-WL 1.94± 0.04 1.75± 0.03 1.63± 0.01 1.63± 0.03 1.54± 0.01

ATL 1.90 ± 0.05 1.76 ± 0.02 1.65 ± 0.03 1.58 ± 0.02 1.53 ± 0.02

Table 12: Squared difference between the estimate and the true risk over 20 AL rounds (×10−3)

Dataset Method
AL round 4 8 12 16 20

MNIST

ATL-NF 2.57± 1.17 0.79± 1.15 0.17± 0.15 0.56± 0.30 1.32± 0.37
ATL-RF 26.8± 21.4 21.4± 17.0 3.54± 4.01 5.54± 3.21 7.62± 4.41
ATL-EN 23.6± 24.8 14.0± 15.8 13.8± 11.7 29.5± 21.7 21.8± 12.8
ATL-LF 15.6± 12.6 42.4± 36.9 48.5± 25.8 15.7± 14.8 10.9± 7.44
ATL-WL 16.5± 19.4 21.0± 24.3 7.36± 8.44 11.4± 12.7 7.59± 4.45

ATL 14.6 ± 22.1 16.9 ± 13.7 3.19 ± 2.63 4.15 ± 3.20 1.87 ± 1.41

Fashion
MNIST

ATL-NF 3.64± 1.61 0.67± 0.38 0.96± 0.16 0.98± 0.43 3.04± 1.37
ATL-RF 10.2± 9.30 4.41± 3.77 2.19± 5.53 5.69± 4.52 11.6± 7.51
ATL-EN 93.2± 23.4 50.2± 10.2 78.5± 32.4 76.2± 59.6 85.8± 25.9
ATL-LF 9.36± 10.2 27.2± 26.0 22.6± 28.3 14.6± 12.0 11.0± 15.2
ATL-WL 8.39± 8.97 7.52± 6.09 4.89± 6.50 7.29± 4.45 11.1± 7.02

ATL 2.50 ± 2.93 1.94 ± 2.25 1.78 ± 1.07 6.32 ± 5.41 5.03 ± 4.41

CIFAR10

ATL-NF 8.83± 7.79 3.06± 5.04 4.95± 7.12 7.94± 5.22 6.20± 5.79
ATL-RF 20.6± 17.6 19.1± 13.7 9.82± 8.03 33.6± 30.5 24.8± 32.4
ATL-EN 30.3± 17.0 45.8± 24.4 20.3± 17.4 36.8± 31.7 27.0± 27.1
ATL-LF 35.0± 27.9 45.8± 28.5 20.3± 10.1 57.2± 33.6 40.5± 34.0
ATL-WL 22.7± 19.7 25.0± 13.2 12.9± 21.5 52.2± 45.9 28.7± 16.3

ATL 11.6 ± 13.4 5.11 ± 3.45 8.81 ± 6.51 11.9 ± 16.7 6.57 ± 6.29

the baseline methods suffer from increased estimation error. However, ATL can usually maintain a
similar level of estimation error after 20 AL rounds. For ATL-LF, there is usually a larger variance of
the estimation error. The potential reason for the unstable behavior of ATL-LF is that it only selects
samples with larger losses in the feedback process. Although the importance mechanism can make
up for some of the difference, there is still the potential risk of the estimate being biased. Further
combining with the diversity metric, we achieve the best results with ATL.

Concluding from both the risk results and the estimation error results, we show that the proposed
feedback approach achieves a good balance in the performance-estimation trade-off. This is because
we consider both the loss L and the importance weight q in the selection criterion. Overall, ATL
achieves a similar model test risk as ATL-LF/ATL-WL, both of which are much better than ATL-NF
and ATL-RF. ATL also achieves a much lower estimation error than ATL-RF, ATL-EN, and ATL-LF.

C.2.5 Single Feedback Round Comparison

In previous experiments, we add additional training points for the no feedback case (ATL-NF) to
make fair comparison for the model risk. However, if we look at the risk change before and after a
single feedback round, the difference is even more obvious as shown in Table 13.

C.2.6 Early Stopping in AL

In this section, we show how the ATL-based risk estimation can be readily used for early stopping
in AL. In the above experiments, we observe a steady decrease of the estimated risk most of the
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Table 13: Hold-out test risk before and after a specific feedback round

Dataset Method
AL round 4 8 12 16 20

MNIST ATL-before 0.91± 0.09 0.54± 0.04 0.41± 0.08 0.29± 0.02 0.21± 0.03
ATL-after 0.88 ± 0.07 0.53 ± 0.04 0.39 ± 0.03 0.26 ± 0.01 0.19 ± 0.03

Fashion
MNIST

ATL-before 0.77± 0.03 0.66± 0.03 0.61± 0.02 0.57± 0.03 0.53± 0.03
ATL-after 0.74 ± 0.03 0.65 ± 0.04 0.59 ± 0.02 0.56 ± 0.03 0.51 ± 0.01

CIFAR10 ATL-before 1.97± 0.07 1.82± 0.05 1.70± 0.03 1.67± 0.03 1.57± 0.04
ATL-after 1.90 ± 0.05 1.76 ± 0.02 1.65 ± 0.03 1.58 ± 0.02 1.53 ± 0.02

times. However, we do find the decrease becomes more insignificant near the end of the 20 rounds
of learning, especially for the MNIST and Fashion MNIST datasets. We observe that after a certain
amount of AL rounds, the risk decrease is significantly small, and the corresponding test accuracy
is also stabilized (MNIST around 94%, Fashion MNIST around 80%, CIFAR around 54%). This
gives us the opportunity to apply early stopping in real-life AL applications. We here show the
average stopping iteration and model performance (hold-out test accuracy) of the compared methods
in Table 14. Following the same threshold value, by augmenting the moving average of active risk
estimation given by (10) with stabilized prediction (SP), the combined method can stop at a similar
testing accuracy as compared with the SP method, but with much lower variance in test accuracy.
Based on the threshold setting, it is also possible to stop AL much earlier, saving the overall labeling
budget.

Table 14: Average early stopping iteration and final test accuracy comparison (with variance)

Dataset Method Iteration Variance Test Accuracy Variance

MNIST SP 15 6.8 94.52% 6.0e− 5
Combined 11 1.2 94.08% 3.1e− 5

Fashion
MNIST

SP 16 4.4 81.32% 3.7e− 5
Combined 12.4 1.04 80.12% 2.4e− 5

CIFAR10 SP 12 2.8 53.87% 1.4e− 4
Combined 12.8 0.16 54.43% 8.9e− 5

D Details of Hardware for Experiments
All experiments were run on clusters with either NVIDIA A6000 or NVIDIA A100 graphic cards
and Intel Xeon Gold 6150 CPU processors. The runtime of the experiments varies depending on
the number of repeat runs, but is usually on the scale of a few hours. For example, to get the 5 runs
results of one ATL setting for 20 AL rounds on MNIST or Fashion MNIST may take about 6 to 8
hours. The CIFAR10 experiments may take slightly longer.

E Limitation, Future work, and Social Impact
In this section, we first discuss some limitation of the proposed framework and identify some
important future direction. We then discuss some potential social impact of our work.

E.1 Limitation and Future Directions

In this paper, we propose an integrated framework that combines active learning and testing. In the
interactive framework, the exchange of training and testing information should be carefully guided.
Although the proposed testing selection is statistically unbiased and the active feedback is backed by
the high-level analysis, we still have room for improving the specification of methods in applicable
settings, which we will introduce here as future directions:

• From the learning perspective, we can improve upon the general setting in this paper. In
this paper, we focus on introducing a general framework and working under the agnostic
setting. However, using specific AL strategies can potentially provide advantages in certain
use cases. There have been works that analyze AL label complexity bounds using either
importance weighting mechanism in stream-based settings [5, 8] or other methods in pool-
based settings [11].

• Continuing on the results from the feedback size analysis in Section 4.3 and the discussion
above, the feedback size is a very important factor in the process, especially if we allow the
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size to change during AL. Further investigating the relationship between the sample size
and the combined learning-testing objective can potentially improve the framework.

• We also propose the ATL framework under an AL-agnostic assumption. Given specific
AL strategies, we might be able to also incorporate the learning or testing proposal in the
construction of feedback proposal.

E.2 Social Impact

The proposed ATL framework considers the practical challenges of applying active learning in
real-world settings, where both model training and evaluation require labeled data. It is a critical
step towards realizing label-efficient learning in practice, which can benefit many critical domains
where data annotation is highly costly. To this end, the proposed ATL framework has the potential to
fundamentally address the data annotation crisis and further broaden the usage of AI to benefit the
entire society.

F Algorithm and Source Code

Here we present the pseudo code for the ATL framework using an algorithm block below:

Algorithm 1: Active Testing While Learning (ATL)
Input :Total number of quizzes: T ,

Active learning/testing/feedback budget: NAL, NAT , NFB

Unlabeled pool: SU ,
Active learning model at quiz t: fθt(x),
AL sampling strategy: a : fθt(x)× SU → R,
Learning objective L: L : fθt(x)× y → R,
Annotation method: h : x → y

Output :Quiz samples Q = {Q1,Q2, ...,QT },
Quiz results: RQ = {RQ1

, RQ2
, ..., RQT

},
Annotated training dataset: SL

1 SL = {} // Active Learning Samples
2 Q = {} // Quiz Selection Criterion
3 for t = 1 to T do
4 for i = 1 to NAL do
5 xi = argmax

xi
a(fθt , SU ) // Active Learning Starts

6 SL = SL ∪ {xi, h(xi)}
7 SU = SU\{xi} // Active Learning Ends

8 Estimate Rmulti
θ using eq(5) // Active Testing Starts

9 Compute test distribution q() using eq(4)
10 Qt = {}
11 for i = 1 to NAT do
12 Select test sample xi ∼ q(xi, R

multi
θ , SU )

13 Qt = Qt ∪ {xi}
14 SU = SU\Qt

15 for i = 1 to NFB do
16 Choose x∗ using eq(9) // Active Feedback Starts
17 SL = SL ∪ {x∗}
18 Qt = Qt\{x∗} // Active Feedback Ends

19 Compute R̂Qt
using eq(6)

20 RQ = RQ ∪ {R̂Qt
}

21 Q = Q∪Qt // Active Testing Ends

Source code. The data and source code for replicating the results are provided in this link: https:
//github.com/ritmininglab/ATL.git
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