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Abstract

Memory-efficient finetuning of large language001
models (LLMs) has recently attracted huge at-002
tention with the increasing size of LLMs, pri-003
marily due to the constraints posed by GPU004
memory limitations and the effectiveness of005
these methods compared to full finetuning. De-006
spite the advancements, current strategies for007
memory-efficient finetuning, such as QLoRA,008
exhibit inconsistent performance across diverse009
bit-width quantizations and multifaceted tasks.010
This inconsistency largely stems from the detri-011
mental impact of the quantization process on012
preserved knowledge, leading to catastrophic013
forgetting and undermining the utilization of014
pretrained models for finetuning purposes. In015
this work, we introduce a novel quantization016
framework named ApiQ, designed to restore the017
lost information from quantization by concur-018
rently initializing the LoRA components and019
quantizing the weights of LLMs. This approach020
ensures the maintenance of the original LLM’s021
activation precision while mitigating the error022
propagation from shallower into deeper layers.023
Through comprehensive evaluations conducted024
on a spectrum of language tasks with various025
LLMs, ApiQ demonstrably minimizes activa-026
tion error during quantization. Consequently,027
it consistently achieves superior finetuning re-028
sults across various bit-widths.029

1 Introduction030

Large language models (LLMs) have garnered sig-031

nificant acclaim and success across a wide range of032

domains and applications (Touvron et al., 2023b;033

Jiang et al., 2023; OpenAI, 2023). With ongoing ad-034

vancements, the scope and complexity of released035

LLMs have witnessed exponential growth, with036

some LLMs encompassing more than 50B param-037

eters (Touvron et al., 2023b,a; Zhang et al., 2022;038

Scao et al., 2022). This remarkable upscaling intro-039

duces considerable challenges, particularly when040

effectively adapting these models for downstream041

tasks. Historically, a prevalent method for adapt- 042

ing pretrained models to specific downstream tasks 043

is full finetuning, a process that updates all pre- 044

trained parameters. Although this approach has led 045

to many state-of-the-art achievements, its practical- 046

ity is somewhat hindered in scenarios where GPU 047

memory is limited. This limitation stems from the 048

necessity to store the model’s weights and opti- 049

mizer’s states in the GPU’s memory and intensifies 050

with the escalating sizes of LLMs. 051

To mitigate the extensive memory requirement 052

for finetuning LLMs, an alternative method is 053

parameter-efficient finetuning (PEFT) (Liao et al., 054

2023a; Hu et al., 2022; Houlsby et al., 2019). This 055

technique involves selectively introducing and up- 056

dating a limited set of parameters while leaving the 057

majority of the LLM’s parameters unchanged. A 058

key advantage of this approach is the substantial 059

reduction in GPU memory required for the opti- 060

mizer’s states since the size of the optimizer states 061

is proportional to the amount of trainable parame- 062

ters. To further reduce the GPU memory required 063

by loading the LLM’s weights, multiple model 064

compression methods have been proposed (Shao 065

et al., 2023a; Xiao et al., 2023; Dettmers et al., 066

2023b; Lin et al., 2023; Frantar et al., 2022), con- 067

verting high-precision weight values into a discrete 068

set of values. Initially, quantization techniques 069

were primarily developed for deploying LLMs in 070

memory-limited environments for inference pur- 071

poses. QLoRA (Dettmers et al., 2023a) innova- 072

tively combines PEFT, specifically LoRA (Hu et al., 073

2022), with quantization methods to remarkably re- 074

duce the GPU memory requirement for finetuning. 075

However, QLoRA (Dettmers et al., 2023a) in- 076

herits the same challenge as LLM’s quantization, 077

namely the distortion of the learned knowledge 078

from the full-precision LLM due to the quantization 079

error, which exacerbates at lower-bit quantizations, 080

leading to catastrophic forgetting. Recently, Li 081

et al. (2023) and Guo et al. (2023) proposed a new 082
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method to reduce the quantization error through083

a strategic initialization of the LoRA components084

to maintain the original weight states. This tech-085

nique has demonstrated considerable success in the086

finetuning of lower-bit quantized LLMs (QLLMs).087

Nonetheless, they focus on preserving the weight088

states on a per-linear-layer basis, resulting in accu-089

mulative error propagation through layers.090

In this paper, we introduce a novel and efficient091

quantization framework, termed ApiQ, which con-092

sists of two steps to adapt an LLM, similar to093

QLoRA. During the quantization step, ApiQ pre-094

serves the activation instead of the weight of full-095

precision LLM by jointly optimizing the LoRA’s096

components and quantizing the LLM’s weights.097

This approach ensures that the output of the QLLM098

remains consistent with that of the full-precision099

LLM, effectively mitigating quantization error by100

aligning the activations across corresponding lay-101

ers. As a result, the quantization errors introduced102

in earlier layers are ameliorated. Subsequently, we103

finetune the LoRA modules with the fixed QLLM104

on downstream tasks, thereby significantly reduc-105

ing the demands on GPU memory.106

Our primary contributions are as follows:107

• We conduct an in-depth analysis of the chal-108

lenges associated with finetuning QLLM (§3).109

• We propose ApiQ to initialize the PEFT pa-110

rameters in conjunction with the quantization111

of an LLM, aiming to retain the activation of112

the full-precision LLM. ApiQ demonstrates113

superior performance post-quantization, even114

surpassing the latest post-training quantiza-115

tion (PTQ) techniques (§4).116

• We carry out extensive finetuning experiments117

on 5 LLMs across 5 different tasks to evaluate118

the effectiveness of ApiQ. ApiQ consistently119

outperforms all baselines at various bit levels120

(§5 and Figure 4).121

2 Preliminaries122

GPU memory allocation and utilization are typ-123

ified by three principal mechanisms for training a124

model, as exemplified in Figure 1 during the train-125

ing of Llama-2-7b (Touvron et al., 2023b). Initially,126

a substantial portion of GPU memory is allocated127

to store the model’s weights. For instance, approxi-128

mately 12.6GB is required for a model comprising129

12.6

26.4
25.1

15.9

Full Finetuning

Model
Optimizer

Gradient+Activations+Other
Unused

4.65.3

23.9 46.2

QLoRA

Figure 1: Memory allocation (GB) of a A100-80GB
GPU for finetuning Llama-2-7b. The optimizer is Adam.
The batch size is 1. The sequence length is 2048. For
QLoRA, the bit-width is 4 and the LoRA rank is 64.

roughly 7B parameters in BFloat16 format. Sec- 130

ondly, the optimizer states associated with trainable 131

parameters occupy a considerable amount of GPU 132

memory. Employing Adam (Kingma and Ba, 2015) 133

as the optimizer necessitates storing the first and 134

second moments in the GPU memory, effectively 135

doubling the memory requirement compared to that 136

needed for the trainable parameters alone. Notably, 137

the memory allocations for the model’s weights 138

and optimizer states are static, remaining constant 139

throughout the training process. The third aspect 140

involves the temporary storage of activations — the 141

outputs produced by each layer as data traverses 142

through the model. These activations are crucial 143

for gradient computation during the backward pass 144

and are retained in memory for this purpose. After 145

the gradient computation, these activations are dis- 146

carded. Modern training frameworks, like PyTorch 147

(Paszke et al., 2019), employ a sequential process 148

for gradient computation and activation deletion, 149

enhancing memory efficiency. Subsequently, gradi- 150

ents are utilized to update the model’s weights and 151

optimizer states, and then they too are eliminated. 152

Peak memory usage typically occurs at the onset 153

of gradient computation or during the update of 154

optimizer states. 155

Memory-efficient finetuning. In response to 156

the GPU memory constraints and the increasing 157

size of LLMs, various strategies have been devel- 158

oped to optimize memory efficiency during finetun- 159

ing. To mitigate activation memory demands, tech- 160

niques such as selective activation storage and on- 161

demand recomputation are employed (Liao et al., 162

2023b; Gomez et al., 2017; Chen et al., 2016). Ad- 163

ditionally, to curtail the memory required for op- 164

timizer state storage, the pretrained LLM is kept 165

fixed while a limited amount of trainable parame- 166

ters are introduced (Hu et al., 2022; Houlsby et al., 167

2019). A prime example is LoRA (Hu et al., 2022), 168
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which adapts the pretrained weight, W ∈ Rd1×d2 ,169

of a linear layer as W ′ = W + α
rAB⊤, where170

A ∈ Rd1×r, B ∈ Rd2×r, r ≪ d1, r ≪ d2 and α171

is a scalar. Introducing a smaller bottleneck dimen-172

sion r substantially reduces the memory demand173

for the optimizer, illustrated by a reduction from174

26.4GB to 5.3GB as shown in Figure 1. To further175

diminish LoRA’s memory usage, Dettmers et al.176

(2023a) introduced a quantized version of W , such177

as a 4-bit representation in contrast to 16 bits. This178

technique significantly decreases the memory re-179

quirement for storing the model’s weights, from180

12.6GB to 4.6GB.181

Quantization involves converting high-182

precision values into discrete levels. In this183

research, we focus on uniform affine quantization184

(Jacob et al., 2018), known for its enhanced185

hardware support and efficiency. This process186

quantizes the pretrained weight as follows:187

Wq = clamp(⌊W
s
⌉+ z, 0, 2b − 1) (1)188

where the scale factor s = max(W )−min(W )
2b−1

, the189

zero-point z = −⌊min(W )
s ⌉, b is the bit-width, and190

⌊⌉ is the round-to-nearest operation. One only191

needs to load Wq and z in a reduced bit format,192

and s in Float16 to GPU. During the forward pass,193

they are de-quantized for activation computation as194

Q = s(Wq − z).195

3 Challenges of Finetuning QLLM196

QLoRA (Dettmers et al., 2023a) employs a strat-197

egy wherein the fixed pretrained weights are loaded198

onto the GPU in a lower-bit format, while finetun-199

ing is confined to a minimal number of parameters200

from the adapters. This approach significantly re-201

duces the memory allocation required from both202

the model’s weights and optimizer states, decreas-203

ing it from 39GB to 10GB, as depicted in Figure204

1. This reduction in memory demand facilitates the205

finetuning of LLMs on more modest computational206

resources. Nevertheless, this method introduces207

certain challenges associated with quantization.208

3.1 QLLM breaks down the starting point209

LLMs are recognized for their ability to learn210

broadly applicable and distributed representations211

that effectively support the downstream learning212

of compressed task-specific representations (Agha-213

janyan et al., 2021), i.e. offering a robust starting214

point for the training of downstream tasks. Liao215

Method LoRA MNLI (acc↑) WikiText (ppl↓)
position 2 Bits 4 Bits 2 Bits

QLoRA
All 79.7 5.24 N.A.
FFN 78.2 5.29 N.A.
Attn 75.7 5.28 N.A.

LoftQ
All 88.5 5.24 7.85
FFN 87.1 5.30 8.64
Attn 87.5 5.28 8.86

ApiQ-lw
All 88.6 5.28 7.46
FFN 88.2 5.29 7.50
Attn 88.6 5.25 7.55

Table 1: The effect of trainable LoRA position. All
linear layers are incorporated with a LoRA module ini-
tialized with different methods. Only the LoRA mod-
ules in the denoted position are finetuned. ApiQ has the
smallest gap between different positions.

et al. (2023b) postulate that maintaining this start- 216

ing point — ensuring that the difference between 217

the modified weight W ′ and the original weight W 218

is minimal (i.e., ∥W ′ −W ∥F → 0) — is crucial 219

at the finetuning’s outset to achieve performance 220

comparable to full finetuning. 221

LoRA (Hu et al., 2022) adheres to this principle 222

by initializing B = 0, which results in W ′ = W 223

at the start of the training. QLoRA (Dettmers et al., 224

2023a), on the other hand, follows LoRA’s default 225

initialization for A and B. Consequently, at the 226

onset of training, W ′ = Q + AB⊤ = Q. Due 227

to the round-to-nearest and clipping operations in- 228

volved in quantization, Q differs from the original 229

W , thereby distorting the starting point. This de- 230

viation, represented by ∥δW ∥ = ∥W −W ′∥F , is 231

expected to increase with lower-bit quantization. 232

Recent developments by Li et al. (2023) and Guo 233

et al. (2023) introduced an approach to initialize 234

the Q, A and B matrices in QLoRA by solving 235

the following optimization problem: 236

argmin
Q,A,B

∥W − (Q+AB⊤)∥F (2) 237

The key objective of this technique is to obtain Q, 238

A, and B in such a way that the initial state of the 239

model (the starting point) is preserved as closely as 240

possible. As shown in Figure 2 (Left), LoftQ (Li 241

et al., 2023) significantly reduces the weight error. 242

3.2 Accumulative quantization error 243

The findings of Hu et al. (2022) highlight that in- 244

tegrating LoRA modules solely into the query and 245

value projection layers is adequate to match the 246

performance of full finetuning. This stands in con- 247

trast to the stance of Dettmers et al. (2023a), who 248
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Figure 2: Relative weight quantization error of 2-bit quantized Llama-2-7b, i.e. e = ∥δW baseline∥F − ∥δWmethod∥F .
The larger e is, the more effective the method is in reducing weight error compared to the baseline. Left: The
method is LoftQ and the baseline is QLoRA. Middle: The method is ApiQ and the baseline is QLoRA. Right: The
method is ApiQ and the baseline is LoftQ. Refer to Figure C.1 for the 2-bit and 4-bit non-relative weight error.

advocate for integrating the LoRA modules into all249

linear layers of QLLM to achieve similar results.250

We extend upon the conclusion of QLoRA by251

conducting finetuning experiments with DeBERTa-252

v3-base (He et al., 2023) and Llama-2-7b (Touvron253

et al., 2023b) on the MNLI (Williams et al., 2018)254

and WikiText-2 (Merity et al., 2017) datasets, re-255

spectively. As presented in Table 1, the most ef-256

fective results from QLoRA are achieved when257

the LoRA modules in all linear layers are trained,258

rather than a subset of them. This observation leads259

us to propose that each linear layer undergoes a loss260

of learned information as a consequence of quanti-261

zation. To mitigate this loss and restore the original262

learned information, it is essential to adapt each263

linear layer individually with a LoRA module.264

Furthermore, we notice that the quantization265

errors accumulate through layers. Consider two266

consecutive linear layers, W0 and W1, with in-267

puts and outputs X0, X1 and X2, respectively.268

Under QLoRA’s quantization, the activation error269

for the first layer is ∥X1 −Xq
1∥F = ∥X0W0 −270

X0Q0∥F = ∥X0W0 − X0(W0 − δW0)∥F =271

∥X0δW0)∥F , where δW0 is the quantization error.272

For the second layer, the error is ∥X2 −Xq
2∥F =273

∥X0W0δW1 + X0δW0W1 −X0δW0δW1)∥F .274

This phenomenon indicates that the quantization er-275

rors from shallower layers are propagated to deeper276

layers, with potentially greater impact in deeper277

LLMs. This effect underscores another justifica-278

tion for the implementation of LoRA modules in279

every quantized linear layer to timely counteract280

the quantization errors.281

Despite the advances made by LoftQ (Li et al.,282

2023) in reducing the quantization error δW =283

W − (Q+AB⊤), the issue of error propagation284

persists. This is evidenced in Table 1, where the285

performance between training all LoRA modules286

and only training a subset of them is still large, es- 287

pecially for lower-bit quantization. Such findings 288

emphasize the importance of not only minimizing 289

the quantization errors at their source but also man- 290

aging their propagation across layers. 291

3.3 SVD is not a universal solution 292

Li et al. (2023) and Guo et al. (2023) apply an 293

iterative algorithm to solve Equation (2) as: 294

A(t),B(t) ← SVD(W −Q(t−1)) 295

Q(t) ← f(W −A(t)B(t)⊤) 296

where f is a function for a sequential quantization 297

and de-quantization as:1 298

Q = f(W ) 299

= s · (clamp(⌊W
s
⌉+ z, 0, 2b − 1)− z) (3) 300

Although this algorithm is effective without the 301

usage of calibration data, we couldn’t easily ap- 302

ply it to other PEFT methods, even a variant of 303

LoRA, i.e. DoRA (Liu et al., 2024). This algo- 304

rithm requires a relationship of addition between 305

the PEFT parameters and W , which is not possi- 306

ble for some PEFT methods, like (IA)3 (Liu et al., 307

2022a), Adapter (Houlsby et al., 2019), HiWi (Liao 308

et al., 2023a) and so on. 309

Overall, to effectively finetune a QLLM, we need 310

to preserve the starting point, mitigate the propaga- 311

tion of quantization error, and design a universal 312

algorithm for various PEFT methods. 313

4 Method: ApiQ 314

In this section, we introduce a novel quantization 315

framework, Activation-preserved initialization of 316

1We use uniform affine quantization to represent the quanti-
zation of LoftQ and LQ-LoRA for easy understanding. LoftQ
and LQ-LoRA actually apply NF-quantization as QLoRA.
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QLLM termed as ApiQ, that addresses all above-317

mentioned challenges when finetuning a QLLM.318

The core objective of ApiQ is to maintain the in-319

tegrity of the starting point, while effectively mini-320

mizing the cumulative impact of the quantization321

errors as they traverse through the network.322

4.1 Activation-preserved initialization323

The ApiQ framework introduces a distinct ap-324

proach to quantization by focusing on minimizing325

the activation error, rather than the weight error as326

in previous methods (Li et al., 2023; Guo et al.,327

2023). The core optimization problem of ApiQ is328

formulated as follows:329

argmin
Q,A,B

||XW −Xq(Q+ABT )||F (4)330

The pretrained weight W ∈ Rd1×d2 remains fixed331

during optimization. The quantized weight Q ∈332

Rd1×d2
b is represented in b-bit format, while A ∈333

Rd1×r and B ∈ Rd2×r are low-rank matrices that334

are trainable. The input to the linear layer W is335

denoted as X ∈ Rn×t×d1 , where n is the batch size336

and t is the sequence length. Consequently, XW337

represents the output or activation of the linear338

layer. The input to the quantized linear layer with339

LoRA is Xq ∈ Rn×t×d1 . It’s important to note340

that for the first linear layer of an LLM, X equals341

Xq. For subsequent layers, Xq is the output from342

the nearest shallower quantized layer of W .343

A key difference from LoftQ (Li et al., 2023)344

and LQ-LoRA (Guo et al., 2023) is that ApiQ re-345

quires sequential optimization for each linear layer346

following the input order of different layers, as347

Xq is derived from the preceding layer. E.g., in348

each transformer block of Llama-2 (Touvron et al.,349

2023b), the optimization should start with the key,350

query, and value projection layers, followed by the351

output projection layer, then the gate and up pro-352

jection layer, and finally the down projection layer.353

ApiQ has two primary advantages. Firstly, it en-354

sures that the output from the quantized linear layer355

closely aligns with the original output, thereby356

preserving the starting point of the model. Sec-357

ondly, it potentially mitigates the quantization error358

from shallower layers into deeper layers. This is359

achieved by consistently enforcing that the output360

of each quantized layer closely matches the original361

output, thereby gradually easing the quantization362

error as it propagates through the network. This363

mechanism isn’t present in LoftQ and LQ-LoRA,364

Algorithm 1 ApiQ-lw for one linear layer
1: Input: calibration samples X and Xq , W , A, B, Θ
2: Output: Y , Y q , A, B, Θ
3: Y = XW ▷ Unquantized output, save for next layer
4: for e = 0 to (Epochs− 1) do
5: for (y,xq) in (Y , Xq) do ▷ Batch-wise
6: Q = W /s
7: Q = ⌊Q⌉+Q−Q.detach() ▷ STE
8: Q = s · (clamp(Q+ z, 0, 2b − 1)− z)
9: yq = xq(Q+AB⊤) ▷ Quantized output

10: loss = ||y − yq||2
11: loss.backward()
12: end for
13: end for
14: Y q = Xq(Q+AB⊤) ▷ Save for next layer

giving ApiQ a unique advantage in managing and 365

reducing the quantization errors in QLLMs. 366

4.2 Block-wise ApiQ 367

We define Equation (4) as layer-wise ApiQ (ApiQ- 368

lw), because the LLM is quantized in a layer-by- 369

layer manner. Additionally, we can optimize the 370

entire transformer block simultaneously as follows: 371

argmin
Qs,As,Bs

||F(W s,X)−F(Qs,As,Bs,Xq)||F 372

where F denotes the mapping function of a trans- 373

former block, W s represent all the weights of the 374

linear layers within this block, X is the input to this 375

block, Qs are the quantized versions of W s, As 376

and Bs are all low-rank matrices within this block, 377

and Xq is the input to the quantized block and the 378

output from the preceding quantized block. Block- 379

wise ApiQ (ApiQ-bw) necessitates sequential opti- 380

mization but on a block-by-block basis, meaning 381

we first optimize the first transformer block, fol- 382

lowed by the second block, and so on. 383

ApiQ-bw retains the benefits of ApiQ-lw while 384

offering two additional advantages. Firstly, ApiQ- 385

bw is more time-efficient than ApiQ-lw because it 386

quantizes the entire block in one step. Secondly, 387

ApiQ-bw is compatible with a broader range of 388

PEFT methods without necessitating adaptations 389

for every linear layer. The matrices As and Bs do 390

not have to be the low-rank matrices from LoRA; 391

they can be trainable parameters from any PEFT 392

method, such as DoRA, (IA)3, HiWi and Adapter. 393

4.3 Gradient-based optimization 394

To effectively solve Equation (4), ApiQ utilizes 395

a gradient-based algorithm akin to conventional 396

neural network training. The process involves op- 397

timizing the quantized weight Q along with the 398

low-rank matrices A and B jointly. 399
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Figure 3: The average activation error ∥XW −Xq(Q+AB⊤)∥F per token for different linear layers of Llama-
2-7b. 1st column: The activation error for every transformer block. We randomly sample 128 sentences from C4 to
obtain the activations. For better visualization, some lines are divided by a factor, denoted as “/ factor”. Please pay
attention to the scale of the y-axis to compare different methods. ApiQ has the smallest activation error.

Originally, f from Equation (3) is a static func-400

tion without any trainable parameters. Drawing401

inspiration from existing learnable quantization402

methods (Shao et al., 2023a; Liu et al., 2022b; Esser403

et al., 2020; Choi et al., 2018), ApiQ introduces two404

trainable parameters, γ and β, for each weight ma-405

trix. These parameters control the clipping range406

of the quantization process:407

s =
σ(γ)max(W )− σ(β)min(W )

2b − 1
408

z = −⌊σ(β)min(W )

s
⌉409

Here, σ denotes a sigmoid function, constraining410

the clipping range to prevent excessive value ex-411

pansion. We initialize γ = β = 4 (σ(4) ≈ 0.98)412

to maintain the original clipping range at the begin-413

ning of quantization.414

The optimization for one linear layer is outlined415

in Algorithm 1. During this process, only A, B416

and Θ = {γ, β} are trained. Given that the quanti-417

zation function f incorporates a round-to-nearest418

operation, a straight-through estimator (STE) (Ben-419

gio et al., 2013) is applied to ensure the update of Θ.420

The ApiQ-lw algorithm is designed to be memory-421

efficient, optimizing each layer sequentially. This422

implies that any GPU capable of running the model423

inference can be used to quantize the model using424

ApiQ-lw. The outputs Y and Y q from each layer425

serve as inputs to optimize the subsequent adjacent426

layer, ensuring efficient quantization.427

ApiQ-bw employs a nearly identical optimiza-428

tion algorithm to ApiQ-lw, with the primary distinc-429

tion being that the outputs, y and yq, are generated430

from a transformer block rather than a linear layer. 431

It is worth noting that while ApiQ-bw offers im- 432

proved time efficiency compared to ApiQ-lw, it 433

necessitates marginally higher GPU memory usage 434

due to the need to cache more activations from the 435

layers within a transformer block. 436

Preliminary experiments. In Figure 3, ApiQ 437

reduces the activation error by a large margin com- 438

pared to QLoRA and LoftQ, more obvious for 439

lower-bit quantization. Interestingly, while our 440

objective is to minimize the activation error, the 441

weight error of ApiQ is the smallest for most lay- 442

ers, as shown in Figure 2. This dual effectiveness 443

in minimizing both activation and weight errors 444

underscores the comprehensive nature of ApiQ to 445

quantization. Further evidence of ApiQ’s effective- 446

ness is presented in Table 1 where ApiQ has the 447

smallest performance gap for different trainable 448

LoRA positions. In some cases, only training the 449

LoRA modules in the attention position can offer 450

the best results, similar to the original findings of 451

LoRA (Hu et al., 2022). It suggests that ApiQ is 452

particularly adept at addressing and mitigating the 453

cumulative effects of quantization error. 454

Due to space constraints, we highly recommend 455

that readers refer to Appendix §B.1 and §B.2 for 456

a comprehensive analysis of ApiQ’s quantization 457

quality and efficiency. 458

5 Experiments 459

In this section, we evaluate ApiQ on the language 460

understanding, language modeling, arithmetic rea- 461

soning and commonsense reasoning tasks by quan- 462

tizing DeBERTa-v3 (He et al., 2023), RoBERTa 463
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Figure 4: Finetuning performance over various tasks. 1st row: LLM is DeBERTa-v3-base for GLUE and Llama-2-
7b for the rest. 2nd row: LLM is RoBERTa-large for GLUE and Llama-2-13b for the rest. For better visualization,
some unexpectedly worse results are ignored. Please refer to Table C.4, C.7 and C.8 for the detailed numbers.

(Liu et al., 2019), Llama-2 (Touvron et al., 2023b)464

and Mistral (Jiang et al., 2023). Like QLoRA,465

LoftQ and LQ-LoRA, ApiQ consists of two steps:466

the quantization step and the finetuning step. Dur-467

ing the quantization step, we initialize Q, A and B468

in a way to preserve the starting point and mitigate469

the propagation of quantization error. For the fine-470

tuning step, we freeze Q in a lower bit and train A471

and B in half-precision (BFloat16).472

Implementation details. In Algorithm 1, the473

quantization process of ApiQ requires a calibration474

dataset. We randomly sample 128 sentences from475

the training set of WikiText-2 (Merity et al., 2017).476

Following our baselines (Dettmers et al., 2023a;477

Li et al., 2023), LoRA modules are integrated into478

all linear layers. By default, the group/block size479

for quantization is 64 for all methods. We employ480

AdamW (Loshchilov and Hutter, 2019) as an opti-481

mizer to update A, B and Θ. More implementation482

details for the quantization and finetuning steps are483

detailed in Appendix §C for reproduction.484

Baselines include full finetuning (Full FT),485

LoRA (Hu et al., 2022), QLoRA (Dettmers et al.,486

2023a), GPTQ-LoRA (Frantar et al., 2022), LoftQ487

(Li et al., 2023), and LQ-LoRA (Guo et al., 2023).488

Full FT and LoRA are considered the upper bound489

for finetuning. QLoRA and GPTQ-LoRA employ490

NF-quantization and uniform quantization, respec-491

tively, on the pretrained weights with the default492

LoRA initialization. These methods are memory-493

efficient but distort the starting point. In contrast,494

LoftQ and LQ-LoRA initialize the matrices Q, A,495

and B to preserve the initial weight state, thus serv-496

ing as a strong baseline to ApiQ.497

5.1 Finetuning results and discussion 498

Natural language understanding. We finetune 499

DeBERTa-v3-base and RoBERTa-large on the 500

GLUE tasks (Wang et al., 2019) and show the re- 501

sults in Figure 4. ApiQ outperforms all baselines 502

under the same level of quantization on average. 503

With 3-bit quantization, ApiQ is even better or com- 504

parable to Full FT. 505

Language modeling. We finetune Llama-2-7b, 506

Llama-2-13b and Mistral-7b-v0.1 on the WikiText- 507

2 training set (Merity et al., 2017) and report their 508

perplexity on the validation set, as shown in Fig- 509

ure 4 (Table C.7 for Mistral). Among the tested 510

methods, ApiQ-bw consistently achieved the best 511

performance, followed closely by ApiQ-lw across 512

all bit levels. The performance difference becomes 513

more pronounced at lower bit levels. The ApiQ’s 514

results on Llama-2-13b are even better than LoRA 515

(Float16) for the 3-bit and 4-bit levels. 516

Arithmetic reasoning (single-task). We fine- 517

tune Llama-2 and Mistral on the training set of 518

GSM8K (Cobbe et al., 2021) and report the accu- 519

racy on the test set in Figure 4 (Table C.7 for Mis- 520

tral). Similar to the results of WikiText-2, ApiQ- 521

bw and ApiQ-lw achieve the highest and second- 522

highest accuracy for all bit levels, respectively, with 523

both ApiQs being comparable to or even better than 524

LoRA for the 3 and 4-bit quantization. 525

ApiQ-lw or ApiQ-bw? ApiQ-lw is more 526

memory-efficient for quantization than ApiQ-bw, 527

as shown in Table B.3. However, ApiQ-lw requires 528

more time for quantization due to the layer-by-layer 529

manner. Based on the quantization quality (Ap- 530

pendix §B.1), quantization efficiency (Appendix 531
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Model Method Bit BoolQ PIQA SIQA HellaS. WinoG. ARC-e ARC-c OBQA Avg. ↑

LoRA 16 73.60.3 86.50.1 81.80.1 95.20.1 86.90.2 89.40.4 76.70.8 86.70.8 84.60.2

QLoRA 4 73.90.4 84.40.8 79.70.2 93.30.2 84.60.6 86.10.4 73.00.4 85.10.5 82.50.2
GPTQ-LoRA 4 73.40.4 83.60.5 79.30.3 93.30.1 84.50.8 86.50.3 72.81.3 83.30.2 82.10.2
LoftQ 4 73.70.4 86.00.6 81.10.2 94.60.3 86.30.1 88.10.5 75.51.0 86.20.6 83.90.2
ApiQ-bw 4 73.50.2 87.00.4 82.00.1 95.20.1 86.90.2 89.50.4 77.00.8 86.20.4 84.70.2

Llama-2-7b GPTQ-LoRA 3 71.80.2 82.70.3 79.30.6 92.10.1 82.80.3 84.20.6 70.60.8 83.41.1 80.80.1
LoftQ 3 74.00.0 85.60.4 81.00.7 94.30.1 85.60.1 88.10.6 75.40.8 85.50.7 83.70.3
ApiQ-bw 3 73.30.3 85.60.1 81.80.5 94.60.0 86.90.5 87.90.3 73.70.3 86.41.3 83.80.1

GPTQ-LoRA 2 62.20.0 49.50.2 33.30.6 25.10.1 49.40.4 25.00.2 22.60.0 27.60.0 36.80.0
LoftQ 2 62.40.0 70.52.9 73.40.5 78.83.6 71.03.7 66.54.5 50.84.3 62.37.5 67.03.3
ApiQ-bw 2 68.40.7 80.70.3 79.60.5 91.40.1 82.40.5 82.70.8 68.30.6 80.50.6 79.30.2

LoRA 16 76.30.2 88.50.0 83.40.3 96.50.2 89.60.4 92.80.4 81.70.4 89.60.4 87.30.1

QLoRA 4 74.90.5 86.60.5 81.50.5 94.90.1 86.90.2 89.10.7 77.10.4 87.20.7 84.80.3
GPTQ-LoRA 4 74.50.6 86.11.0 81.80.2 94.70.3 86.80.1 89.00.1 77.10.9 84.51.2 84.30.0
LoftQ 4 76.00.3 87.90.2 82.80.6 95.80.1 88.90.6 91.20.3 80.80.7 88.81.3 86.50.2
ApiQ-bw 4 76.20.3 88.50.3 83.50.1 96.61.4 90.00.4 92.10.1 81.20.3 89.90.5 87.30.1

Llama-2-13b GPTQ-LoRA 3 73.50.5 85.20.3 81.10.5 94.10.1 85.70.3 87.90.4 75.50.7 85.30.9 83.50.0
LoftQ 3 75.20.3 87.80.6 82.80.2 96.30.1 89.50.4 91.10.1 81.40.5 88.00.5 86.50.2
ApiQ-bw 3 76.00.4 88.00.5 82.30.1 95.80.0 89.10.1 91.10.2 81.10.5 89.50.4 86.60.0

GPTQ-LoRA 2 62.20.0 50.10.9 34.00.6 25.10.1 49.60.4 25.00.0 22.70.0 27.60.0 37.10.3
LoftQ 2 65.90.1 76.40.3 78.00.5 84.40.7 76.10.4 75.10.1 60.10.4 72.71.4 73.60.2
ApiQ-bw 2 73.10.4 85.20.5 82.30.5 94.40.1 86.20.3 88.20.3 74.90.4 85.91.4 83.80.3

Table 2: Accuracy and standard deviation from three random runs on commonsense reasoning tasks.

§B.2) and the previously discussed finetuning re-532

sults, we recommend using ApiQ-bw. Therefore,533

ApiQ-lw is ignored for the following experiments.534

Arithmetic reasoning. The setting here con-535

trasts with the previous experiments where each536

task involves finetuning a separate QLLM. Instead,537

we adopt a unified strategy by finetuning a single538

QLLM across all tasks as delineated in Hu et al.539

(2023). We finetune Llama-2 on Math10K (Hu540

et al., 2023), and evaluate the finetuned QLLM on541

the test sets of AQuA (Ling et al., 2017), GSM8K,542

MAWPS (Koncel-Kedziorski et al., 2016) and543

SVAMP (Patel et al., 2021). Such a setting is more544

practical as LLM is frequently used as a general545

model for various tasks.546

As shown in Figure 4, ApiQ-bw consistently547

outperforms all quantization baselines for various548

bit levels, except for the 4-bit level where ApiQ549

is slightly worse than QLoRA, 53.5 vs. 53.7 for550

Llama-2-7b and 59.0 vs. 59.5 for Llama-2-13b.551

However, QLoRA’s 3- and 2-bit results are ex-552

tremely worse, < 3% accuracy (Table C.8).553

Commonsense reasoning. In assessing the554

capacity of QLLM for commonsense reasoning,555

we focus on eight representative tasks: BoolQ556

(Clark et al., 2019), PIQA (Bisk et al., 2020),557

SIQA (Sap et al., 2019), HellaSwag (Zellers et al.,558

2019), WinoGrande (Sakaguchi et al., 2020), ARC-559

e, ARC-c (Clark et al., 2018), and OBQA (Mi-560

haylov et al., 2018). Similar to the multiple arith-561

metic reasoning tasks, we follow the setting of Hu562

et al. (2023), finetune a single QLLM on the com- 563

bined training sets from these tasks, and report the 564

accuracy of the test sets. 565

As shown in Table 2, ApiQ-bw consistently 566

achieves the best average accuracy. For the 4-bit 567

quantization, ApiQ-bw is the only method compa- 568

rable to LoRA in Float16. For the 2-bit quantiza- 569

tion, ApiQ-bw outperforms both GPTQ-LoRA and 570

LoftQ by a large margin with an average accuracy 571

improvement > 10%. 572

We have discussed the most pertinent works in 573

Section §3, and provide additional related works in 574

Appendix §A due to space limitations. For further 575

discussions, we recommend readers refer to (1) 576

Appendix §B.3 for applying ApiQ to other PEFTs; 577

(2) Appendix §B.4 for a discussion why ApiQ is 578

effective for finetuning; and (3) Appendix §B.5 for 579

ApiQ’s sensitivity to the LoRA rank. 580

6 Conclusion 581

In this work, we propose ApiQ, a novel frame- 582

work that aims to reduce the activation error dur- 583

ing quantization by jointly quantizing the LLM’s 584

weights and initializing the LoRA’s components. 585

Extensive experiments, on five tasks across vari- 586

ous encoder-only and decoder-only models, demon- 587

strate ApiQ’s effectiveness in adapting QLLM. It 588

works extremely well with lower-bit quantization 589

and larger models than the strong baselines. Further 590

experiments also demonstrate ApiQ’s capability as 591

a pure PTQ method (Appendix §B.1). 592
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Ethical Considerations593

Finetuned QLLMs can improve accessibility tools,594

such as text-to-speech and translation services, ben-595

efiting individuals with disabilities and non-native596

language speakers. These models can also assist597

in educational settings by providing personalized598

tutoring and facilitating research through advanced599

data analysis capabilities. In healthcare, QLLMs600

can support professionals by synthesizing medical601

literature and aiding in patient communication, ulti-602

mately contributing to better healthcare outcomes.603

However, the ability of QLLMs to generate604

human-like text raises concerns about the spread605

of misinformation. We advocate for the responsi-606

ble deployment of these models, including mech-607

anisms to detect and prevent the dissemination of608

false information. The powerful capabilities of609

QLLMs could be misused for malicious purposes,610

such as generating deceptive content or facilitating611

cyber-attacks. It is essential to develop robust se-612

curity measures and ethical guidelines to prevent613

such misuse.614

Limitations615

Although ApiQ demonstrates impressive finetuning616

results, some limitations are inherited from its im-617

plementation. Compared to LoftQ (Li et al., 2023),618

ApiQ requires a calibration dataset to determine619

the clipping range of W and to initialize A and B.620

This implementation has one obvious drawback:621

It requires more time for quantization, as shown622

in Table B.3. Since we only need to quantize the623

LLM once for finetuning various tasks, and the du-624

ration and GPU memory used for quantization are625

reasonable, we deem this limitation acceptable.626

Secondly, we only evaluate ApiQ on a limited627

number of tasks with a total number of 5 models628

due to time and resource limitations. We couldn’t629

guarantee its effectiveness on the other tasks and630

LLMs, and are still working on including more631

tasks and models, trying to show its generaliza-632

tion. For the post-training quantization results (Ap-633

pendix §B.1), we didn’t make sure ApiQ shares634

the same bit per parameter as our baselines, which635

makes the direct comparison unfair. Since the main636

focus of this research is about finetuning, we add637

these results mainly to raise attention to this new638

method for PTQ. In the future, we aim to apply639

ApiQ to quantize both weight and activation for640

faster inference.641
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Large language models, trained on web-scale 1083

data for general tasks like masked word predic- 1084

tion (Liao et al., 2022; Devlin et al., 2019) or next- 1085

word prediction (Brown et al., 2020) in sentences, 1086

are crucial for transferring knowledge to various 1087

downstream tasks. These models have consistently 1088

achieved state-of-the-art results in a wide range of 1089

applications. Notably, scaling up LLMs has been 1090

observed to reliably improve performance in these 1091

downstream tasks. As a result, the size of LLMs 1092

has been steadily increasing, now reaching the re- 1093

markable scale of > 50 billion parameters (Jiang 1094

et al., 2024; Touvron et al., 2023b; Jiang et al., 1095

2023; Zhang et al., 2022). In addition, instruction- 1096

finetuned LLMs (Jiang et al., 2023; Touvron et al., 1097

2023b) reveal exceptional capabilities, such as en- 1098

abling zero-shot or in-context learning (Radford 1099

et al., 2019; Brown et al., 2020). 1100

Despite these advancements, transfer learning 1101

remains the predominant strategy for effectively 1102

applying these models to new task environments 1103

(Liu et al., 2022a; Brown et al., 2020). This ap- 1104

proach, however, imposes unprecedented demands 1105

on computational resources, highlighting the need 1106

for efficient adaptation strategies. ApiQ reduces 1107

the GPU memory requirement for finetuning by 1108

loading the LLM’s weights in a reduced bit format 1109

and reducing the number of trainable parameters. 1110

In addition, compared to QLoRA (Dettmers et al., 1111

2023a) and its variants (Li et al., 2023; Guo et al., 1112

2023), ApiQ demonstrates a very good manner for 1113

challenging lower-bit quantization, like 2 or 3 bits, 1114

which further reduces the GPU memory. 1115

Post-training quantization (PTQ) converts 1116

high-precision LLM’s weight values into discrete 1117

values for less memory usage. With the increasing 1118

size of LLMs, various PTQ methods (Xiao et al., 1119

2023; Lin et al., 2023; Shao et al., 2023b; Dettmers 1120

et al., 2023b; Frantar et al., 2022) have been pro- 1121

posed to retain the full-precision LLM’s perfor- 1122

mance while using less memory during inference. 1123

Notably, PTQ aims to maintain the performance 1124

of LLMs instead of adapting LLMs to new tasks. 1125

In addition, the performance of PTQ for lower bit- 1126

width degrades significantly. Even though ApiQ is 1127

a well-behaved PTQ method, its main purpose is 1128

to adapt LLMs to new tasks or retain full-precision 1129

LLM’s performance for lower-bit quantization. 1130

Quantization-aware training (QAT) is a tech- 1131

nique where the model is trained to take into ac- 1132
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Llama-2-7b Llama-2-13b
Method Bit WikiText ↓ C4 ↓ WikiText ↓ C4 ↓

- 16 5.47 6.97 4.88 6.46

QLoRA 4 5.65 7.16 4.98 6.57
LoftQ 4 5.62 7.16 4.96 6.55
ApiQ-lw 4 5.55 7.08 4.95 6.55
ApiQ-bw 4 5.53 7.06 4.93 6.53

QLoRA 3 1.8e5 2.4e5 9.6e4 1.2e5
LoftQ 3 10.72 12.79 6.89 8.72
ApiQ-lw 3 5.87 7.58 5.18 6.88
ApiQ-bw 3 5.77 7.48 5.12 6.83

QLoRA 2 1.8e5 2.4e5 9.7e4 1.3e5
LoftQ 2 1.0e3 6.7e2 59.94 72.64
ApiQ-lw 2 16.25 23.93 10.89 15.83
ApiQ-bw 2 7.59 10.56 6.44 8.93

Table B.1: The perplexity of ApiQ as a post-training
quantization method without the finetuning step. The
best and second-best results are in bold and underlined,
respectively.

count the effects of quantization, typically reducing1133

the precision of the model’s parameters, to ensure1134

minimal loss in performance when the model is de-1135

ployed in a resource-constrained environment (Tai-1136

lor et al., 2021; Nagel et al., 2022). Although QAT1137

can be employed to adapt LLM to downstream1138

tasks, it is memory-intensive because it involves1139

quantization and full finetuning at the same time. In1140

addition, some techniques, like straight-through es-1141

timator (Liu et al., 2022b), are required during full1142

finetuning to calculate the gradients, being unstable1143

for the training of LLM. In contrast, ApiQ sepa-1144

rates the quantization and finetuning steps, making1145

the finetuning stable, efficient and effective.1146

B More Results and Discussions1147

B.1 Quantization quality1148

In Section §4, we have demonstrated the superior1149

quantization quality of ApiQ by comparing the1150

weight and activation error after quantization. Here,1151

we further evaluate ApiQ as a post-training quanti-1152

zation (PTQ) method, comparing it with other PTQ1153

methods in a language modeling task.1154

We begin by comparing QLoRA (Dettmers et al.,1155

2023a), LoftQ (Li et al., 2023) and ApiQ on the1156

WikiText-2 test set (Merity et al., 2017) and the1157

C4 validation set (Raffel et al., 2020), following1158

the implementation details outlined in Appendix1159

§C.2. For all methods, the quantization group size1160

is set to 64, and the LoRA rank r is 64. As shown1161

in Table B.1, ApiQ-bw and ApiQ-lw consistently1162

achieve the best and second-best perplexity across1163

various bit levels. Notably, the performance gap1164

between ApiQ and the baselines widens at lower1165

Figure B.1: Histogram of Q, A and B for the 2-bit
quantized output projection layer in the 30th block of
Llama-2-7b. Upper: LoftQ. Lower: ApiQ-lw. Refer to
Figure C.2, C.3, C.4 and C.5 for all layers.

bit levels. 1166

Next, we compare ApiQ to other standard PTQ 1167

methods such as round-to-nearest quantization 1168

(RTN), GPTQ (Frantar et al., 2022), AWQ (Lin 1169

et al., 2023), and OmniQuant (Shao et al., 2023a). 1170

We exclude ApiQ-lw in this comparison as ApiQ- 1171

bw demonstrates superior performance (refer to 1172

Table B.1). It is crucial to note that our objective 1173

is not to merely outperform existing PTQ meth- 1174

ods. This is because the LoRA components in 1175

ApiQ are stored in FP16 format, inherently increas- 1176

ing the average bit-width per parameter, which 1177

makes direct comparisons with other PTQ methods 1178

less fair. Instead, our goal is to introduce a novel 1179

PTQ approach that mitigates quantization difficulty 1180

through the integration of LoRA components. 1181

As illustrated in Table B.2, ApiQ-bw consis- 1182

tently delivers the smallest perplexity, with a more 1183

significant advantage at lower bit levels. ApiQ-bw 1184

can be viewed as a combination of OmniQuant 1185

and a new initialization of LoRA, as OmniQuant 1186

employs a similar quantization algorithm as Algo- 1187

rithm 1 without LoRA parameters. Nonetheless, 1188

ApiQ-bw outperforms OmniQuant, highlighting 1189

the effectiveness of jointly initializing the LoRA 1190

modules and quantizing the LLM weights. 1191

A critical question arises: how does ApiQ com- 1192
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Llama-2-7b Llama-2-13b
Method Bit Group size WikiText ↓ C4 ↓ WikiText ↓ C4 ↓

- 16 - 5.47 6.97 4.88 6.46

RTN 4 128 5.72 7.24 4.98 6.58
GPTQ 4 128 5.61 7.12 4.98 6.56
AWQ 4 128 5.62 7.13 4.97 6.56
OmniQuant 4 128 5.58 7.12 4.95 6.56
ApiQ-bw 4 128 5.54 7.09 4.94 6.55

RTN 3 128 6.66 8.40 5.51 7.18
GPTQ 3 128 6.29 7.89 5.42 7.00
AWQ 3 128 6.24 7.84 5.32 6.94
OmniQuant 3 128 6.03 7.75 5.28 6.98
ApiQ-bw 3 128 5.86 7.63 5.20 6.92

RTN 2 64 431.97 475.35 26.22 28.69
GPTQ 2 64 20.85 19.40 22.44 12.48
AWQ 2 64 2.1e5 1.6e5 1.2e5 9.5e4
OmniQuant 2 64 9.62 12.72 7.56 10.05
ApiQ-bw 2 64 7.59 10.56 6.44 8.93

RTN 2 128 4.2e3 4.9e3 122.08 139.65
GPTQ 2 128 36.77 33.70 28.14 20.97
AWQ 2 128 2.2e5 1.7e5 1.2e5 9.4e4
OmniQuant 2 128 11.06 15.02 8.26 11.05
ApiQ-bw 2 128 8.25 12.04 6.71 9.13

Table B.2: The comparison between ApiQ and other standard post-training quantization methods.

Size Method Duration Peak GPU memory

GPTQ 0.2h 6GB
OmniQuant 1.1h 12GB

7b LoftQ 0.6h 14GB
ApiQ-lw 4.1h 6GB
ApiQ-bw 1.3h 12GB

GPTQ 0.4h 9GB
OmniQuant 2.2h 16GB

13b LoftQ 1.3h 27GB
ApiQ-lw 6.5h 9GB
ApiQ-bw 2.4h 17GB

Table B.3: The duration and peak GPU memory used
for quantizing Llama-2.

pensate for the information loss inherent in quanti-1193

zation? The histograms of Q, A, and B in Figure1194

B.1 provide insights into this process. Uniform1195

quantization causes many values in W near the1196

center to be mapped to the same value, leading1197

to quantization error. ApiQ addresses this by cen-1198

tering AB⊤ in this critical region. Additionally,1199

the distribution span of ApiQ’s A and B is signif-1200

icantly narrower compared to W and LoftQ, sug-1201

gesting the potential for further quantizing A and1202

B to reduce the overall bit-width per parameter.1203

B.2 Quantization efficiency1204

In this section, we compare the duration and GPU1205

memory usage of quantization between ApiQ and1206

other baseline methods. Detailed implementation1207

procedures for quantization are provided in Ap- 1208

pendix §C.1. It is worth noting that an LLM needs 1209

to be quantized only once and can then be saved 1210

for finetuning across various downstream tasks. 1211

As shown in Table B.3, GPTQ stands out as the 1212

most efficient PTQ method, requiring the least time 1213

and GPU memory. ApiQ-lw uses a similar amount 1214

of GPU memory as GPTQ but requires more time 1215

due to its layer-by-layer sequential optimization. 1216

Similar to OmniQuant, ApiQ-bw consumes more 1217

memory than ApiQ-lw because it needs to cache 1218

more activations within a transformer block. How- 1219

ever, ApiQ-bw is significantly more time-efficient 1220

than ApiQ-lw due to its block-by-block quanti- 1221

zation approach. LoftQ requires the most GPU 1222

memory because of SVD. Overall, the resources 1223

required for ApiQ’s quantization are reasonable 1224

and considerably lower than those needed for the 1225

finetuning step. 1226

Based on the quantization quality, efficiency, and 1227

finetuning results (§5), we recommend using ApiQ- 1228

bw over ApiQ-lw. 1229

B.3 ApiQ-bw for other PEFT 1230

As discussed in Section §4.2, ApiQ-bw can eas- 1231

ily be applied to other PEFT methods, because 1232

its block-by-block quantization manner is very 1233

friendly to them. Here we apply ApiQ-bw to a re- 1234

cent variant of LoRA, i.e. DoRA (Liu et al., 2024), 1235
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Method BoolQ PIQA SIQA HellaS. WinoG. ARC-e ARC-c OBQA Avg. ↑

QDoRA 62.2 49.7 33.2 24.4 48.8 24.4 22.8 27.2 36.6
ApiQ-bw with DoRA 68.7 78.8 76.9 85.5 79.8 78.5 62.8 78.4 76.2

Table B.4: ApiQ-bw with DoRA on the commonsense reasoning tasks with 2-bit quantized Llama-2-7b. QDoRA
here means that we use QLoRA to quantize the LLM, initialize the LoRA module with default B = 0, and train
QLLM in the DoRA way, i.e. training the direction and magnitude separately. LoftQ can’t be directly applied to
DoRA, because DoRA has both addition and multiplication relation between the PEFT parameters and W , and
SVD can’t be applied.

Method GSM8K SVAMP MAWPS AQuA Avg. ↑

QDoRA 0.68 0.5 1.7 2.8 1.4
ApiQ-bw for DoRA 32.0 49.9 80.1 23.4 46.4

Table B.5: ApiQ-bw with DoRA on the arithmetic reasoning tasks with 2-bit quantized Llama-2-7b.

and show the finetuning results in Table B.4 and1236

B.5. ApiQ-bw with DoRA outperforms QDoRA by1237

a large margin, on average 76.2 vs. 36.6 for com-1238

monsense reasoning and 46.4 v.s. 1.4 for arithmetic1239

reasoning.1240

B.4 Why ApiQ works so well1241

In this section, we discuss the reasons for the effec-1242

tiveness of ApiQ.1243

The first reason is the smaller activation error1244

of ApiQ. Compared to LoftQ and QLoRA, ApiQ’s1245

activation error is way more smaller. As shown1246

in Table B.1, ApiQ has a much smaller perplexity.1247

Maintaining a small activation error means that the1248

learned knowledge from the full-precision LLM is1249

preserved, thus facilitating the transfer learning for1250

downstream tasks.1251

However, maintaining a smaller activation er-1252

ror is not the only reason for better finetuning re-1253

sults. Compared to LoftQ in Table B.1, GPTQ1254

has a smaller perplexity in Table B.2. For example,1255

GPTQ’s perplexity is 20.85 for WikiText-2 on the 2-1256

bit quantized Llama-2-7b, while LoftQ’s perplexity1257

is larger than 1000. Nevertheless, GPTQ-LoRA’s 21258

finetuning results are worse than LoftQ’s, e.g. 39.91259

vs. 45.6 for arithmetic reasoning and 36.8 vs. 67.01260

for commonsense reasoning.1261

We hypothesize that the second reason is the1262

better initialization of A and B. The default ini-1263

tialization of B = 0 is not friendly to training1264

because of the constant value. A and B in ApiQ1265

and LoftQ are initialized similarly to a Gaussian1266

distribution (Figure B.1), which has been shown1267

better for training (He et al., 2015).1268

2GPTQ-LoRA is LLM quantized by GPTQ and the LoRA’s
B = 0.

8 16 32 64
LoRA rank
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Figure B.2: Perplexity on WikiText-2 with 2-bit quan-
tized Llama-2-7b for different LoRA ranks.

B.5 Performance vs. LoRA rank 1269

In Figure B.2, we show the influence of LoRA rank 1270

for different methods. ApiQ is not sensitive to the 1271

LoRA rank, implying that ApiQ can be a more 1272

parameter-efficient finetuning method. 1273

C Experimental Details 1274

Like QLoRA (Dettmers et al., 2023a), LoftQ (Li 1275

et al., 2023) and LQ-LoRA (Guo et al., 2023), 1276

ApiQ consists of two steps: the quantization step 1277

and the finetuning step. During the quantization 1278

step, we initialize Q, A and B in a way to pre- 1279

serve the starting point and mitigate the propaga- 1280

tion of quantization error. For the finetuning step, 1281

we freeze Q in a lower bit and train A and B in 1282

half-precision (BFloat16). In this section, we de- 1283

scribe the implementation details of these two steps 1284

for different tasks and LLMs. We run all experi- 1285

ments on NVIDIA A100-80GB or A6000-48GB 1286

with the training framework, Transformers (Wolf 1287

et al., 2020). 1288
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Hyper-parameter DeBERTa & RoBERTa Llama-2 & Mistral Llama-2 & Mistral

ApiQ choice ApiQ-lw ApiQ-lw ApiQ-bw

Optimizer AdamW AdamW AdamW
Weight decay for Θ 0.1 0.1 {0, 0.001, 0.1}
Static LR for Θ 0.005 0.005 {0.001, 0.005, 0.01, 0.05}
Weight decay for A and B 0.1 0.1 {0, 0.001, 0.1}
Static LR for A and B 0.001 0.001 {0.0001, 0.0005, 0.001, 0.005}
Sequence length for calibration 128 1024 2048
Number of calibration samples 128 128 128
Epochs 20 20 20
Batch size 32 8 1

Group/block size for quantization 64 64 64
LoRA rank r 32 & 64 64 64

Table C.1: Hyper-parameter search space of the quantization step on different LLMs. Since ApiQ-bw is more
time-efficient than ApiQ-lw, we conducted a more thorough search for ApiQ-bw. The best setting for ApiQ-bw is
listed in Table C.2.

Llama-2-7b Llama-2-13b Mistral-7b-v0.1
Hyper-parameter 4 Bits 3 Bits 2 Bits 4 Bits 3 Bits 2 Bits 4 Bits 3 Bits 2 Bits

Weight decay for Θ 0.001 0.1 0.1 0.001 0.1 0.1 0.001 0.1 0.1
Static LR for Θ 0.05 0.001 0.005 0.01 0.001 0.005 0.01 0.001 0.005
Weight decay for A and B 0.1 0 0.1 0 0 0.1 0 0 0.1
Static LR for A and B 0.0001 0.0005 0.0005 0.0001 0.0005 0.0005 0.0001 0.0001 0.0005

Table C.2: Best hyper-parameter setting for different LLMs with ApiQ-bw. If one wants to apply ApiQ-bw to other
LLMs, the settings from Llama-2-7b are universally well-performed and should be the first choice.

C.1 Quantization details for different LLMs1289

For all LLMs, 128 calibration sentences for the1290

quantization step are randomly selected from the1291

WikiText-2 training set (Merity et al., 2017). The1292

hyper-parameters for the quantization step are de-1293

tailed in Table C.1. By default, we incorporate the1294

LoRA module into every linear layer.1295

DeBERTa and RoBERTa with ApiQ-lw. We1296

apply ApiQ-lw to DeBERTa-v3-base (He et al.,1297

2023) and RoBERTa-large (Liu et al., 2019), as1298

these models are relatively small and efficiency con-1299

cerns in quantization are minimal. Specifically, the1300

duration for ApiQ-lw is 12 minutes for DeBERTa-1301

v3-base and 1 hour for RoBERTa-large. The LoRA1302

rank r is set to 32 for DeBERTa-v3-base, following1303

Li et al. (2023), and 64 for RoBERTa-large, as per1304

Guo et al. (2023). Given the relative simplicity of1305

the GLUE tasks (Wang et al., 2019), we only em-1306

ploy 2-bit and 3-bit quantization. Unlike Li et al.1307

(2023), we do not quantize the embedding layer1308

and instead reproduce their experiments.1309

Llama-2 and Mistral with ApiQ-lw. We ap-1310

ply ApiQ-lw to Llama-2-7b, Llama-2-13b (Tou-1311

vron et al., 2023b) and Mistral-7b-v0.1 (Jiang et al.,1312

2023), with settings detailed in Table C.1.1313

Llama-2 and Mistral with ApiQ-bw. We also1314

apply ApiQ-bw to Llama-2-7b, Llama-2-13b and 1315

Mistral-7b-v0.1, with the settings outlined in Ta- 1316

ble C.1. Compared to ApiQ-lw, we conduct an 1317

extensive search for the optimal learning rate and 1318

weight decay due to the time efficiency of ApiQ-bw. 1319

For instance, Llama-2-7b with ApiQ-lw requires 4 1320

hours, whereas Llama-2-7b with ApiQ-bw requires 1321

only 1 hour. 1322

To determine the best hyper-parameters, we eval- 1323

uate the QLLM on the WikiText-2 test set (Merity 1324

et al., 2017) and the C4 validation set (Raffel et al., 1325

2020), similar to the evaluation of post-training 1326

QLLM (see §C.2). The optimal hyper-parameter 1327

settings, determined by the lowest average perplex- 1328

ity across these two datasets, are listed for different 1329

LLMs in Table C.2. 1330

C.2 Evaluation of QLLM 1331

To assess the effectiveness of quantization, we 1332

adhere to the evaluation approach used in post- 1333

training quantization methods (van Baalen et al., 1334

2024; Shao et al., 2023a; Xiao et al., 2023; Fran- 1335

tar et al., 2022; Dettmers et al., 2022). For the 1336

WikiText-2 test set (Merity et al., 2017), we apply 1337

the QLLM to all sentences and calculate the aver- 1338

age perplexity. For the validation set of C4 (Raffel 1339

et al., 2020), we use the “en/c4-validation.00000- 1340
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Hyper-parameter RTE, MRPC, STS-B, CoLA SST-2, QNLI, QQP, MNLI

Optimizer AdamW AdamW
Weight decay 0.1 0.1
LR {0.1, 0.5, 1, 5}×10−4 {0.1, 0.5, 1, 5}×10−4

LR scheduler Linear Linear
Warmup ratio 10% 10%
Epochs 20 10
Batch size 32 32

Table C.3: Hyper-parameter search space for the finetuning on GLUE. For tasks with a number of training samples
> 10K, we set the number of epochs as 10.

Model Method Bit MNLI QNLI QQP SST-2 CoLA RTE MRPC STS-B Avg. ↑
m/mm Acc Acc/F1 Acc Matt Acc Acc/F1 Pea/Spe

Full FT∗ 16 90.5/90.6 94.0 92.4/89.8 95.3 69.2 82.0 89.5/93.3 91.6/91.1 88.1

ApiQ-lw 3 90.3/90.2 93.9 92.6/90.1 95.8 71.9 85.9 91.7/94.0 91.5/91.3 89.2
DeBERTa-base QLoRA∗ 2 79.9/79.5 83.7 88.6/84.7 86.9 N.A. 57.8 76.5/84.5 84.1/84.0 69.9

LoftQ 2 88.5/88.5 92.7 91.6/88.7 94.7 63.6 64.6 88.5/91.8 89.2/89.0 84.2
ApiQ-lw 2 88.4/88.7 92.3 91.7/89.0 94.6 64.2 67.1 89.5/92.4 90.2/89.9 84.8

Full FT† 16 89.7 94.1 89.8 95.8 70.2 84.1 92.0 92.2 88.5

QLoRA⋄ 4 - - - - - - - - 88.6
RoBERTa-large QLoRA† 3 89.8 94.3 89.9 96.4 64.3 70.8 92.0 91.6 86.1

LQ-LoRA† 3 90.3 94.6 89.7 96.2 63.5 80.5 92.2 91.8 87.3
ApiQ-lw 3 90.1/90.0 94.4 91.8/89.1 96.2 64.6 84.8 91.4/93.7 92.3/92.0 88.2

Table C.4: Results of encoder-only models on the GLUE development set. The LoRA rank r is 32 for DeBERTa-
v3-base and 64 for RoBERTa-large. The median of three random runs is reported. We reproduce LoftQ because
the published results are about quantizing both linear layers and the token embeddings. Here we only quantize the
linear layers, keeping the same setting for all models in this paper. Results denoted by ∗, † and ⋄ are from Li et al.
(2023), Guo et al. (2023) and Dettmers et al. (2023a), respectively. When there is only one number for two metrics,
it is an average over these two metric.

of-00008.json.gz” split, concatenate all sentences,1341

randomly cut off 256 sentences with a sequence1342

length of 2048, and compute the average perplexity1343

using the QLLM on these samples.1344

C.3 Natural language understanding1345

To study the language understanding ability of1346

LLMs, we finetune quantized DeBERTa-v3-base1347

(He et al., 2023) and RoBERTa-large (Liu et al.,1348

2019) on the GLUE benchmark (Wang et al., 2019).1349

Finetuning details. The hyper-parameters for1350

finetuning are outlined in Table C.3. We save the1351

checkpoint every epoch, evaluate it on the develop-1352

ment set, and report the best result. After deciding1353

the best learning rate, three random runs are con-1354

ducted and the median is reported in Table C.4.1355

C.4 Language modeling1356

To study whether the QLLM can preserve the1357

language modeling ability after finetuning, we1358

finetune quantized Llama-2-7b, Llama-2-13b and1359

Mistral-7b-v0.1 on the WikiText-2 (Merity et al.,1360

2017) training set and report the perplexity on the1361

validation set.1362

Finetuning details. The hyper-parameters for 1363

finetuning are listed in Table C.5. We evaluate the 1364

finetuned QLLM on the validation set every epoch 1365

and report the best perplexity. After determining 1366

the best learning rate, we conduct three random 1367

runs and report the mean and standard deviation in 1368

Table C.7. 1369

C.5 Arithmetic reasoning (single-task) 1370

To study the arithmetic reasoning ability of 1371

QLLMs, we finetune quantized Llama-2-7b, 1372

Llama-2-13b and Mistral-7b-v0.1 on the GSM8K 1373

(Cobbe et al., 2021) training set and report the ac- 1374

curacy on the test set. 1375

Finetuning details. The hyper-parameters for 1376

finetuning are listed in Table C.5. We evaluate the 1377

finetuned QLLM on the test set every epoch and 1378

report the best accuracy. After determining the best 1379

learning rate, we conduct three random runs and 1380

report the mean and standard deviation in Table 1381

C.7. 1382

C.6 Arithmetic reasoning 1383

The setting here contrasts with the previous ex- 1384

periments where each task involves finetuning a 1385
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Hyper-parameter WikiText-2 GSM8K Arithmetic reasoning Commonsense reasoning

Optimizer AdamW AdamW
Weight decay 0.1 1.0
LR {0.1, 0.5, 0.7, 1, 3, 4}×10−4 3× 10−4

LR scheduler cosine linear
Warmup ratio 3% 10%
Epochs 3 6 3
Batch size 64 16 16
Max sequence length 1024 512 512

Table C.5: Hyper-parameter search space for the finetuning of Llama-2 and Mistral. Please refer to Table C.6 for the
best learning rate for different LLMs on WikiText-2 and GSM8K.

Llama-2-7b Llama-2-13b Mistral-7b-v0.1
Task Method 4 Bits 3 Bits 2 Bits 4 Bits 3 Bits 2 Bits 4 Bits 3 Bits 2 Bits

WikiText-2 ApiQ-lw 4e-4 3e-4 4e-4 3e-4 3e-4 3e-4 1e-4 7e-5 7e-5
ApiQ-bw 3e-4 3e-4 3e-4 3e-4 3e-4 3e-4 1e-4 1e-4 1e-4

GSM8K ApiQ-lw 3e-4 3e-4 3e-4 4e-4 4e-4 3e-4 7e-5 7e-5 7e-5
ApiQ-bw 4e-4 4e-4 4e-4 3e-4 3e-4 4e-4 7e-5 7e-5 7e-5

Table C.6: Best learning rate for different LLMs on the WikiText-2 and GSM8K tasks.

separate QLLM. Instead, we adopt a unified strat-1386

egy by finetuning a single QLLM across all tasks1387

as delineated in Hu et al. (2023). We finetune1388

Llama-2-7b and Llama-2-13b on Math10K (Hu1389

et al., 2023) which is constructed from the train-1390

ing sets of GSM8K (Cobbe et al., 2021), MAWPS,1391

MAWPS-single (Koncel-Kedziorski et al., 2016)1392

and AQuA (Ling et al., 2017). Then we evalu-1393

ate the finetuned QLLM on the test sets of AQuA,1394

GSM8K, MAWPS and SVAMP (Patel et al., 2021).1395

Such a setting is more practical as LLM is fre-1396

quently used as a general model for various tasks.1397

Finetuning details. We follow Hu et al. (2023)1398

to choose the hyper-parameters as in Table C.5.1399

Instead of evaluating the finetuned QLLM every1400

epoch, we only evaluate the trained model from1401

the last epoch, simulating the practical finetuning1402

scenario. We conduct three random runs and report1403

the mean and standard deviation in Table C.8.1404

C.7 Commonsense reasoning1405

In assessing the capacity of QLLM for common-1406

sense reasoning, we focus on eight representative1407

tasks: BoolQ (Clark et al., 2019), PIQA (Bisk et al.,1408

2020), SIQA (Sap et al., 2019), HellaSwag (Zellers1409

et al., 2019), WinoGrande (Sakaguchi et al., 2020),1410

ARC-e, ARC-c (Clark et al., 2018), and OBQA1411

(Mihaylov et al., 2018). Similar to the multiple1412

arithmetic reasoning tasks, we follow the setting1413

of Hu et al. (2023) and finetune a single QLLM1414

across all tasks. Specifically, the training and test1415

sets from these eight tasks are reformulated accord-1416

ing to a predefined template, so all tasks can be 1417

trained or evaluated in a generative way. Then we 1418

finetune Llama-2-7b and Llama-2-13b on the com- 1419

bined training set and report the accuracy on the 1420

test sets. 1421

Finetuning details. We also borrow the fine- 1422

tuning recipe of Hu et al. (2023) as in Table C.5. 1423

We only evaluate the trained model from the last 1424

epoch (simulate a practical finetuning scenario), 1425

conduct three random runs, and report the mean 1426

and standard deviation in Table 2. 1427
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Llama-2-7b Llama-2-13b Mistral-7b-v0.1
Method Bit WikiText (ppl↓) GSM8K (acc↑) WikiText (ppl↓) GSM8K (acc↑) WikiText (ppl↓) GSM8K (acc↑)

LoRA 16 5.08 36.9 5.12 45.3 5.170.00 52.21.3

QLoRA 4 5.70 35.1 5.22 39.9 5.250.00 56.51.1
LoftQ 4 5.24 35.0 5.16 45.0 5.250.00 56.71.4
ApiQ-lw 4 5.280.00 36.40.5 4.780.00 50.41.3 5.320.00 57.20.3
ApiQ-bw 4 5.270.00 39.80.1 4.780.00 51.20.8 5.260.00 59.20.1

QLoRA 3 5.73 32.1 5.22 40.7 1540.2636.6 50.50.7
LoftQ 3 5.63 32.9 5.13 44.4 6.820.01 51.60.6
ApiQ-lw 3 5.530.01 36.00.3 4.980.00 45.41.1 5.550.00 54.81.7
ApiQ-bw 3 5.490.00 39.30.3 4.960.00 47.60.8 5.480.00 56.00.4

QLoRA 2 N.A. N.A. N.A. N.A. 1483.5612.2 2.00.3
LoftQ 2 7.85 20.9 7.69 25.4 1849.323.78 1.70.0
ApiQ-lw 2 7.460.00 26.00.4 6.290.00 36.30.5 7.180.00 41.30.8
ApiQ-bw 2 6.610.00 33.50.5 5.790.00 41.20.9 6.690.00 45.00.1

Table C.7: Finetuning results of WikiText and GSM8K on Llama-2-7b, Llama-2-13b and Mistral-7b-v0.1. Results
without standard deviation are from Li et al. (2023).

Llama-2-7b Llama-2-13b
Method Bit GSM8K SVAMP MAWPS AQuA Avg. ↑ GSM8K SVAMP MAWPS AQuA Avg. ↑

LoRA 16 43.60.7 59.41.7 85.01.7 27.02.0 53.70.6 55.30.5 67.70.9 87.40.7 24.40.9 58.70.2

QLoRA 4 42.70.4 58.70.7 87.31.9 26.41.6 53.70.6 54.80.5 69.40.3 87.00.7 26.81.0 59.50.3
GPTQ-LoRA 4 43.00.9 58.40.6 86.10.7 24.30.8 52.90.3 53.20.9 67.51.2 85.30.7 25.62.6 57.91.0
LoftQ 4 41.70.6 56.00.8 86.30.5 25.31.0 52.30.5 54.91.4 66.50.7 87.70.5 23.91.6 58.30.6
ApiQ-bw 4 43.20.9 59.00.9 85.70.7 26.01.8 53.50.8 55.30.6 67.40.5 87.80.9 25.60.2 59.00.4

QLoRA 3 1.40.2 1.40.3 0.70.5 3.41.5 1.70.5 0.80.6 2.52.2 0.30.2 6.26.8 2.42.0
GPTQ-LoRA 3 38.90.4 55.71.2 84.90.3 23.21.6 50.70.9 50.60.0 65.21.5 88.01.0 22.61.3 56.60.8
LoftQ 3 39.90.4 56.32.2 86.30.8 26.41.4 52.20.7 53.91.2 66.10.2 87.00.9 23.60.7 57.70.3
ApiQ-bw 3 41.41.5 55.90.3 87.01.4 25.20.9 52.40.6 51.50.8 67.40.3 88.51.2 25.61.3 58.30.3

QLoRA 2 0.90.4 1.51.1 0.80.7 5.14.9 2.11.7 0.50.4 0.70.9 0.10.2 0.91.3 0.60.4
GPTQ-LoRA 2 21.70.6 39.01.3 76.60.8 22.11.8 39.90.5 31.90.0 49.61.0 82.50.4 23.60.9 46.90.5
LoftQ 2 29.50.8 45.80.7 83.60.6 23.22.0 45.60.7 37.00.6 55.90.8 87.71.3 21.71.1 50.60.2
ApiQ-bw 2 31.20.5 51.01.1 82.91.6 23.91.0 47.30.5 43.10.8 59.21.2 85.11.1 23.41.4 52.70.5

Table C.8: Accuracy on four arithmetic reasoning tasks. All methods use the same hyper-parameters as listed in
Table C.5. The LoRA rank r is 64 for all methods.
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Figure C.1: The weight quantization error ||W − (Q+ABT )||F for different linear layers of Llama-2-7B. For
4-bit quantization, all methods are comparable, because 4-bit quantization doesn’t significantly break down the
starting point. For 2-bit quantization, ApiQ has the smallest quantization error for most layers, although its goal is
to minimize the activation error.
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Figure C.2: Histogram of Q, A and B for the 4-bit quantized layer of Llama-2-7b with ApiQ-lw. Blue: W . Green:
Q. Red: AB⊤. Orange: A(Left) or B(Right). Compared to LoftQ, the distribution of B of ApiQ is symmetric
and doesn’t have outliers, which might be one reason why ApiQ outperforms LoftQ.
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Figure C.3: Histogram of Q, A and B for the 3-bit quantized layer of Llama-2-7b with ApiQ-lw. Blue: W . Green:
Q. Red: AB⊤. Orange: A(Left) or B(Right). Compared to LoftQ, the distribution of B of ApiQ is symmetric
and doesn’t have outliers, which might be one reason why ApiQ outperforms LoftQ.
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Figure C.4: Histogram of Q, A and B for the 2-bit quantized layer of Llama-2-7b with ApiQ-lw. Blue: W . Green:
Q. Red: AB⊤. Orange: A(Left) or B(Right). Compared to LoftQ, the distribution of B of ApiQ is symmetric
and doesn’t have outliers, which might be one reason why ApiQ outperforms LoftQ.
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Figure C.5: Histogram of Q, A and B for the 2-bit quantized layer of Llama-2-7b with LoftQ. Blue: W . Green:
Q. Red: AB⊤. Orange: A(Left) or B(Right). Compared to ApiQ, the distribution of B of LoftQ is asymmetric
for most linear layers and has many outliers, which might be one reason why LoftQ performs worse for 2-bit
quantization.
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