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ABSTRACT

Shortcut learning, where machine learning models exploit spurious correlations
in data instead of capturing meaningful features, poses a significant challenge to
building robust and generalizable models. This phenomenon is prevalent across
various machine learning applications, including vision, natural language process-
ing, and speech recognition, where models may find unintended cues that mini-
mize training loss but fail to capture the underlying structure of the data. Vision
classifiers based on Convolutional Neural Networks (CNNs), Multi-Layer Per-
ceptrons (MLPs), and Vision Transformers (ViTs) leverage distinct architectural
principles to process spatial and structural information, making them differently
susceptible to shortcut learning. In this study, we systematically evaluate these ar-
chitectures by introducing deliberate shortcuts into the dataset that are correlated
with class labels both positionally and via intensity, creating a controlled setup to
assess whether models rely on these artificial cues or learn actual distinguishing
features. We perform both quantitative evaluation by training on the shortcut-
modified dataset and testing on two different test sets—one containing the same
shortcuts and another without them—to determine the extent of reliance on short-
cuts. Additionally, qualitative evaluation is performed using network inversion-
based reconstruction techniques to analyze what the models internalize in their
weights, aiming to reconstruct the training data as perceived by the classifiers.
Further, we evaluate susceptibility to shortcut learning across different learning
rates. Our analysis reveals that CNNs at lower learning rates tend to be more re-
served against entirely picking up shortcut features, while ViTs, particularly those
without positional encodings, almost entirely ignore the distinctive image features
in the presence of shortcuts.

1 INTRODUCTION

Machine learning models are expected to learn meaningful patterns from data to make accurate
predictions and generalize well across different domains. However, in many cases, models do not
learn the intended task-relevant features but instead rely on shortcut learning, where they exploit
spurious correlations in the training data that happen to be predictive of the labels. Rather than
learning intended patterns, models often latch onto unintended statistical correlations present in the
training data, leading to poor generalization across different domains. While shortcut learning may
improve performance on in-distribution test data, it significantly degrades model robustness when
evaluated on out-of-distribution samples in a real-world setting where these spurious correlations no
longer hold.

In computer vision, different classification architectures process input data in fundamentally distinct
ways, which may lead to varying tendencies toward shortcut learning. Since each of these architec-
tures encodes spatial and structural information differently, their responses to shortcuts may vary.
However, the specific nature of their susceptibility to shortcut learning remains unclear. In this pa-
per, we aim to systematically evaluate how CNNs, MLPs, and ViTs learn from data when deliberate
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shortcuts are introduced into the training dataset. Specifically, we modify certain pixel regions in
the images to correlate deterministically with class labels, embedding artificial cues that serve as an
unintended yet easily learnable path to minimize training loss. These modifications act as an alter-
native path for models to reduce training error, creating a controlled setup where we can analyze
whether models rely on these shortcuts or learn the actual distinguishing features in the images.

To measure the extent to which models depend on shortcut cues, we train CNNs, MLPs, and ViTs
on the modified datasets and evaluate them on two test sets: one containing the same shortcuts
and another without any shortcuts. If a model primarily learns the artificial shortcut instead of the
actual class-relevant features, its performance is expected to drop significantly when evaluated on
the test set without shortcuts. Beyond performance metrics, qualitative evaluations is performed
using network inversion-based reconstruction techniques to analyze what the models internalize in
their weights. We also explore how learning rate variations impact shortcut reliance across different
architectures.

2 RELATED WORKS

Shortcut learning is a phenomenon where machine learning models prioritize learning simple, po-
tentially misleading cues from data that do not generalize well beyond the training set. This issue
has been identified as a fundamental limitation of deep learning models, leading to poor robustness
and transferability |Geirhos et al| (2020). The study in [Hermann et al.| (2024)) examines shortcut
learning from a theoretical perspective by investigating the factors that influence whether a model
will rely on a shortcut. This phenomenon is particularly concerning in medical Al, where it has
been linked to algorithmic unfairness. In Brown et al.|(2023), the authors propose a method to de-
tect shortcut learning in clinical machine learning models by applying multitask learning to identify
improper correlations that may cause biased predictions. Beyond classification, the phenomenon
has also been studied in medical image segmentation, where commonly used dataset preparation
techniques, such as zero-padding and center-cropping, introduce unintended shortcuts that influence
segmentation accuracyLin et al|(2024). The paper Bleeker et al.|(2024)) investigates shortcut learn-
ing in vision-language models and evaluates how contrastive learning-based models tend to latch
onto unintended patterns in multi-caption training scenarios. Shortcut learning has also been stud-
ied in the context of Vision Transformers. The work in|Ma et al.| (2024) explores how ViTs might
be particularly prone to shortcut learning due to their reliance on self-attention mechanisms. The
authors introduce a saliency-guided ViT model that leverages computational visual saliency maps to
guide ViTs toward learning meaningful features rather than background artifacts.

This paper exploits network inversion-based reconstruction techniques to analyze different model
architectures for their shortcut learning susceptibility. Inversion has been studied in |Kindermann
& Linden| (1990); Jensen et al.|(1999) using the back-propagation and evolutionary algorithms for
feed-forward networks that identify multiple inversion points simultaneously, providing a more com-
prehensive view of the network’s input-output relationships. Later inversion of Convolutional Neural
Nets was performed in Suhail & Sethi| (2024b)), using a conditioned generator that learns the input
space of the trained models. Recent work by |Liu et al.| (2022)) proposes learning a loss landscape
where gradient descent becomes efficient, significantly improving the speed and stability of the in-
version process. Later, Suhaill (2024) proposes an alternate approach to inversion by encoding the
network into a Conjunctive Normal Form (CNF) propositional formula and using SAT solvers and
samplers to find satisfying assignments for the constrained CNF formula. Also, /Ansari et al.|(2022)
introduces an automated method for inversion by seeking inverse solutions near reliable data points
that are sampled from the forward process and used for training the surrogate model.

We are specifically interested in trying to reconstruct the training data as perceived by the models in
presence of shortcuts. The work in [Haim et al.| (2022) explores the extent to which neural networks
memorize training data, revealing that a significant portion of the training data can be reconstructed
from the parameters of a trained neural network classifier. Later, Buzaglo et al.| (2023) improves
on these results by showing that training data reconstruction is not only possible in the multi-class
setting, but that the quality of the reconstructed samples is even higher than in the binary case. In this
paper we use network inversion-based reconstruction method proposed in |Suhail & Sethil (2024a))
to understand the internal representations of neural networks and the patterns they memorize during
training and compare the shortcut learning susceptibility of different vision classifier architectures.
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3 METHODOLOGY

Our approach to analyzing shortcut learning susceptibility in different vision classifier architec-
tures involves introducing two types of deliberate shortcuts into the dataset, including (1) Positional
shortcuts, where specific pixel regions are modified such that their locations deterministically cor-
relate with the class labels, and (2) Intensity-based shortcuts, where the pixel intensity in a certain
region of the image is altered in a way that correlates with the class labels.

We analyse the shortcut learning susceptibility of classifiers trained on three distinct architectures
including MLPs, CNNs, and ViTs. These architectures inherently differ in how they process spatial
and structural information, which affects their susceptibility to shortcut learning. The models are
trained on the shortcut-modified dataset, and their generalization capabilities are evaluated by com-
paring their performance on two test sets: (1) one with the same shortcut modifications and (2)
another without shortcuts. A model that generalizes well and does not rely on shortcuts should
perform comparably on both test sets, whereas a model that latches onto shortcuts will show signif-
icant degradation in performance on the latter. To quantitatively evaluate shortcut susceptibility, we
define Accuracy Difference as the absolute difference between the model’s accuracy on the shortcut
test set and the normal test set, indicating the extent to which the model relies on shortcut features
for classification, providing a measure of the inconsistency in model confidence across the two test
sets.

Further, qualitative evaluation, performed using network inversion-based reconstruction technique
aims to generate training-like samples based on the classifier’s learned representations using a com-
posite loss function as defined in|Suhail & Sethi|(2024al) that integrates multiple constraints ensuring
that the reconstructed data closely resembles the perceived training distribution.

4 EXPERIMENTS AND RESULTS

In this section, we evaluate the shortcut learning susceptibility of three different vision classifier
architectures by introducing (1) Positional shortcuts, where a 4x4 white patch is inserted at dif-
ferent spatial locations for different classes, and (2) Intensity-based shortcuts, where the pixel
intensity in a specific region of the image is altered in a way that correlates with the class labels.
Subsequently, the trained models are assessed for their reliance on shortcuts by evaluating their per-
formance on both the shortcut-embedded and standard test sets. A model that effectively learns
meaningful features should exhibit minimal performance variation across the two test sets, whereas
a model heavily influenced by shortcuts will demonstrate a marked decline in accuracy when evalu-
ated on the standard test set. Higher values for accuracy difference indicates greater susceptibility to

shortcut learning, while a lower value suggests better generalization across the two test conditions.
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Figure 1: Accuracy Difference across architectures for positional shortcuts.

In Figure [T} we observe a consistent trend across all datasets for the first type of shortcuts—the
positional shortcuts. While accuracy on the shortcut test set is nearly perfect, accuracy on the
normal test set is significantly degraded. Among the architectures, ViTs with positional encodings
exhibit the highest susceptibility to shortcut learning, with the largest values for both Accuracy
Difference and Loss Difference. This may be attributed to the presence of positional encodings in
ViTs, which inherently reveal the spatial locations of the introduced shortcuts, making them easily
learnable by the model. However, the results on ViTs without positional encodings are comparably
better, with performance much closer to CNNs. On the other hand, CNNs demonstrate the best
resistance to shortcuts, showing the smallest differences in accuracy and loss across the two test
sets. MLPs display intermediate levels of shortcut susceptibility, performing better than ViTs but
worse than CNN:s, likely due to their lack of strong spatial priors.
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Figure 2: Accuracy Difference across architectures for intensity-based shortcuts.

In Figure [2] we observe a similar trend as earlier across all datasets for the second type of short-
cuts—the intensity-based shortcuts. While accuracy on the shortcut test set remains high, accu-
racy on the normal test set is significantly lower, indicating that models leverage the intensity-based
cues for classification rather than learning meaningful features. Across architectures, CNNs again
demonstrate the best resistance to shortcut learning, showing the smallest degradation in accuracy.
However, unlike the positional shortcut case, MLPs now perform the worst, exhibiting the largest
performance drop across datasets. For digit-based datasets like MNIST and SVHN, ViTs with-
out positional encodings also struggle, performing similarly to MLPs. In contrast, on real-world
datasets like CIFAR-10 and Fashion-MNIST, ViTs without positional encodings perform compara-
bly to CNNs, indicating that they are less susceptible to intensity-based shortcuts in these settings.
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Figure 3: Accuracy Difference across different learning rates (1072, 10=%, 1073).

Further, when trained with a large learning rate, models converge faster but tend to latch onto easily
learnable patterns, including shortcuts, leading to higher Accuracy and Loss Difference values. In
contrast, models trained with a small learning rate exhibit a more gradual learning process, favoring
the acquisition of meaningful, class-relevant features over shortcut-based cues as shown in Figure[3]

Training Samples Reconstructed Samples from ViTs Reconstructed Samples from MLPs Reconstructed Samples from CNNs
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Figure 4: Reconstructed training samples as perceived by the classifier.

Figure [ presents a qualitative comparison of the perceived training images. The first column con-
tains actual training samples with embedded shortcuts, while the subsequent columns show the
reconstructed images for ViTs, MLPs, and CNNs respectively. We observe that CNNs tend to recon-
struct meaningful features with spatial coherence, while MLPs exhibit moderate shortcut reliance,
capturing a mix of class-relevant and shortcut features. ViTs, on the other hand, reconstruct highly
distorted samples dominated by shortcut-based artifacts, suggesting a stronger reliance on positional
correlations rather than intrinsic image structures.

5 CONCLUSION

In this paper, we evaluated the shortcut learning susceptibility of different vision classifier architec-
tures across four benchmark datasets by introducing artificial shortcuts into the training data.
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