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Abstract

Personalization in large language models001
(LLMs) is increasingly important, aiming to002
align the LLMs’ interactions, content, and rec-003
ommendations with individual user preferences.004
Recent advances have highlighted effective005
prompt design by enriching user queries with006
non-parametric knowledge through behavior007
history retrieval and textual profiles. However,008
these methods faced limitations due to a lack009
of model ownership, resulting in constrained010
customization and privacy issues, and often011
failed to capture complex, dynamic user be-012
havior patterns. To address these shortcomings,013
we introduce One PEFT Per User (OPPU), em-014
ploying personalized parameter-efficient fine-015
tuning (PEFT) modules to store user-specific016
behavior patterns and preferences. By plugging017
in personal PEFT parameters, users can own018
and use their LLMs individually. OPPU inte-019
grates parametric user knowledge in the per-020
sonal PEFT parameters with non-parametric021
knowledge from retrieval and profiles, adapting022
LLMs to user behavior shifts. Experimental023
results demonstrate that OPPU significantly024
outperforms existing prompt-based methods025
across seven diverse tasks in the LaMP bench-026
mark. Further studies reveal OPPU’s enhanced027
capabilities in handling user behavior shifts,028
modeling users at different activity levels, main-029
taining robustness across various user history030
formats, and displaying versatility with differ-031
ent PEFT methods.032

1 Introduction033

Personalization refers to mining users’ behavior034

history, and therefore tailoring and customizing a035

system’s interactions, content, or recommendations036

to meet specific needs, preferences, and characteris-037

tics of individual users (Tan and Jiang, 2023; Chen,038

2023). By adapting to each user’s preferences, per-039

sonalization systems enhance user experience, in-040

creasingly getting vital in areas like content recom-041

mendation (Qian et al., 2013; Wu et al., 2023; Baek042
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Figure 1: LLM ownership and behavior shift are two
challenges that developing personalized LLMs has to
face. Ownership emphasizes that the model needs to
be owned by individual user to enhance customization
and privacy. Behavior shift adaption refers to the LLMs’
ability to effectively generalize and adapt to emerging
new patterns in user behaviors.

et al., 2023), user simulation (Dejescu et al., 2023), 043

personalized chatbots (Srivastava et al., 2020; Ma 044

et al., 2021), user profiling (Gu et al., 2020; Gao 045

et al., 2023), healthcare (Goldenberg et al., 2021), 046

and education (Pratama et al., 2023). 047

Large language models (LLMs) display emer- 048

gent abilities not seen in smaller models (Wei et al., 049

2022; Lu et al., 2023), as they have billions of pa- 050

rameters and are trained on vast corpora. However, 051

existing LLMs predominantly follow the “one-size- 052

fits-all” paradigm. They are generally trained on 053

extensive, domain-agnostic datasets, which limits 054

their effectiveness in meeting the specific needs and 055

preferences of individual users (Chen et al., 2023). 056

Therefore, the challenge of integrating the strong 057

generative capabilities of LLMs with the tailored 058

requirements of individual users has emerged as a 059

significant area of research (Li et al., 2023). 060

Existing works on personalizing LLMs have pre- 061

dominantly concentrated on developing prompt 062

templates, which fall into three categories: vanilla, 063

retrieval-augmented, and profile-augmented per- 064

sonalized prompts. The vanilla personalized 065

prompt approach leverages the in-context learning 066

capability of LLMs, utilizing the user’s entire or 067
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randomly sampled history as contextual examples068

(Dai et al., 2023; Zhiyuli et al., 2023). Considering069

the growing length of user behavior history and the070

limited LLM context length, some studies applied071

retrieval methods to select the most relevant part072

of user behavior history to enhance LLM personal-073

ization (Mysore et al., 2023). Besides the retrieval,074

some techniques explicitly generate user prefer-075

ences and profiles in natural language to augment076

LLMs’ input (Richardson et al., 2023).077

Despite much research progress has been made078

in LLM personalization, existing methods face079

ownership and behavior shift challenges (Fig. 1):080

• Ownership: Existing methods are processed cen-081

tralized, where user history is encoded in a per-082

sonalized prompt and processed by centralized083

LLMs. This paradigm limits the model’s cus-084

tomization and ability to provide deep, person-085

alized experiences tailored to individual users.086

Moreover, when using a centralized model, users087

often have to share personal data with the service088

provider, which raises concerns about how user089

data are stored, used, and protected.090

• Behavior Pattern Generalization: As is re-091

vealed by Shi et al. (2023), LLMs can be easily092

distracted by irrelevant context information that093

retrieval can hardly avoid. In LLM personaliza-094

tion, where the retrieval corpus is confined to a095

specific user’s behaviors, retrieval augmentation096

might underperform, especially when the user’s097

past behaviors do not closely mirror the patterns098

needed for the query at hand.099

In light of these challenges, we propose One100

PEFT Per User (OPPU), equipping each user101

with a personalized, parameter-efficient fine-tuning102

(PEFT) module. Characterized by PEFT’s plug-103

and-play functionality and the minimal weight of104

updated parameters (typically less than 1% of the105

base LLM), OPPU facilitates LLM ownership and106

enhances generalization in scenarios of user be-107

havior shifts. By fine-tuning the PEFT module108

with the user’s personal behavior history, the per-109

sonalized PEFT parameters encapsulate behavior110

patterns and preferences. This process, when in-111

tegrated into base LLMs, allows users to obtain112

their private LLMs, ensuring LLM ownership and113

enhancing model customization. Furthermore, as is114

revealed by Gupta et al. (2024), fine-tuning LLMs115

is more effective than retrieval augmentation when116

the retrieved instances are not highly relevant to117

the query. The fine-tuned personal LLMs in OPPU 118

are adept at capturing complex behavior patterns 119

and thus capable of understanding new behaviors 120

with less reliance on highly relevant history data. 121

Experimental results show that OPPU outperforms 122

all baselines on seven public tasks in the Lan- 123

guage Model Personalization (LaMP) benchmark 124

(Salemi et al., 2023). Additional studies empha- 125

size the importance of integrating non-parametric 126

user knowledge from retrieved history with para- 127

metric knowledge from personal PEFT parameters. 128

In scenarios of user behavior shifts, where history 129

is less relevant, OPPU significantly outperforms 130

retrieval-based methods. Moreover, OPPU is re- 131

silient to varying user history formats and demon- 132

strates versatility across different PEFT methods, 133

among other advantages. 134

To summarize, the contribution of OPPU lies 135

in its pioneering approach to PEFT-based LLM 136

personalization. Each user (or user cohort) bene- 137

fits from a personal PEFT module, which not only 138

ensures LLM ownership but also significantly im- 139

proves the model’s ability to adapt to shifts in user 140

behavior. The superiority of OPPU is evidenced 141

by state-of-the-art performance across seven tasks 142

in the LaMP benchmark. By introducing this inno- 143

vative parametric-based personalization technique, 144

OPPU opens up new opportunities in democratiz- 145

ing personalized LLMs. 146

2 Preliminaries 147

2.1 Research Problem Formulation 148

For personalizing LLMs at time t, the output ru for 149

user u is conditioned on both input qu and the user’s 150

behavior history Hu. Specifically, Hu = {hu}, 151

includes all user behaviors hu before time t. User 152

behavior hu may consist of (xu, yu) pairs, aligning 153

with the task-specific query-answer format (qu, ru), 154

or plain text sequences xu providing context for 155

behavior patterns. We aim to obtain personalized 156

parameters Θu for each user u. 157

2.2 Base LLMs Task Adaption 158

Given that off-the-shelf LLMs are not inherently 159

equipped for personalization tasks, we follow the 160

methods of LaMP (Salemi et al., 2023) by fine- 161

tuning LLMs for fair comparison. This section out- 162

lines the development of base LLMs with a set of 163

held-out users to enhance their general capabilities 164

for personalization tasks without involving target 165

user preferences. Specifically, we provide three 166
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Figure 2: Overview of our proposed OPPU, where each user is equipped with a personal PEFT module and plug-in
base LLMs to get their individual LLM. Beyond parametric personalization via PEFT, OPPU is also compatible
with the non-parametric user knowledge via retrieval and profile augmentation.

alternatives: base LLM Θ(B) that only involves167

task related data, retrieval-augmented base LLM168

Θ(R) that augment input with top-k relevant user169

history, and profile-augmented base LLM Θ(P) that170

involves textual user profiles as input. Note that171

introducing RAG and PAG means users would ex-172

pose their historical data or profiles to a centralized173

LLM, potentially affect the model ownership. For174

users prioritizing privacy and ownership, OPPU175

without retrieval avoids revealing user data to ser-176

vice providers. Conversely, those seeking optimal177

performance and consent to reveal data to central-178

ized LLMs should opt for RAG or PAG. The fine-179

tuning objectives of three base models are:180


LB =CE[Θ(B)(ϕt(qu)), ru]

LR =CE[Θ(R)(ϕr(qu,Du)), ru],

LP =CE[Θ(P)(ϕp(qu,Du, su)), ru],

181

where CE denotes the cross entropy loss func-182

tion, ϕt, ϕr, and ϕp denote prompt construction183

function for base, retrieval-augmented, and profile-184

augmented LLM. The retrieved user history Du =185

R(qu,Hu, k) denotes the top-k user history from186

retriever R. su = LLM(Hu) is a textual user pro-187

file generated by an instruction-tuned LLM, e.g.,188

Vicuna (Chiang et al., 2023), based on user history.189

To make this process more computationally ef-190

ficient, we adopt the low-rank adaptation (LoRA)191

(Hu et al., 2021) for base LLM task adaption that192

only updates about 0.5% external parameters com-193

pared to the total LLM parameter size. After train-194

ing, LoRA parameters are merged into the base195

model, equipping LLMs with task capabilities.196

3 One PEFT Per User (OPPU) 197

Once the base model for task adaption is obtained, 198

users can only access the base model parameters 199

and their personal behavior history data, controlling 200

privacy risks. This section introduces personalized 201

LLMs for target users through parametric PEFT 202

and integrates non-parametric knowledge such as 203

retrieval and profile augmentation. For each user, 204

we plug a personal trainable PEFT module (LoRA 205

by default) ∆Θ
(B)
u , ∆Θ

(R)
u , ∆Θ

(P)
u to correspond- 206

ing base LLM under three settings to obtain per- 207

sonalized LLM Θ
(B)
u , Θ(R)

u , and Θ
(P)
u , while base 208

LLM parameters Θ(B), Θ(R), Θ(P) are frozen. 209
Θ(B)

u =Θ(B) ⊕∆Θ(B)
u ,

Θ(R)
u =Θ(R) ⊕∆Θ(B)

u ,

Θ(P)
u =Θ(P) ⊕∆Θ(B)

u .

210

We then use the user data Hu for LLM fine-tuning 211

to learn the personalized PEFT parameters. The 212

training objectives for user u under base, retrieval- 213

augmented, and profile-augmented settings are: 214
L(B)
u =CE[Θ(B)

u (ϕt(xu)), yu],

L(R)
u =CE[Θ(R)

u (ϕr(xu,D<t(xu)
u )), yu],

L(P)
u =CE[Θ(P)

u (ϕp(xu,D<t(xu)
u ), su), yu],

215

where D<t(xu)
u = R(ϕt(xu),H<t(xu)

u , k), H<t(xu)
u 216

is restricted to user u’s past behavior history that 217

occurred before xu. 218

User behavior history often does not align neatly 219

with the query format. For example, in personal- 220

ized tweet paraphrasing tasks, where the input is a 221

text sequence qu and the output is the paraphrased 222
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tweet ru, the history Hu only includes historical223

tweets. In scenarios where user history does not di-224

rectly aligned with the specific task format, denoted225

as Hu = {xu}, we replace the user history output226

yu in personal PEFT training objectives L(B)
u , L(R)

u ,227

L(P)
u with right-shifted history x′u for unsupervised228

next token prediction.229

By optimizing personal PEFT parameters with230

the objectives mentioned above, OPPU comprehen-231

sively capture the user behavior patterns in PEFT232

parameters ∆Θ
(B)
u , ∆Θ

(R)
u , ∆Θ

(P)
u , creating per-233

sonalized LLMs owned by users. We envision the234

proposed OPPU as a versatile LLM personaliza-235

tion framework, where each user possesses their236

own PEFT parameters that contain personal behav-237

ior history and preferences. By plugging their per-238

sonal PEFT parameters into the base LLMs, users239

can get their personalized LLMs, while achieving240

a better understanding and generalization of users’241

preferences from the parametric dimension.242

4 Experimental Settings243

Datasets We use data from the Large Language244

Model Personalization (LaMP) benchmark (Salemi245

et al., 2023), which includes seven public language246

model personalization tasks: four classification247

tasks and three generation tasks.1 To promote LLM248

ownership, we emphasize the need for users to con-249

tribute extensive historical data for personalizing250

their model. Therefore, we focus on the most active251

users, selecting 100 users with the longest history252

logs from the time-based dataset version as the253

test set, while using all other users for base LLM254

training. Dataset statistics are in Appendix B.255

Baselines We compare our proposed OPPU with256

the non-personalized baseline and the retrieval-257

augmented (RAG) and profile-augmented (PAG)258

LLM personalization methods. For all baselines259

and OPPU, we choose one of the most widely260

adopted open-source LLM Llama-2-7B (Touvron261

et al., 2023) as our base LLM and take BM25 (Trot-262

man et al., 2014) for all retrieval operations to en-263

sure efficient and fair comparison.2264

Evaluation Metrics Following LaMP (Salemi265

et al., 2023), we use accuracy and F1-score for clas-266

sification tasks (LaMP-1, LaMP-2N, and LaMP-267

1We exclude LaMP-6 as it involves private data that we
cannot access.

2Baselines and hyperparameter details are presented in
Appendix D and A to facilitate further research.

2M), MAE and RMSE for LaMP-3, and adopt 268

ROUGE-1 and ROUGE-L (Lin, 2004) for text gen- 269

eration tasks (LaMP-4, LaMP-5, LaMP-7). Note 270

that all metrics are the higher the better, except for 271

RMSE and MAE used for the LaMP-3. 272

5 Results 273

Table 1 shows the performance on the test set for 274

all seven public tasks in the LaMP benchmark, we 275

have observations as follows. 276

OPPU brings universal improvement. Mod- 277

els equipped with OPPU outperform all base- 278

line personalization methods across all seven 279

tasks. Notably, in personalized classification tasks, 280

OPPU achieves an average relative improvement 281

of 17.38% in MAE and 8.89% in RMSE for per- 282

sonalized product rating prediction. Additionally, 283

it shows an 11.87% improvement in accuracy and 284

7.56% in F1-score for personalized movie tagging. 285

For personalized text generation tasks, OPPU en- 286

hances ROUGE-1 and ROUGE-L scores by 3.42% 287

and 3.87%, respectively, in personalized scholarly 288

title generation. 289

Integrating non-parametric and parametric 290

knowledge performs the best. Combining 291

OPPU’s parametric knowledge stored in PEFT 292

parameters and the non-parametric in retrieved 293

items and user profiles, results in notable perfor- 294

mance gains. For instance, averaging across all 295

seven tasks, combining retrieval in OPPU will 296

bring 1.93% and 2.48% relative improvement com- 297

pared with the non-retrieval and non-OPPU yet 298

retrieval version model, respectively. Moreover, 299

integrating OPPU with user profiles would also 300

bring 4.56% and 7.18% performance gain against 301

non-profile and non-OPPU versions, respectively. 302

Overall, combining non-parametric retrieval and 303

profile knowledge with parametric PEFT knowl- 304

edge in OPPU delivers the best performance. 305

Performance w.r.t. difference between task and 306

history format. In tasks like personalized cita- 307

tion identification, there is a notable discrepancy 308

between the user history format and the task itself. 309

Here, the user history comprises the user’s publica- 310

tion history, while the task involves binary classi- 311

fication to identify the correct citation paper. This 312

disparity is also seen in the personalized tweet para- 313

phrasing task. In these cases, OPPU significantly 314

enhances performance. Specifically, for personal- 315

ized citation identification, OPPU increases accu- 316
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Table 1: Main experiment results on the LaMP benchmark. R-1 and R-L denote ROUGE-1 and ROUGE-L,
respectively. k refers to the number of retrieved items, with k = 0 indicating no retrieval. ↑ indicates that higher
values are better, and ↓ implies lower values are preferable. For each task, the best score is in bold and the second
best is underlined.‘∗’ indicates significant improvement against counterparts without OPPU.

Task Metric Non-Personalized RAG PAG RAG+OPPU (Ours) PAG+OPPU (Ours)

k=0 Random k=1 k=2 k=4 k=0 k=1 k=0 k=1 k=2 k=4 k=0 k=1

LAMP-1: PERSONALIZED

CITATION IDENTIFICATION

Acc ↑ .659 .650 .659 .691 .691 .756 .755 .683∗ .675∗ .707∗ .723∗ .772∗ .797∗
F1 ↑ .657 .647 .657 .689 .690 .755 .755 .682∗ .674∗ .705∗ .723∗ .772∗ .794∗

LAMP-2N: PERSONALIZED

NEWS CATEGORIZATION

Acc ↑ .787 .785 .820 .832 .832 .817 .817 .810∗ .823 .834 .838∗ .827∗ .831∗

F1 ↑ .538 .527 .598 .632 .647 .623 .621 .589∗ .615∗ .635 .661∗ .648∗ .638∗

LAMP-2M: PERSONALIZED

MOVIE TAGGING

Acc ↑ .478 .499 .587 .598 .622 .534 .587 .600∗ .626∗ .634∗ .645∗ .636∗ .648∗
F1 ↑ .425 .441 .512 .514 .542 .476 .506 .493∗ .531∗ .535∗ .553∗ .536∗ .540∗

LAMP-3: PERSONALIZED

PRODUCT RATING

MAE ↓ .223 .259 .214 .214 .232 .321 .223 .179∗ .196∗ .214 .223∗ .205∗ .143∗
RMSE ↓ .491 .590 .535 .463 .535 .582 .473 .443∗ .518∗ .463 .526∗ .473∗ .378∗

LAMP-4: PERSONALIZED

NEWS HEADLINE GEN.
R-1 ↑ .186 .187 .191 .196 .198 .187 .193 .191∗ .194∗ .196 .199 .189∗ .194
R-L ↑ .167 .168 .172 .176 .178 .168 .173 .171∗ .175 .177 .180∗ .170∗ .175

LAMP-5: PERSONALIZED

SCHOLARLY TITLE GEN.
R-1 ↑ .476 .478 .505 .510 .499 .486 .516 .519∗ .522∗ .511 .526∗ .490∗ .525∗

R-L ↑ .415 .418 .445 .444 .434 .429 .440 .442∗ .457∗ .440 .467∗ .428∗ .473∗

LAMP-7: PERSONALIZED

TWEET PARAPHRASING

R-1 ↑ .527 .524 .568 .577 .562 .542 .568 .539∗ .579∗ .575∗ .581∗ .542 .577∗

R-L ↑ .474 .474 .521 .527 .514 .501 .518 .483∗ .533∗ .531∗ .528∗ .492 .533∗

Table 2: Performance under user behavior shift, where
we remove the user behavior history highly similar to
the query at hand. k denotes the number of retrieved
history items, and k = 0 means non-retrieval. Armed
with irrelevant user history, the retrieval-only method
falls short and performs close to the non-personalized
baseline, while OPPU shows stronger generalizability
in the user behavior shift scenario.

LaMP
Task

History
Type

Non-
Personalized

Retrieval
k=1

OPPU
k=0

OPPU
k=1

1
Acc F1 Acc F1 Acc F1 Acc F1

full
.659 .657

.659 .657 .683 .682 .675 .674
irrelevant .626 .626 .683 .683 .699 .697

3
MAE RMSE MAE RMSE MAE RMSE MAE RMSE

full
.223 .491

.214 .535 .179 .443 .196 .518
irrelevant .268 .583 .196 .463 .241 .559

5
R-1 R-L R-1 R-L R-1 R-L R-1 R-L

full
.476 .415

.505 .445 .519 .442 .522 .457
irrelevant .475 .417 .493 .437 .490 .417

7
R-1 R-L R-1 R-L R-1 R-L R-1 R-L

full
.527 .474

.571 .521 .539 .483 .579 .533
irrelevant .543 .495 .528 .482 .563 .523

racy by 3.48% and F1-score by 3.52%, thanks to317

personalized context knowledge provided through318

personal PEFT.319

The more retrieved items, the better perfor-320

mance. Our experimental results generally in-321

dicate that an increase in the number of retrieved322

items correlates with improved performance. How-323

ever, we also observe that some data points don’t324

fit this trend, and we hypothesize that this inconsis-325

tency may arise from the retrieved items introduc-326

ing noise and irrelevant behavior patterns, poten-327

tially complicating the model’s process of under-328

standing user preferences.329

6 Analysis 330

Performance under User Behavior Shift Re- 331

cent studies have shown that retrieval-augmented 332

generation methods tend to underperform when the 333

retrieved corpus does not contain highly relevant 334

documents (Shi et al., 2023; Gupta et al., 2024). 335

This problem is common in personalization con- 336

texts where the user’s behavior history does not 337

closely match their current queries. To simulate 338

this scenario, we use DeBERTa-v3 (He et al., 2022) 339

to extract features from the user’s historical behav- 340

iors and current query, computing cosine similarity 341

to assess relevance. We then rank the historical be- 342

haviors and select the top 100 items with the lowest 343

relevance scores as irrelevant user history. 344

Table 2 shows that limiting user history to less 345

relevant items significantly reduces the perfor- 346

mance of retrieval-based methods, often aligning 347

with non-personalized approaches. In contrast, 348

OPPU demonstrates stronger robustness and gen- 349

eralization to less relevant history, even outper- 350

forming models trained with all user history items. 351

Additionally, the combination of parametric and 352

non-parametric knowledge (OPPU, k=1) enhances 353

robustness in personalized text generation tasks, 354

while models using only parametric knowledge 355

(OPPU, k=0) perform better in personalized text 356

classification tasks. 357

Modeling Users with Different Active Levels 358

In our main experiment, we focus on highly ac- 359

tive users. However, many users exhibit lower 360

activity levels, resulting in shorter behavior histo- 361

ries. To examine the impact of user activity levels 362
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Figure 3: Model performance on personalized movie
tagging and personalized tweet paraphrasing for users
with different numbers of behavior history.
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Figure 4: Performance of OPPU and retrieved-only
baseline when the number of retrieved items k increases.

on model performance, we randomly selected 20363

users from each activity range. Figure 3 shows364

that LLMs equipped with OPPU consistently out-365

perform baseline methods across various activity366

levels. Key observations include: 1) The longer the367

user history, the more pronounced the superiority368

of retrieval + OPPU over baselines. 2) Includ-369

ing non-parametric user knowledge via retrieval370

improves performance compared to methods with-371

out retrieval. 3) Integrating parametric knowledge372

in OPPU with non-parametric knowledge from373

retrieval yields the strongest performance across374

different user activity levels.375

Performance w.r.t. Retrieved History Items k376

In this study, we alter the number of retrieved items377

of both retrieval-only baseline and retrieval+OPPU378

to gain a better understanding of the integration379

of non-parametric and parametric user knowledge.380

Figure 4 illustrates that as we increase the num-381

ber of retrieved historical behavior items, both the382

retrieval-only baselines and the retrieval+OPPU383

approaches show improved performance. Interest-384

Table 3: Performance of OPPU with different ablated
versions of user history configurations. k refers to the
number of retrieved items, and k = 0 denotes non-
retrieval. The best score is in bold and the second best
is underlined.

Task in
LaMP History Retrieval

k=1
OPPU

k=0
OPPU

k=1

2M

w/ desc. w/ tag Acc F1 Acc F1 Acc F1

✓ .530 .488 .486 .437 .624 .539
✓ .567 .514 .499 .440 .634 .548

✓ ✓ .587 .512 .600 .493 .626 .531

5

w/ abs. w/ title R-1 R-L R-1 R-L R-1 R-L

✓ .493 .422 .497 .434 .495 .449
✓ .475 .425 .489 .430 .492 .429

✓ ✓ .505 .445 .519 .442 .522 .457

ingly, we observe that as the number of retrieved 385

items k becomes larger, the performance difference 386

between the retrieval-only and retrieval+OPPU nar- 387

rows. This trend could be attributed to the longer 388

logs of user behavior history in non-parametric 389

prompts, which reduce the gap between the compre- 390

hensive user behavior history encapsulated in per- 391

sonalized PEFT parameters and the non-parametric 392

user knowledge included in the prompts. 393

Robustness against Task Formats Our main 394

results demonstrate that OPPU significantly im- 395

proves performance even when the user history 396

corpus does not strictly follow the task format. We 397

tested this robustness by ablating the history for- 398

mat in personalized movie tagging (LaMP-2M) and 399

personalized scholarly title generation (LaMP-5) 400

tasks, covering both text classification and gener- 401

ation categories. In both tasks, each user history 402

item consists of input and output aligned with the 403

user query xu and output yu. We ablated history 404

behavior items from the input and output sides, 405

comparing them with the retrieval baseline to test 406

OPPU’s robustness against mismatched formats. 407

Shown in Table 3, OPPU achieves performance 408

close to that with full history in the text generation 409

task, even with incomplete user behavior history. 410

In news categorization, LLMs struggle with only 411

parametric knowledge, but integrating retrieval aug- 412

mentation, OPPU shows robust performance, out- 413

performing models tuned on complete user his- 414

tory data. Overall, results reveal that combining 415

non-parametric and parametric knowledge makes 416

OPPU robust to different user history formats. 417

On PEFT Method Choices We propose OPPU 418

as a versatile PEFT-based LLM personalization 419

framework compatible with various PEFT meth- 420
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Non-personalized

Retrieval

OPPU 
(Ours)

      :Which tag does this movie relate to among 
the following tags?

description: Last night Kate met John. But 
when she wakes up, he's gone and she's 
locked in his flat. When she calls him at 
work, he apologises and promises to come 
straight back. But an accidental find in a 
drawer turns her anticipation into horror.
tag:

Input Query

User History

Retriever
description: After a car crash, a 
criminal psychologist regains 
consciousness only to find that 
she's a patient in the same mental 
institution that currently employs…
tag: psychology

Retrieved History

+ =
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Figure 5: Case study in the personalized movie tagging task. It is shown that the retrieval-augmented personalization
method can be easily distracted by less relevant user behavior history. In contrast, our OPPU demonstrates a more
effective and comprehensive ability to capture the user’s behavior patterns.
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Figure 6: Performance of OPPU on personalized movie
tagging and personalized scholarly title generation tasks
when equipped with different PEFT methods. We find
that a larger proportion of trainable parameters generally
results in better personalization performance.

ods. This study evaluates OPPU’s performance421

across different PEFT approaches, including LoRA,422

prompt tuning, and (IA)3, which plug in external423

learnable parameters in the embedding space and424

scale the attention factor, respectively. As shown425

in Figure 6, OPPU enhances performance with all426

three PEFT types, demonstrating its effectiveness427

and versatility. Notably, LoRA typically delivers428

the highest performance, followed by (IA)3, and429

then prompt tuning. This hierarchy aligns with the430

proportion of trainable parameters in each method:431

LoRA at 0.01%, (IA)3 at 0.06%, and prompt tun-432

ing at 0.001%. These results suggest that a greater433

number of trainable parameters in a personalized434

PEFT method generally leads to improved person-435

alization performance.436

Case Study To illustrate the effectiveness of437

OPPU, we conduct a case study on personalized438

movie tagging task for an individual user. Figure439

5 shows that the non-personalized method, relying440

solely on query input, ignores user behavior history441

and yields incorrect answers. The retrieval-based 442

method, though incorporating user history, fails 443

to retrieve closely matched behaviors to the query, 444

also resulting in errors. We argue that retrieval aug- 445

mentation with a few user history examples cannot 446

fully capture user preferences. In contrast, OPPU 447

uses a personalized PEFT module to effectively 448

understand the user’s behavior patterns across the 449

entire user history. In this case, OPPU successfully 450

recognizes the user’s frequent tagging of “based on 451

a book" and provides the correct response. 452

Similarities Between Personalized PEFTs To 453

understand how user behavior patterns are reflected 454

in their private PEFT parameters, we analyze the 455

cosine similarities between these parameters across 456

different users, as shown in Figure 9. We select 457

two representative tasks from text classification and 458

generation categories and compute the cosine simi- 459

larities for 100 users’ PEFT parameters in the test 460

set. The private PEFT similarities generally range 461

from 0.4 to 0.7, with the highest average similari- 462

ties observed in the scholarly title generation task, 463

likely due to its task-specific nature. Relative differ- 464

ences among users offer additional insights: in per- 465

sonalized text classification tasks, similarities vary 466

more, indicating that some users have higher sim- 467

ilarities than others. Conversely, in personalized 468

text generation tasks, the similarities are relatively 469

uniform, suggesting that personal preferences in 470

these tasks are harder to categorize. 471

7 Related Work 472

7.1 Personalization of LLMs 473

The thrust of existing LLM personalization re- 474

search is centered on designing prompts that in- 475

corporate historical user-generated content and be- 476

havior. These approaches help LLMs understand 477
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Figure 7: Similarities between personal PEFT parameters under personalized text classification and generation.

users’ preferences, tailoring responses to individual478

needs (Tan and Jiang, 2023; Chen et al., 2023). The479

endeavors towards personalized LLMs mainly fall480

into three categories: vanilla, retrieval-augmented,481

and profile-augmented personalized prompts.482

In the vanilla personalized prompt category, re-483

searchers use in-context and few-shot learning to484

encode either complete or a sample of user be-485

havior history as contextual examples (Liu et al.,486

2023a; Wang et al., 2023). For instance, Dai et al.487

(2023) and Kang et al. (2023) encode the user’s488

personal rating history as few-shot demonstration489

examples. Moreover, some research works (Chris-490

takopoulou et al., 2023; Zhiyuli et al., 2023) also491

discovered a long user history would bring bet-492

ter performance. To manage the growing user be-493

havior data and LLMs’ limited context windows,494

the retrieval-augmented personalized prompt ap-495

proach has emerged (Salemi et al., 2023; Li et al.,496

2023). For instance, Pearl (Mysore et al., 2023)497

proposes a generation-calibrated retriever to se-498

lect historic user-authored documents for prompt499

augmentation. Beyond simple retrieval, some re-500

searchers summarize user preferences and behavior501

patterns into natural language profiles for input502

query augmentation, termed profile-augmented per-503

sonalized prompts (Liu et al., 2023b; Sun et al.,504

2024). Richardson et al. (2023) use the instruction-505

tuned LLMs to generate an abstract summary of506

user history data, augmenting retrieval-based per-507

sonalization methods. There is also another line508

of work focusing on personalized alignment meth-509

ods via parameter merging (Jang et al., 2023) and510

personalized reward model (Cheng et al., 2023).511

7.2 Parameter-Efficient Fine-tuning (PEFT)512

With the exponential growth in LLM parameters,513

fine-tuning all parameters is expensive (Liu et al.,514

2022b; Xu et al., 2023; Gupta et al., 2024). To ad-515

dress this, parameter-efficient fine-tuning (PEFT)516

methods update only a small number of extra pa-517

rameters while keeping pretrained weights frozen518

(He et al., 2021; Fu et al., 2023). For example, 519

adapter tuning (Houlsby et al., 2019) injects learn- 520

able parameters into each feedforward layer, up- 521

dating only these during fine-tuning. Inspired by 522

discrete textual prompts (Sanh et al., 2022; Wang 523

et al., 2022), prefix tuning (Li and Liang, 2021) 524

and prompt tuning (Lester et al., 2021) optimize 525

prompts and prefixes for specific tasks. LoRA (Hu 526

et al., 2021) adds low-rank matrices to approximate 527

parameter updates, and (IA)3 (Liu et al., 2022a) 528

scales activation in the attention mechanism. These 529

methods achieve performance comparable to full 530

fine-tuning by updating less than 1% of the origi- 531

nal parameters, are effective against catastrophic 532

forgetting (Pfeiffer et al., 2021), and are robust to 533

out-of-distribution samples (Li and Liang, 2021). 534

Previous works focused on prompt design, lim- 535

ited by model ownership and user behavior shifts. 536

PEFT’s small number of updated parameters and 537

plug-and-play nature make it ideal for efficient 538

LLM personalization and model ownership. OPPU 539

introduces personalization at the parametric level 540

via a personal PEFT module, pioneers storing user 541

history within personal PEFT parameters, equip- 542

ping each user with a unique, easily integrable 543

PEFT module for model ownership. 544

8 Conclusion 545

We introduced OPPU, equipping each user with a 546

personal PEFT module that facilitates model own- 547

ership and generalization under behavior shifts. 548

By tuning these parameters with a user’s history, 549

OPPU captured personalized behavioral patterns. 550

It integrated non-parametric user knowledge via 551

retrieval and user profiles, showing superior per- 552

formance across all seven LaMP benchmark tasks. 553

Additional experiments demonstrated OPPU’s ver- 554

satility, robustness, and effectiveness for users with 555

varying activity levels. Our framework paved the 556

way for new opportunities in PEFT-based LLM 557

personalization, enhancing LLM modularity for 558

effective and democratized personalization. 559

8



9 Limitations560

We identify three key limitations in OPPU. Firstly,561

limited by the dataset, we mainly focus on one562

specific task per user rather than examining user563

behaviors across multiple tasks and domains. For564

example, in the movie tagging task, users are solely565

engaged in that specific activity, without the inclu-566

sion of behaviors from other areas. Despite this,567

the OPPU framework is inherently adaptable to568

any text sequence generation task and is capable569

of conducting diverse user instructions across dif-570

ferent tasks and domains. The exploration of LLM571

personalization across a broader range of tasks and572

domains remains an area for future investigation.573

Secondly, OPPU serves as a general framework574

that incorporates the entirety of a user’s behavior575

history into their private PEFT module. However,576

user interests are dynamic and may display incon-577

sistencies or conflicts over time. Future research578

directions include examining methodologies for se-579

lecting the most relevant or valuable items from a580

user’s history and devising strategies to effectively581

manage any discrepancies or conflicts within this582

historical data.583

10 Ethical Considerations584

Privacy Personalization in LLMs involves tailor-585

ing responses based on user-specific data, which586

may include sensitive or private information. The587

capacity of an LLM to adapt its outputs to indi-588

vidual users raises privacy concerns, as it might589

inadvertently reveal personal details. This under-590

scores the importance of implementing robust pri-591

vacy safeguards in LLM personalization, ensuring592

that personal data is handled respectfully and se-593

curely to prevent any unintended disclosures.594

Data Bias Personalizing LLMs heavily relies on595

the personal data fed into the system. If this per-596

sonal data is biased or unrepresentative, the model’s597

outputs could potentially perpetuate these biases,598

leading to unfair or prejudiced responses. It is599

crucial to monitor and mitigate such biases in the600

personal data and the personalized model we ob-601

tain to ensure that personalized LLMs are fair and602

harmless in their responses.603

Accessibility By advancing the field of LLM per-604

sonalization, we aim to enrich user interactions605

with AI systems. However, the complexity and606

resource-intensive nature of LLMs might pose ac-607

cessibility challenges. Smaller entities or individ-608

ual researchers with limited computational power 609

and budgetary constraints might find it difficult to 610

engage with advanced personalized LLMs, poten- 611

tially widening the gap in AI research and applica- 612

tion. It is essential to develop strategies that make 613

personalized LLM technologies more accessible to 614

a broader range of users and researchers, ensuring 615

equitable progress in this domain. 616
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Table 4: Hyperparameter settings of OPPU accross
various tasks on LaMP benchmark. We find our hyper-
parameter settings robust across all 7 tasks.

Tasks rank #epoch lr R2 reg. batch size

LAMP-1: PERSONALIZED

CITATION IDENTIFICATION
8 3 1e−5 1e−2 16

LAMP-2: PERSONALIZED

NEWS CATEGORIZATION
8 3 1e−5 1e−2 16

LAMP-2: PERSONALIZED

MOVIE TAGGING
8 3 1e−5 1e−2 4

LAMP-3: PERSONALIZED

PRODUCT RATING
8 3 1e−5 1e−2 3

LAMP-4: PERSONALIZED

NEWS HEADLINE GENERATION
8 2 1e−5 1e−1 8

LAMP-5: PERSONALIZED

SCHOLARLY TITLE GENERATION
8 2 1e−5 1e−1 4

LAMP-7: PERSONALIZED

TWEET PARAPHRASING
8 2 1e−5 1e−1 8
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Figure 8: Efficiency analysis of OPPU, in which we
alter the number of history items and average token per
history item and record the training time.

A Hyperparameters891

The hyperparameters of OPPU are presented in892

Table 4 to facilitate further research. For LoRA, we893

add trainable low-rank matrice in the Wq and Wv894

B Dataset Statistics895

The dataset statistics are presented in Table 5.896

B.1 Similarities Between Personalized PEFTs897

To gain a better understanding of how users’ be-898

havior biases are encapsulated within their pri-899

vate PEFT parameters, we analyze the cosine simi-900

larities between these parameters across different901

users, as illustrated in Figure 9. Specifically, we902

select two representative tasks from text classifica-903

tion and generation categories respectively, then we904

compute the cosine similarities on the 100 users’905

PEFT parameters in the test set. As shown in Fig-906

ure 9, we observe that the private PEFT similarities907

generally range from 0.4 to 0.7. Interestingly, the908

personalized scholarly title generation task exhibits909

the highest average similarities, likely due to task-910

specific characteristics that entail less personal bias.911

Besides the absolute values of these similarities, the912

relative differences among various users provide913

additional insights. In personalized text classifi-914

cation tasks, the similarities tend to exhibit more915

Table 5: Dataset statistics: We report average sequence
length in terms of number of tokens. #Q is the number
of queries, Lin and Lout are the average length of input
and output sequence respectively, and #History is the
number of adopted items. To save space, task names
can be found in Table 1.

Task in
LaMP

Base LLM Training Personal PEFT Training

#Q Lin Lout #Q #History Lin Lout

1 7,919 51.3 1.0 123 317.5 52.0 1.0
2M 3,181 92.1 1.4 3,302 55.6 92.6 2.0
2N 3,662 68.2 1.3 6,033 219.9 63.5 1.1
3 22,388 128.7 1.0 112 959.8 211.9 1.0
4 7,275 33.9 9.2 6,275 270.1 25.2 11.1
5 16,075 162.1 9.7 107 442.9 171.6 10.3
7 14,826 29.7 18.3 109 121.2 29.4 18.0

variance, suggesting that some users have higher 916

similarities compared to others. In contrast, the 917

similarities in personalized text generation tasks 918

remain relatively uniform. This pattern leads us 919

to speculate that personal preferences in text gen- 920

eration tasks are more challenging to categorize, 921

making it harder to distinctly group users based 922

on their preferences. On the other hand, prefer- 923

ences in text classification tasks appear to be more 924

identifiable and classifiable. 925

C Efficiency Analysis 926

Personalization is a technique that aims at univer- 927

sally benefiting everyone, where scalability and 928

efficiency are crucial factors in large-scale deploy- 929

ment. In this experiment, we study the training 930

efficiency of our proposed OPPU. We specifically 931

examine two critical factors: the number of user 932

history items and the average token numbers per 933

history item across classification and generation 934

tasks. Given that the training of each user’s private 935

PEFT can occur simultaneously or in a distributed 936

manner, we choose not to consider the user count 937

factor in this scenario, concentrating instead on the 938

efficiency of training for an individual user. Ini- 939

tially, we set a consistent count of 100 whitespace- 940

separated tokens for each history entry and vary 941

the number of history items from 10 to 100. We 942

then fix the history item count at 10 and adjust the 943

token count from 10 to 100. The training time for 944

each configuration, necessary for users to develop 945

their personal PEFT modules. Presented in Figure 946

8, the results suggest that training time increases 947

linearly with the number of user history items. The- 948

oretically, training time grows quadratically with 949

the increase in average tokens per history entry, yet 950
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Figure 9: Cosine similarities between personal PEFT parameters under personalized text classification and generation
tasks.

our observations indicate a trend more akin to lin-951

ear growth. It’s noteworthy that the longer training952

durations for personalized movie tagging tasks, as953

opposed to personalized tweet paraphrasing, are954

attributed to different training epochs.955

D Baseline Details956

The baseline details are presented as follows:957

• Non-Personalized Baseline: We present two958

approaches under the non-personalized setting:959

non-retrieval and random history. Non-retrieval960

method refers to only feeding the user’s query961

without revealing the user’s behavior history to962

the LLMs. Random history baseline means aug-963

menting the user’s query with random history964

behavior from all user history corpus.965

• Retrieval-Augmented Personalization (RAG):966

We follow the retrieval-augmented personaliza-967

tion method presented in LaMP (Salemi et al.,968

2023), where the user’s query is augmented with969

top k retrieved items from the corresponding970

user’s history corpus. We take k=1, 2, 4 in this971

work.972

• Profile-Augmented Personalization (PAG):973

This method is taken from Richardson et al.974

(2023), in which the user’s input sequence would975

concatenate the user’s profile summarizing the976

user’s preference and behavior patterns. In our977

experiments, we generate user profiles using the978

vicuna-7B (Chiang et al., 2023) model. More-979

over, the profile-augmented method could be980

combined with the retrieval augmentation. In981

this case, we take the number of retrieval items982

k=1 following the setting of Richardson et al.983

(2023).984

E Scientific Artifacts985

OPPU is built with the help of many existing sci-986

entific artifacts, including PyTorch (Paszke et al.,987

2019), Numpy (Harris et al., 2020), huggingface 988

transformers (Wolf et al., 2020), and bitsandbytes 989

(Dettmers et al., 2022). We will make the OPPU 990

implementation publicly available to facilitate fur- 991

ther research. 992

F Computation Resources Details 993

All experiments are implemented on a server with 3 994

NVIDIA A6000 GPU and Intel(R) Xeon(R) Silver 995

4210R CPU @ 2.40GHz with 20 CPU cores. Train- 996

ing 100 personal PEFT sequentially took around 997

12 minutes to 12 hours depending on the size of the 998

behavior history corpus and the sequence length 999

per history item. 1000

G PEFT Cosine Similarity Details 1001

Each user’s private PEFT parameters contain mul- 1002

tiple learnable tensors, we first flatten the tensors 1003

and calculate the cosine similarities between cor- 1004

responding private PEFT parameters, then average 1005

cosine similarities for each pair of PEFT modules. 1006

A pseudo-code using PyTorch is as follows: 1007

def cosine_similarity(PEFT_1, PEFT_2): 1008

similarity_sum = 0 1009

count = 0 1010

for key in PEFT_1: 1011

if key in PEFT_2: 1012

v1 = PEFT_1[key].flatten() 1013

v2 = PEFT_2[key].flatten() 1014

1015

dot = torch.dot(v1, v2) 1016

norm_1 = torch.linalg.norm(v1) 1017

norm_2 = torch.linalg.norm(v2) 1018

1019

similarity = dot / (norm_1 * norm_2) 1020

similarity_sum += similarity 1021

count += 1 1022

1023

return similarity_sum / count 1024
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H Task Details1025

We present the task details as follows to help read-1026

ers gain a better understanding of the task format.1027

• Personalized Citation Identification is a binary1028

text classification task. Specifically, given user u1029

writes a paper x, the task aims to make the model1030

determine which of the two candidate papers u1031

will cite in paper x based on the user’s history1032

data, which contains the publications of user u.1033

• Personalized News Categorization is a 15-way1034

text classification task to classify news articles1035

written by a user u. Formally, given a news ar-1036

ticle x written by user u, the language model is1037

required to predict its category from the set of1038

categories based on the user’s history data, which1039

contains the user’s past article and corresponding1040

category.1041

• Personalized Movie Tagging is a 15-way text1042

classification task to make tag assignments1043

aligned with the user’s history tagging prefer-1044

ence. Specifically, given a movie description x,1045

the model needs to predict one of the tags for the1046

movie x based on the user’s historical movie-tag1047

pairs.1048

• Personalized Product Rating is a 5-way text1049

classification task and can also be understood as1050

a regression task. Given the user u’s historical re-1051

view and rating pairs and the input review x, the1052

model needs to predict the rating corresponding1053

to x selected from 1 to 5 in integer.1054

• Personalized News Headline Generation is a1055

text generation task to test the model’s ability1056

to capture the stylistic patterns in personal data.1057

Given a query x that requests to generate a news1058

headline for an article, as well as the user profile1059

that contains the author’s historical article-title1060

pairs, the model is required to generate a news1061

headline specifically for the given user.1062

• Personalized Scholarly Title Generation is a1063

text generation task to test personalized text gen-1064

eration tasks in different domains. In this task,1065

we require language models to generate titles for1066

an input article x, given a user profile of historical1067

article-title pairs for an author.1068

• Personalized Tweet Paraphrasing is also a text1069

generation task that tests the model’s capabili-1070

ties in capturing the stylistic patterns of authors.1071

Given a user input text x and the user profile of 1072

historical tweets, the model is required to para- 1073

phrase x into y that follows the given user’s tweet 1074

pattern. 1075

I Prompt for Personalization Tasks 1076

We present the prompt used in our experiments 1077

in this section, where the text in {BRACES} can be 1078

replaced with content specific to different users and 1079

queries. 1080

I.1 Personalized Citation Identification 1081

{USER PROFILE} 1082

{RETRIEVED HISTORY} 1083

Identify the most relevant reference for the listed 1084

publication by the researcher. Select the reference 1085

paper that is most closely related to the researcherś 1086

work. Please respond with only the number that 1087

corresponds to the reference. 1088

paper title: {QUERY PAPER TITLE} 1089

reference: [1] - {OPTION1} [2] - {OPTION2} 1090

answer: 1091

I.2 Personalized News Categorization 1092

{USER PROFILE} 1093

{RETRIEVED HISTORY} 1094

Which category does this article relate to among 1095

the following categories? Just answer with the 1096

category name without further explanation. cate- 1097

gories: [travel, education, parents, style & beauty, 1098

entertainment, food & drink, science & technology, 1099

business, sports, healthy living, women, politics, 1100

crime, culture & arts, religion] 1101

article: {QUERY ARTICLE} category: 1102

I.3 Personalized Movie Tagging 1103

{USER PROFILE} 1104

{RETRIEVED HISTORY} 1105

Which tag does this movie relate to among the fol- 1106

lowing tags? Just answer with the tag name without 1107

further explanation. tags: [sci-fi, based on a book, 1108

comedy, action, twist ending, dystopia, dark com- 1109

edy, classic, psychology, fantasy, romance, thought- 1110

provoking, social commentary, violence, true story] 1111

description: {QUERY DESCRIPTION} tag: 1112

I.4 Personalized Product Rating 1113

{USER PROFILE} 1114

{RETRIEVED HISTORY} 1115

What is the score of the following review on a scale 1116

of 1 to 5? just answer with 1, 2, 3, 4, or 5 without 1117

further explanation. 1118
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review: {QUERY REVIEW} score:1119

I.5 Personalized News Headline Generation1120

{USER PROFILE}1121

{RETRIEVED HISTORY}1122

Generate a headline for the following article.1123

article: {QUERY ARTICLE} headline:1124

I.6 Personalized Scholarly Title Generation1125

{USER PROFILE}1126

{RETRIEVED HISTORY}1127

Generate a title for the following abstract of a paper.1128

abstract: {QUERY ABSTRACT} title:1129

I.7 Personalized Tweet Paraphrasing1130

{USER PROFILE}1131

{RETRIEVED HISTORY}1132

Following the given pattern, paraphrase the follow-1133

ing text into tweet without any explanation before1134

or after it.1135

text: {QUERY TEXT} tweet:1136

J Prompt for User Profile Generation1137

For user profile generation, we follow the prompt1138

template in Richardson et al. (2023).1139

J.1 Personalized Citation Identification1140

Write a summary, in English, of the research inter-1141

ests and topics of a researcher who has published1142

the following papers. Only generate the summary,1143

no other text. User History: {USER HISTORY} An-1144

swer:1145

J.2 Personalized News Categorization1146

Look at the following past articles this journalist1147

has written and determine the most popular cate-1148

gory they write in. Answer in the following form:1149

most popular category: <category>. User History:1150

{USER HISTORY} Answer:1151

J.3 Personalized Movie Tagging1152

Look at the following past movies this user has1153

watched and determine the most popular tag they1154

labeled. Answer in the following form: most pop-1155

ular tag: <tag>. User History: {USER HISTORY}1156

Answer:1157

J.4 Personalized Product Rating1158

Based on this user’s past reviews, what are the most1159

common scores they give for positive and nega-1160

tive reviews? Answer in the following form: most1161

common positive score: <most common positive1162

score>, most common negative score: <most com- 1163

mon negative score>. User History: Answer:Look 1164

at the following past movies this user has watched 1165

and determine the most popular tag they labeled. 1166

Answer in the following form: most popular tag: 1167

<tag>. User History: {USER HISTORY} Answer: 1168

J.5 Personalized News Headline Generation 1169

Given this author’s previous articles, try to describe 1170

a template for their headlines. I want to be able to 1171

accurately predict the headline gives one of their 1172

articles. Be specific about their style and word- 1173

ing, don’t tell me anything generic. User History: 1174

{USER HISTORY} Answer: 1175

J.6 Personalized Scholarly Title Generation 1176

Given this author’s previous publications, try to de- 1177

scribe a template for their titles. I want to be able to 1178

accurately predict the title of one of the papers from 1179

the abstract. Only generate the template descrip- 1180

tion, nothing else. User History: {USER HISTORY} 1181

Answer: 1182

J.7 Personalized Tweet Paraphrasing 1183

Given this person’s previous tweets, try to 1184

describe a template for their tweets. I want 1185

to take a generic sentence and rephrase it to 1186

sound like one of their tweets, with the same 1187

style/punctuation/capitalization/wording/tone/etc. 1188

as them. Only give me the template description, 1189

nothing else. User History: {USER HISTORY} 1190

Answer: 1191
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