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Figure 1: FlashFoley finetuning, including sketch control adaptation and ARC post-training.

Abstract

Despite the growth of Text-to-Audio (TTA) models for creative applications like
sound design and live jamming, existing systems, particularly in the open-source,
lack the ability for flexible fine-grained control (such as vocal “sketches") while
maintaining fast inference speeds for real-time interaction. We address this unneces-
sary tradeoff between speed and control through FlashFoley, the first open-source,
accelerated sketch2audio model. With FlashFoley, we extend the Sketch2Sound
framework, wherein we finetune TTA models with pitch, volume, and brightness
controls through simple linear adaptation, to adversarial post-training, allowing
the model to generate 11s samples from audio sketches in 75ms. We combine this
with a novel zero-shot chunked streaming algorithm, enabling real-time interactive
generation while maintaining high-quality fast offline sampling. Audio examples
can be found at https://anonaudiogen.github.io/web.

1 Introduction

Generative Text-to-Audio (TTA) models [1, 2, 3, 4, 5, 6] have achieved a modern renaissance, with
systems capable of generating rich soundscapes for a range of creative tasks, including multimedia
sound design, Foley generation [7], and real-time jamming [8, 9]. Such focus for creative applications
has shifted research directions in two orthogonal research thrusts: (1) designing systems that allow
for controllable generation beyond broad text for fine-grained controls [10, 11, 12], and in particular,
audio “sketches" [7], and (2) building algorithmic/hardware accelerations to overcome the slow and
non-interactive inference in TTA flow-based models [13, 14, 4, 9, 15] (We refer to Appendix A
for a review of related work.). However, such developments in fine-grained controllability and
fast sampling (i.e. <0.5s) have proceeded in isolation: broadly, controllable models are not fast
[7, 10, 11, 16], and fast models are not controllable [13, 4, 14, 15].
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We present FlashFoley: the first open-source2, accelerated real-time interactive sketch2audio model.
FlashFoley extends the control setup from Sketch2Sound [7], where we extract time-varying, median-
filtered pitch [17], volume, and brightness controls and condition a pre-trained TTA model using
simple linear adaptation. This allows the model to both turn vocal “sketches" into realistic audio and
perform audio-to-audio style transfer. We then develop the Adversarial Relativistic Contrastive (ARC)
Post-Training [4] acceleration method for time-varying controllable generation, allowing generation
of 11.88s of stereo 44.1kHz audio in 75ms, 10x faster than existing controllable TTA systems. While
these contributions alone enable fast, controllable generation, they cannot by themselves enable
real-time interactivity, as non-autoregressive TTA models’ bidirectional context prevents streaming
use cases like live jamming [9]. To circumvent this, we propose a zero-shot block-autoregressive
algorithm that bestows FlashFoley with semi-streaming generation without training causally, allowing
the initial generated audio to be streamed while the user is actively inputting sketch controls.

2 Method

2.1 Background: Text-to-Audio Rectified Flows

FlashFoley is based on the rectified flow (RF) paradigm [18, 19], which is equivalent to diffusion [20]
but enjoys better empirical performance [19]. Given a text prompt ctxt and stereo audio x0 ∈ R2×Sfs ,
(i.e. S seconds at fs sampling rate), we first embed the audio in some pretrained VAE latent space
z0 = E(x0) ∈ RD×N . RFs [21] learn the velocity of the flow from a standard Gaussian p1 to the
data distribution p0 given ctxt. By defining the forward corruption process (from data to noise) as
zt = (1 − t)z0 + tϵ where t ∈ [0, 1], t ∼ pgen(t), and ϵ ∼ N (0, I)3. We can derive the ordinary
differential equation (ODE) for the reverse process (i.e. noise to data) as dzt = −vdt, where
v = ϵ− z0 is the velocity of the ODE. Thus, our goal is to learn vθ(zt, t, ctxt) ≈ v, which can be
achieved with a simulation-free objective that simply adds noise to samples and predicts the velocity:

argmin
θ

Ez0,ctxt∼X ,ϵ∼N (0,I),t∼pgen(t)[∥v − vθ(zt, t, ctxt)∥22]. (1)

Samples can then be generated by integrating the ODE with vθ using any numerical ODE solver. As
no existing TTA models to our knowledge are both fast and controllable through fine-grained signals,
it is initially unclear how to achieve both simultaneously. We start from insight from [22] and [13]: it
is better to add controls and then distill, rather than vice versa or trying both simultaneously.

2.2 Finetuning with Local Sketch Controls through Pre-Transformer Projection

Our goal is to finetune our TTA model with a set of l additional features F = {fi}li=1 where
fi ∈ RKi×N , i.e. time-varying local controls. As existing methods for finetuning generally require
long tuning runs and introduce 10s-100s of millions of new parameters [23, 10], we instead use the
method from Sketch2Sound [7], which we refer to as Pre-Transformer Projection (PTP).

The top of Figure 1 describes our PTP-based sketch control adaptation. Given a Diffusion Transformer
(DiT) [24]-based model with hidden dimension H , the initial hidden state of the model given some
noisy latent input zt is hinit := ProjInθ(zt) ∈ RH×N , where ProjInθ is the input projector of the
model, generally comprised of a chain of linear layers with residual connections. Notably, hinit occurs
before any DiT blocks. PTP works by learning only a single linear operator Wi ∈ RKi×H per control,
and projecting it directly to hinit, making the new input to the DiT blocks h′

init = hinit +
∑

i W
⊤
i fi.

Training involves finetuning the entire model with Eq. 1, though in order to ensure that the model
does not overfit to the spectral features present in the controls, the controls are convolved with
randomly-sized median filters. This filtering enables flexible control at inference-time between
rendering the controls exactly (small filters) or using inputs as broad “sketches" (large filters). We
additionally discovered further practical benefits to PTP, as noted in Appendix B.

In this work, we focus on three main features [7]: i). Volume: the root-mean-squared (RMS) in
decibels (dB) of A-weighted magnitude spectra, ii). Pitch: the 384-bin pitch probabilities predicted
by PESTO [17], dropping out probabilities below 0.1, iii). Brightness: the frequency center of mass
for each time frame (i.e. the spectral centroid), rescaled to a logarithmic range 0-127 and then to 0-1,
where higher values denote more higher harmonics, and thus a perceptually “brighter" sound.

2Note that leading sketch2audio models like Sketch2Sound [7] are fully closed source.
3We denote this process as sampling from the forward distribution q(zt | z0)
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Figure 2: FlashFoley Zero-Shot chunked streaming inference.

2.3 Locally-Conditioned ARC Post Training

Given our sketch-controlled model, we now aim to turn this model into a generator Gϕ that can
generate with considerably fewer (e.g. 1-8) steps. We begin with following the ARC Post-Training [4]
paradigm, show in Figure 1 (bottom). ARC replaces the velocity loss with an adversarial one (using
discriminator Dψ initialized from the TTA model itself) to drastically improve output realism at any
noise level, thus needing fewer steps during sampling and accelerating inference. ARC is mainly
driven by a relativistic adversarial [25] objective: Given paired real z0 and generated ẑ0 samples
and C = {ctxt,F}, ẑ0 = Gϕ(zt, t, C) is generated from a noisy version of the real sample, and the
Gϕ, Dψ are trained to minimize/maximize the relative difference between discriminator scores:

min
ϕ

max
ψ

LR(ϕ,ψ) = Ez0,C,s,ẑ0

[
f
(
Dψ(q(ẑs | ẑ0), s, C)−Dψ(q(zs | z0), s, C)

)]
, (2)

where f(x) = − log(1 + e−x). This relativistic objective on paired samples forms a decision
boundary around each real sample, preventing mode collapse and improving quality relative to
standard adversarial objectives. As post-training objectives lack direct supervision from teacher
models (which is core to distillation methods) and thus suffer on control following, ARC also involves
a contrastive objective, where Dψ is jointly trained to maximize the same relativistic objective
from Eq. 2, but between real samples with correct conditions and real samples with conditions
batch-shuffled by some random permutation operator P , forcing Dψ to consider the semantic content
of the input controls and not focus too much on high-frequency features (as common in GANs [26]):

max
ψ

LC(ψ) = Ez0,C,s

[
f
(
Dψ(q(zs | z0), s,P[C])−Dψ(q(zs | z0), s, C)

)]
. (3)

Gϕ then samples by iteratively denoising the output and re-noising to some lower noise level.

In adapting ARC to time-varying local controls L, though the relativistic loss can remain largely
unchanged (as the local conditions only strengthen the pairing between real and generated samples),
the contrastive loss raises an important question: which features, between the text and the varied
local conditions, should we train Dψ to pay attention to? While [4] would suggest we should
contrast on all controls, the different semantic granularity between text vs. time-varying controls
changes the difficulty of the contrastive objective for Dψ . We ablate this design choice in Section 3
and show that LC should only be calculated with randomized text inputs, as randomizing the local
conditions functionally breaks the discriminators capacity to focus on anything but the local controls.

2.4 Zero-Shot Block Autoregressive Generation

While control finetuning and ARC post-training enable a fast and controllable TTA offline system,
Gϕ is not inherently streamable. This poses an issue particularly for interactive applications like
real-time timbre transfer or sound design, as the entire sequence of sketch controls must be captured
before starting generation. While streamable architectures (like codec LMs [27, 9]) do exist, turning
flow models into causal variants remains unexplored for audio systems.

Instead, we designed an approximate block-causal streaming algorithm that works without any
finetuning, shown in Figure 2. This works by performing generation in chunks of B frames with
a stride of k, where the first B − k frames of the current chunk are set to the last B − k frames of
the previous chunk during sampling, combined with an equal-power crossfade in the audio domain.
We provide a detailed algorithm in Appendix D. With respect to capturing the input controls, audio
output can be streamed with a latency of BS/N + δ seconds (where δ ≈ 75ms accounts for latency
from inference and other overhead, which is negligible compared to B), while offline sampling
requires a full S + δ seconds. Though this approach is essentially the “naïve" outpainting method
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Table 1: Experimental Results on VimSketch Dataset

Filter Control L1 (↓) FAD CLAP GL SL
Method Size Steps RMS Centroid Pitch Chroma (↓) (↑) (↓) (↓)

SAOS N/A 50 15.81 15.92 15.19 3.68 0.23 0.32 0.63 12.52
+ controls 5 50 4.89 4.14 10.05 2.87 0.33 0.26 0.63 12.52
FlashFoley 5 8 4.08 3.21 8.02 2.55 0.35 0.23 0.08 11.96
+ BAR 5 8 4.22 3.27 8.58 2.70 0.44 0.21 0.08 6.02
+ sketch LC 5 8 3.80 2.88 7.52 2.50 0.53 0.13 0.08 11.96

[11, 16] commonly maligned for its reported harsh artifacts at chunk boundaries, there are a few
key differences: (1) the constant stream of local control features gives the model fine-grained local
supervision, and (2) the audio-domain crossfade explicitly accounts for artifacts. Our results show that
this surprisingly simple solution enables streaming generation without significant audio degradation.

3 Experiments

3.1 Setup

FlashFoley is built from the recent Stable Audio Open Small (Base) [4], or SAOS, as our base model.
We detail further training information in Appendix C. For evaluation, we use the VimSketch dataset
[28], which contains ≈10k vocal imitations of 500 audio classes. We generate 10k samples from
each imitation, and evaluate these generations along: (1) sketch control accuracy by measuring L1
distance for all controls, with RMS in dB, and centroid and pitch in semitones (as well as measuring
chroma, or pitch class, in semitones) [7] (2) audio quality, using Frechet Distance (FAD) with the
CLAP audio backbone [29], and (3) text adherence using CLAP cosine similarity. We also report the
Generation Latency (GL, the time it takes to generate output) and the Streaming Latency (SL, the
time it takes for the first audio sample to be played given streaming input sketch controls).

3.2 Results
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Figure 3: Differences between using LC for all
inputs (top) vs. only text inputs (bottom). Dψ
contrasting sketch controls severely impacts text
following and quality.

We display our results in Table 1, comparing be-
tween our base model (SAOS), the model with
finetuned sketch controls (+ controls), sketch
controls + ARC Post-Training (FlashFoley), run-
ning FlashFoley with our block-AR sampling (+
BAR), and performing ARC with LC shuffling
all conditions, not only text (+ sketch LC). De-
spite the degradation in quality / text adherence
from adding controls (as expected from [7]), the
near 10x acceleration from ARC Post-Training
in FlashFoley did not lead to a large drop in these
metrics, and even improved control accuracy in
all controls. Using the zero-shot Block-AR sam-
pling halves the streaming latency, and while
this led to degraded audio quality, it is not significantly worse, and notably is still better than using
the sketch-based LC , which severely degraded FAD and CLAP score. In particular, we found that
contrasting on all controls caused the discriminator to overfit to the sketch controls, making the
generator largely ignore the text inputs and negatively affecting its ability to model higher frequency
timbral information, as seen in Figure 3.

4 Conclusion and Future Work

We have presented FlashFoley, the first open-source, accelerated sketch2audio model, capable of both
offline generation in 75ms and streaming generation with a latency of 6s as sketch controls stream in.
We hope FlashFoley lays the groundwork for future work both in achieving even faster and higher
quality streaming generation, but also learning how such sketch2audio systems can be used in real
creative audio generation workflows.
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A Related Work

Growth of TTA systems has been driven largely by the advent of diffusion models [30] for audio
generation [5, 6, 2, 3, 1, 4]. As broad text controls offer limited controllability for generating creative
audio scenes, there has been growing interest in imbuing TTA systems with more flexible, fine-grained
controls [7, 10], such as text-queried video-to-audio generation [31, 32, 33]. Our work is inspired by
Sketch2Sound [7], which instead extracts sketch-like signals (volume, pitch, and spectral brightness)
from audio signals as conditioning, allowing control of TTA systems with flexible, time-varying
signals with minimal finetuning cost. However, Sketch2Sound is both fully closed-source and
operates on standard slow diffusion models, restricting its practical use case for real-time creativity.

There has also been considerable research into the acceleration of text-only TTA systems, through dis-
tillation approaches such as consistency-based methods [14, 15, 12], rectification [34], or distribution
matching [13]. In this work, we instead focus on the recent ARC Post-Training [4] method, which is
the current SOTA for TTA acceleration and notably avoids the need for a strong teacher model, and
extend it to time-varying controllable TTA generation with real-time interaction.

B Analysis of PTP Dynamics

PTP is particularly beneficial for easy finetuning beyond the clear parameter efficiency for a number
of reasons: (1) PTP minimizes changes in the computational graph of the model, which makes PTP
exceedingly easy to implement in complex DiT implementations without breaking the pretrained
model, (2) it learns independent parameters for each control only, with no parameter sharing across
controls or new parameters for the noisy latent input. We found this latter point to be critical when
designing FlashFoley: Other conditioning methods, like channel-wise concatenation or projection
to the VAE space D (rather than the hidden dimension) resulted in training instability and degraded
audio quality. To expand more upon this latter point, consider three possible methods for injecting
local conditions into a pre-trained RF model:

1. PTP, where we project the conditions into the initial DiT hidden state.

2. Input Addition, where we project the conditions instead onto the noisy VAE latent before
entering the model.

3. Channel concatenation, where we append the local conditions to the input VAE latent,
before entering the model.

While the differences between these methods may appear unclear, we will show below that they can
lead to very different practical implementations of local conditioning depending on the structure of
ProjInθ that may effect training dynamics.

First, consider the case where ProjInθ(z) := W⊤
z z, i.e. we transfer from the VAE space D to the

hidden state of the model H with a single linear layer. In this case, PTP and channel concatenation
are equivalent: Denote our input (noisy) VAE latent z ∈ RD×N , and W.L.O.G. single local feature
f ∈ RK×N . For channel concatenation, we must modify our pretrained ProjInθ to accept double the
channel count, which means initializing the new weight matrix as:

W ′
z =

[
Wz

Wf

]
∈ R(K+D)×H ,

where Wf ∈ RK×H . We denote this modified operator as ProjInθ′ . If we denote the concatenated
input as z′ = [z f ]⊤ ∈ R(K+D)×N , then:

ProjInθ′(z′) = W ′⊤
z z′

=
[
W⊤

z W⊤
f

] [z
f

]
= W⊤

z z+W⊤
f f

= ProjInθ(z) +W⊤
f f ,
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which is equivalent to PTP. Contrast this with input addition, where instead Wf ∈ RK×D, Wz is left
unmodified, and z′ = z+W⊤

f f . Then:

ProjInθ′(z′) = W⊤
z z′

= W⊤
z (z+W⊤

f f)

= ProjInθ(z) +W⊤
z W⊤

f f

It is clear that input addition is not equivalent to PTP (and thus channel concatenation), but importantly,
it is different in that Wz is now shared between z and f for projection into the DiT hidden space. This
may explain the empirical instability observed for input addition: while PTP/channel concatenation
let each matrix independently learn to project the latent and control distributions separately, input
addition prevents Wz from solely focusing on the latent distribution.

However, now consider the case where ProjInθ is more complicated, which is the case for the
architecture of FlashFoley (building off of SAO-Small). Here, ProjInθ(z) := W⊤

z (W⊤
zzz + z),

i.e. we transfer from the VAE space to the hidden state by first using a square matrix transformation
Wzz ∈ RD×D on z with a residual connection, and then up-projecting to the hidden state. While
PTP still only learns a single linear layer Wf , channel concatenation must now modify both Wz and
Wzz to accomodate the higher channel count, giving us:

W ′
zz =

[
Wzz Wzf

Wfz Wff

]
∈ R(K+D)×(K+D) W ′

z =

[
Wz

Wf

]
∈ R(K+D)×H

If we consider the concatenated input as z′ = [z f ]⊤ ∈ R(K+D)×N once more, then

ProjInθ′(z′) = W ′⊤
z (W ′⊤

zz z
′ + z′)

=
[
W⊤

z W⊤
f

]([W⊤
zz W⊤

fz

W⊤
zf W⊤

ff

] [
z
f

]
+

[
z
f

])
=

[
W⊤

z W⊤
f

] [W⊤
zzz+W⊤

fz f + z
W⊤

zfz+W⊤
ff f + f

]
= W⊤

z W⊤
zzz+W⊤

z W⊤
fz f +W⊤

z z+W⊤
f W⊤

zfz+W⊤
f W⊤

ff f +W⊤
f f

= ProjInθ(z) +W⊤
z W⊤

fz f +W⊤
f W⊤

zfz+W⊤
f W⊤

ff f +W⊤
f f ,

which is drastically different than PTP, as PTP maintains its form independent of the architecture
of ProjInθ. In particular, in this scenario channel concatenation also introduces weight-sharing on
the final projection matrices like in input addition, and while the representative capacity for channel
concatenation is clearly larger than in PTP, this behavior may explain the issues with finetuning from
a pre-trained checkpoint. Broadly, this means that PTP can be seen as channel concatenation with
block-diagonal projection matrices (if one represents all of the control matrices as their single
product matrix), where all feature projection is performed independently before pooling to the hidden
state.

C Experimental Details

We use the recent Stable Audio Open Small (Base) [4], or SAOS, as our base model, which is a 340M
parameter DiT with both text and total seconds conditioning. SAOS operates within a stereo 44.1kHz
VAE with 2048x temporal compression (i.e. 21.5 Hz) on 256 latent frames, or about 11.88s of audio.
For both finetuning stages, we use the WavCaps dataset [35], which is comprised of 400K samples of
general audio at varying sampling rates (mostly 32 kHz and 48 kHz), which we resample to 44.1kHz
and truncate to 11.88 seconds. Following Sketch2Sound[7], we perform control finetuning for 40K
steps, and perform ARC Post-Training for 70K steps, both with a batch size of 256 across 4 H100s.

For inference with the base SAOS model and SAOS+sketch controls, we use the Flow-DPM solver
[36] with 50 steps and a CFG weight of 7, while all FlashFoley experiments use 8 steps with no
CFG. For SAOS+sketch controls, we follow [7] in their CFG design, where the “conditional" branch
receives both sketch and text controls, and the “unconditional" branch receives only the sketch
controls. For all experiments with sketch controls, we use a median filter width of 5, which roughly
matches the 0.25s filter width from [7]. For FlashFoley with the Block-AR sampling, we test with
B = 128 (i.e. ≈6s of latent frames), k = 64 (3s of latents), and a sampling depth of m = 5, which
controls how many of the sampling steps we apply the overlap operation.
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D Block Autoregressive Sampling Algorithm

Algorithm 1 FlashFoley Zero-Shot Block Autoregressive Sampling
input : Model Gϕ, prompt ctxt, stream of sketch controls L, block size B, stride k, sampling depth

m, number of sampling steps T , timestep schedule {ti}Ti=0, max generation length Nmax, VAE
Decoder D, output audio buffer a, XFADE function.

1: zbuff ,xbuff = ∅, ∅ // Initiliaze chunk buffer and # of blocks
2: NB = ⌈(Nmax −B)/k + 1⌉
3: for b = 0 to NB do
4: z(b) ∼ N (0, I) // Initialize noise & current block sketch controls
5: Lb = L[bk : bk +B]
6: for i = 0 to T do
7: ẑ

(b)
0 = Gϕ(z

(b), ti, ctxt,Lb) // Predict clean latent
8: if zbuff ̸= ∅ and i < m then
9: ẑ

(b)
0 [: B − k] = zbuff [−(B − k) :] // Set overlap to previous chunk

10: end if
11: z(b) = (1− ti+1)ẑ

(b)
0 + ti+1ϵ, ϵ ∼ N (0, I) // Re-noise to lower level

12: end for
13: x(b) = D(ẑ

(b)
0 ) // Decode to audio

14: if xbuff ̸= ∅ then
15: a[(b− 1)k : bk +B] = XFADE(xbuff ,x

(b)) // Crossfade and write to buffer
16: end if
17: zbuff ,xbuff = ẑ

(b)
0 ,x(b)

18: end for
output : a
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