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Abstract
Open-domain text-to-SQL is an important task001
that retrieves question-relevant tables from mas-002
sive databases and then generates SQL. How-003
ever, existing retrieval methods that retrieve in004
a single hop do not pay attention to the text-005
to-SQL challenge of schema linking, which006
is aligning the entities in the question with007
table entities, reflected in two aspects: simi-008
lar irrelevant entity and domain mismatch en-009
tity. Therefore, we propose our method, the010
multi-hop table retrieval with rewrite and beam011
search (MURRE). To reduce the effect of the012
similar irrelevant entity, our method focuses013
on unretrieved entities at each hop and con-014
siders the low-ranked tables by beam search.015
To alleviate the limitation of domain mismatch016
entity, MURRE rewrites the question based on017
retrieved tables in multiple hops, decreasing the018
domain gap with relevant tables. We conduct019
experiments on SpiderUnion and BirdUnion+,020
reaching new state-of-the-art results with an021
average improvement of 6.38%.1022

1 Introduction023

Text-to-SQL is a vital natural language process-024

ing task that lowers the difficulty of accessing025

databases, helping people query data efficiently,026

which is widely used in finance, education, and027

business (Qin et al., 2022). Different from the028

previous text-to-SQL task which is close-domain,029

a setting that is close to real-world scenarios030

is the open-domain text-to-SQL, which requires031

converting user questions to SQL in the face of032

countless tables (Kothyari et al., 2023). Specifi-033

cally, open-domain text-to-SQL requires retriev-034

ing the question-relevant tables from open-domain035

databases which include multiple tables, i.e., the re-036

trieval module, and then generating the SQL based037

on the question and retrieved tables, i.e., the text-038

to-SQL module. We refer to the table relevant to039

the question as the relevant table in the paper.040

1Our code and data will be public upon acceptance.

Retrieved Tables

retrieve

similar irrelevant entity domain mismatch entity

Question
Cartoon movies present by Todd are not played by what countries ?

Table (3rd)
world.countrylang
uage(country, …)

Table (4th)
tvshow.tv channel
(country, id, …)

Table (1st)
tvshow.cartoon(id, 
cartoon, …)

Table (2nd)
tvshow.cartoon_m
ovie(id, name, …)

Figure 1: The two limitations of existing retrieval meth-
ods on schema linking. The sequence in brackets of
each table denotes the retrieval rank, ✓ represents the
question-relevant table. Solid arrows denote the correct
schema linking, dotted arrows denote the incorrect.

The retrieval module in the open-domain text- 041

to-SQL task should have a high recall to retrieve 042

all relevant tables because generating correct SQL 043

requires all relevant tables. However, most existing 044

retrieval methodologies do not focus on schema 045

linking that inherited from the text-to-SQL (Guo 046

et al., 2019; Yin et al., 2020; Wang et al., 2020), 047

which refers to aligning the entities between the 048

question and the table (e.g., table name, column 049

name), limiting the recall improvement. 050

Considering schema linking, CRUSH (Kothyari 051

et al., 2023) rewrites the user question by using 052

LLM to fit possible relevant tables, which is called 053

the tabularized question, and retrieves in a sin- 054

gle hop. Nevertheless, like most previous work, 055

CRUSH still has two limitations on schema linking 056

as shown in Figure 1. 1. Similar irrelevant entity 057

refers to that one entity in the question is similar to 058

entities of irrelevant tables, causing relevant tables 059

linked to other entities in the question inability to 060

be retrieved at high ranks in a single hop. As pre- 061

sented in Figure 1, the relevant table "tv channel" is 062

retrieved at a lower rank because the similar entity 063

"cartoon" is linked mistakenly. 2. Domain mis- 064

match entity refers to that the entity in question 065

could mismatch the relevant domain, causing the 066

retrieved table to be further away from the relevant 067

domain, creating the domain gap. As shown in Fig- 068

ure 1, the retrieved table in the "world" domain is 069

far from the relevant table in the "tv show" domain 070

because of the "countries" in the question. 071
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Question
Cartoon movies 
present by … played  
by what countries ?

Table
tvshow.cartoon(id, 
cartoon, present by, 
type, country, …)

Table
tvshow.cartoon_movie(i
d, name, present by, 
channel, …)

Table
movie.type_list(id, 
release time, 
is_cartoon, …)

Tabularized Question
tvshow.country(countr
y id, country name, 
language)

Table
tvshow.tv channel(id, 
series name, country, 
language, …)

Table
tvshow.tv series(id, 
episode, air date, rating, 
share, …)

Table
soccer_1.country(id, 
name)

Tabularized Question
None

2. Rewrite 2. Rewrite1. Retrieve 1. Retrieve

1st Hop 2nd Hop

2. Rewrite

2. Rewrite

・・・

・・・

2. Rewrite

2. Rewrite

・・・

・・・

Figure 2: An overview of MURRE with multiple hops. Each hop consists of: 1. Retrieve the tables similar to the
question; 2. Rewrite the question to a tabularized question by fitting unretrieved tables with LLM based on the
original question and retrieved tables. We employ the beam search paradigm to maintain multiple retrievals at each
hop. The table color depth represents the similarity with the question in the hop, and ✓ represents the relevant table.
We demonstrate an example of MURRE with 2 hops for brevity.

Consequently, to enhance the table retrieval per-072

formance, a good retrieval module in the open-073

domain text-to-SQL system should fulfill the fol-074

lowing two requirements to solve the limitations of075

schema linking presented above: 1. can link the en-076

tities in the low-ranked tables to relevant tables; 2.077

can effectively reduce the gap between the question078

and relevant tables.079

Therefore, we propose our method, MUlti-hop080

table Retrieval with Rewrite and bEam search081

(MURRE), to enhance the recall of open-domain082

text-to-SQL. Our method retrieves the relevant ta-083

bles with multi-hop (Xiong et al., 2021; Lee et al.,084

2022), rewrites the question at each hop by fitting085

unretrieved tables based on retrieved tables with086

LLM, and employs the beam search paradigm to se-087

lect multiple tables and maintain multiple retrievals088

at each hop inspired by Zhang et al. (2023). For089

the first requirement, MURRE removes retrieved090

information at each hop to guide the module to get091

unretrieved tables and then employs beam search092

to set the low-ranked tables as the candidate results,093

thereby better retrieving the relevant tables at low094

ranks in a single hop, mitigating the effect of sim-095

ilar irrelevant entity. For the second requirement,096

our method rewrites the question referenced to the097

retrieved tables in multiple hops, decreasing the do-098

main gap, and thereby enhancing the performance099

of the schema linking.100

To validate the effectiveness of MURRE, we con-101

duct experiments on two datasets, SpiderUnion (Yu102

et al., 2018; Kothyari et al., 2023) and BirdUnion+,103

which we propose based on Bird (Li et al., 2023b).104

Compared to previous methods, our method gets an 105

average of 6.38% retrieval performance improve- 106

ment across all experimental datasets, achieving 107

new state-of-the-art (SOTA) results, proving the 108

effectiveness of MURRE. 109

Our contributions are as follows: 110

• To alleviate the limitation of the similar irrelevant 111

entity, we propose employing the multi-hop re- 112

trieval with the beam search paradigm to focus on 113

the low-ranked tables, detecting the unretrieved 114

relevant tables. 115

• To eliminate the limitation of domain mismatch 116

entity, we propose to use LLM to fit unretrieved 117

tables according to retrieved tables in the multi- 118

hop retrieval, which effectively reduces the do- 119

main gap with relevant tables. 120

• To validate the effectiveness of MURRE, we vali- 121

date it on the SpiderUnion and BIRDUnion+ and 122

achieve new SOTA with an average of 6.38% im- 123

provement, proving that our method is effective. 124

2 Methodology 125

2.1 Overview 126

MURRE aims to retrieve the relevant tables from 127

massive tables according to the user question. The 128

retrieved tables would be fed into the text-to-SQL 129

module to translate the question to the correspond- 130

ing SQL. To alleviate the limitations of schema 131

linking in a single hop, we present MURRE which 132

employs multi-hop retrieval, rewriting the question 133

to unretrieved tables and maintaining multiple re- 134

trievals at each hop. The overview of MURRE is 135

shown in Figure 2. 136
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In MURRE, each hop consists of two phases: Re-137

trieve (§2.2) and Rewrite (§2.3). In the first hop138

retrieval, we use the original user question to re-139

trieve tables, while in subsequent hops, we use the140

tabularized question which is rewritten by LLM to141

retrieve. Also, we use the beam search paradigm142

which maintains multiple retrieval lists at each hop143

by updating and selecting top retrieval lists at the144

end of Retrieve, and input each selected retrieval145

list to the Rewrite phase separately. MURRE re-146

peats the above process until reaches the maximum147

hop number, or meets the early stop condition,148

which is discussed in §2.3. After the multi-hop149

retrieval, we Rank (§2.4) each table and input the150

top multiple tables and the user question to the151

text-to-SQL module152

2.2 Retrieve153

In the Retrieve phase, we retrieve tables based on154

the question in the hop, update, and select the re-155

trieval lists. First, we linearise the tables, which156

include the database name, table name, and column157

names. We then embed the question and linearized158

tables as vectors using the embedding and compute159

the cosine similarity between the question vector160

and the table vector as the raw score of the table.161

We update the retrieval list by adding the table re-162

trieved at the hop to its corresponding retrieval list163

which includes the tables retrieved at previous hops.164

We maintain multiple retrieval lists for each orig-165

inal user question, by selecting the retrieval lists166

with top scores at the end of Retrieve in each hop,167

where the score of the retrieval list is the product168

of all the raw table scores in the list.169

2.3 Rewrite170

In the Rewrite phase, we rewrite the question with171

LLM referenced to retrieved tables and determine172

if to early stop at the hop. To reduce the domain173

gap and retrieve the low-rank tables, we prompt174

LLM to fit the unretrieved table according to re-175

trieved tables and use the generation of LLM as176

the question in the next hop. Since each user ques-177

tion requires a different number of tables, to avoid178

extra hops introducing errors, MURRE can auto-179

matically determine whether the retrieved tables180

are sufficient to answer the question, i.e., early stop.181

We prompt LLMs to generate a special mark to182

indicate that the retrieved tables are sufficient to183

answer the question, where we stop the retrieval if184

this special mark is generated. The prompts we use185

are shown in Appendix A.186

Algorithm 1 The table scoring algorithm in
MURRE

Input: The similarity corresponding to
each table t in each hop h: all_lists =
[[(table11, score11), . . . , (table1H , score1H)]
, . . . , [(tableT1, scoreT1), . . . , (tableLH ,
scoreLH)]], the number of max hops H , the
number of all lists L.
Output: The scores of each table t

1: Initialization : table_score← {}
2: for each_list in all_lists do
3: score← 1
4: for example in each_list do
5: score = score× example [1]
6: end for
7: for example in each_list do
8: table_score [example [0]]←

max(score,
table_score [example [0]])

9: end for
10: end for
11: return table_score

For example, in Figure 2, we prompt the LLM to 187

fit the unretrieved table given the question "What 188

countries that not playing cartoons written by Todd 189

Casey?" and retrieved table "tvshow.cartoon(...)", 190

obtaining "tvshow.country(country id, country 191

name, language)" as the question for the second 192

hop retrieval. At the second hop, we prompt the 193

LLM given the original question and retrieved 194

tables "tvshow.cartoon(...)" and "tvshow.tv chan- 195

nel(...)", and then the LLM generates "None" which 196

is the special mark of early stop, showing that the 197

retrieved tables are sufficient and the retrieval stops. 198

2.4 Rank 199

After completing all hops of retrieval, because 200

each table could have multiple scores obtained dur- 201

ing multiple hops and beam search, we propose a 202

table scoring strategy to integrate the similarity and 203

obtain the final retrieval results of tables, as shown 204

in Algorithm 1. We multiply the similarity scores 205

in the retrieval list as the score of each table, and in 206

the face of the same table being retrieved multiple 207

times, we select its highest multiplied score as the 208

final score of this table. We follow Algorithm 1 209

to get the final score for each table, select the top 210

multiple tables according to the score, and then 211

input them to the text-to-SQL module. 212
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Dataset #table
1 2 3 4 All

SpiderUnion 395 214 43 6 658
BirdUnion+ 364 943 207 20 1534

Table 1: Statistics on the number of the relevant table
for each question in the SpiderUnion and BirdUnion+.
#table denotes the number of the relevant table. All
refers to the total number of questions in the dataset.

3 Experiments213

3.1 Experiment Setup214

Dataset To verify the effectiveness of MURRE,215

we validate MURRE on two open-domain text-to-216

SQL datasets: SpiderUnion (Kothyari et al., 2023)217

and BirdUnion+. SpiderUnion is sourced from the218

Spider (Yu et al., 2018) dev-set. Also, we propose219

BirdUnion+, which is created by combining tables220

in Bird (Li et al., 2023b) train-set and dev-set. We221

count the number of questions requiring different222

numbers of tables, as shown in Table 1. We intro-223

duce Spider and Bird in Appendix B.224

Metric We use recall and complete recall as eval-225

uation metrics for retrieval, and Execution Accu-226

racy (EX) (Yu et al., 2018) for text-to-SQL. Recall,227

as an important indicator in information retrieval,228

is the proportion of relevant tables retrieved to all229

relevant tables, which we use following the previ-230

ous work (Kothyari et al., 2023). However, in the231

open domain text-to-SQL, we are more interested232

in whether all relevant tables are retrieved, decid-233

ing the error cascading to text-to-SQL, thereby we234

propose complete recall, which measures whether235

all relevant tables are retrieved. For the text-to-236

SQL task, following the previous work (Gao et al.,237

2023a), we use execution match (EX) to measure238

the correctness of the execution results of predicted239

SQL compared to those of gold SQL.240

Model We use SGPT (Muennighoff, 2022), the241

widely-recognized Dense Passage Retrieval (DPR)242

baseline, with two different scales of models SGPT-243

125M and SGPT-5.8B, as the embedding in the244

retrieval experiments following the previous work245

(Kothyari et al., 2023) and limited by API. For246

the Rewrite phase, we use the gpt-3.5-turbo247

with the few-shot prompt. For text-to-SQL, we248

use the gpt-3.5-turbo to generate SQL under249

the zero-shot setting. We present the SGPT and250

gpt-3.5-turbo in detail in Appendix C.251

Comparing System In our experiments, we com- 252

pare MURRE with the following methods: baseline, 253

which retrieves tables based on the user question in 254

a single hop, and CRUSH (Kothyari et al., 2023). 255

Implement Details We set the beam size to 5 256

since the performance of MURRE with the beam 257

size is the best with the smallest beam size (see 258

§ 3.4.2). We set the max hop to 3 because the pro- 259

portion of questions requiring less than or equal to 3 260

tables in the SpiderUnion and BirdUnion+ datasets 261

is both more than 98% (see Table 1). 262

3.2 Main Result 263

The main results of our experiments are shown in 264

Table 2. Compared with the baseline and CRUSH, 265

MURRE has obvious improvements in different 266

datasets, models of different scales, with an aver- 267

age improvement of 6.38%, reaching a new SOTA, 268

proving the effectiveness of our method. We an- 269

alyze the performance of MURRE from three per- 270

spectives: dataset, model, and metric, and obtain 271

the following conclusions. 272

The improvement of MURRE on BirdUnion+ 273

is more significant than on SpiderUnion. Be- 274

cause the questions in BirdUnion+ demand more 275

tables on average (see Table 1), requiring multi-hop 276

retrieval of MURRE more to retrieve multiple rele- 277

vant tables, thus improving retrieval performance. 278

MURRE improves the performance more 279

with SGPT-125M compared with SGPT-5.8B. 280

SGPT-5.8B, as an embedding with a larger param- 281

eter scale, has a stronger capability to embed ques- 282

tions and relevant tables into similar vectors, so the 283

Rewrite benefits SGPT-5.8B less than SGPT-125M. 284

The performance of CRUSH with SGPT-5.8B on 285

both datasets is behind the baseline also because of 286

the strong embedding capabilities of SGPT-5.8B. 287

MURRE improves performance more with small 288

top numbers than with large top numbers. Be- 289

cause improving metrics with large top numbers re- 290

quires retrieving relevant tables that are extremely 291

dissimilar to the user question, our method im- 292

proves the metrics with more difficulty. Especially, 293

the recall@20 and complete recall k = 20 of 294

MURRE and CRUSH on SpiderUnion with SGPT- 295

5.8B declines compared with the baseline because 296

even with LLM, it is still difficult to fit the ex- 297

tremely dissimilar tables, introducing errors and 298

leading to retrieval far away from the relevant ta- 299

bles compared with the baseline. 300
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Dataset Model Method k = 3 k = 5 k = 10 k = 20 r@3 r@5 r@10 r@20

SpiderUnion

SGPT-125M
baseline 54.3 66.0 75.4 82.2 63.0 73.1 80.7 86.3
CRUSH† 60.2 71.3 80.7 86.8 68.9 76.3 83.4 88.9
MURRE 65.0 74.2 81.0 85.3 70.2 77.5 82.3 86.9

SGPT-5.8B
baseline 76.3 86.8 94.1 97.6 84.0 91.5 96.2 98.7
CRUSH† 68.2 80.1 88.4 92.2 75.5 85.1 91.2 94.5
MURRE 86.0 93.5 96.7 97.3 89.3 94.3 96.8 97.5

BirdUnion+

SGPT-125M
baseline 39.0 50.3 62.1 70.9 54.0 63.2 73.3 80.9
CRUSH† 42.1 56.1 70.2 77.7 60.2 70.0 79.5 86.1
MURRE 51.4 62.7 72.9 78.3 64.8 72.7 79.6 84.2

SGPT-5.8B
baseline 55.3 67.3 79.4 86.4 72.9 80.8 88.6 92.8
CRUSH† 52.2 63.5 78.4 88.1 70.0 77.9 87.5 93.0
MURRE 69.1 80.1 88.7 92.7 81.0 87.6 92.6 95.4

Table 2: The main results on complete recall and recall of MURRE, compared with baseline and CRUSH on
SpiderUnion and BirdUnion+, using SGPT-125M and SGPT-5.8B. k refers to the complete recall, and r refers to
the recall. † denotes our run since the performance difference led by the API change. The best results of different
datasets and models are annotated in bold.

Model Method 3 5 10 20

SGPT-125M baseline 43.2 48.2 50.8 52.7
MURRE 50.8 52.9 54.6 56.5

SGPT-5.8B baseline 55.3 57.4 60.3 57.8
MURRE 59.9 62.5 63.5 62.3

Table 3: EX for predicted SQL with the input, which
includes the user question and different numbers of
retrieved top tables on the SpiderUnion. The best results
with different models are annotated in bold.

Text-to-SQL Experiments We perform the text-301

to-SQL experiments on the SpiderUnion with the302

user question and retrieved tables, as presented in303

Table 3. Since Spider is the mainstream dataset for304

text-to-SQL, we select SpiderUnion correspond-305

ing to Spider to perform subsequent experiments,306

and the text-to-SQL results on BirdUnion+ are pre-307

sented in Appendix D. MURRE, achieving higher308

recall in the retrieval method, outperforms the base-309

line consistently in the text-to-SQL experiment. As310

the number of input tables increases, the EX im-311

provement slows down and even declines from the312

top number is 10, because too many irrelevant ta-313

bles make it difficult for the method to focus on314

the tables relevant to the question. This also proves315

the necessity of MURRE improving retrieval per-316

formance with small top numbers under the open317

domain text-to-SQL setting.318

3.3 Ablation Studies319

To prove the effectiveness of our method, we con-320

duct ablation experiments on SpiderUnion. The321

results of the experiments are shown in Table 4.322

Since SGPT-125M and SGPT-5.8B show the same 323

trend with different datasets and methods in Ta- 324

ble 2 and 3, we use SGPT-125M for subsequent 325

experiments to trade off the embedding speed and 326

retrieval recall (Muennighoff et al., 2023). 327

The Effectiveness of Rewrite To demonstrate 328

the effectiveness of the Rewrite with LLM in our 329

method, we compare the performance of directly 330

splicing the user question and retrieved tables of 331

each hop without rewrite. Compared with MURRE, 332

the performance of splicing methods drops signifi- 333

cantly and consistently, demonstrating the effective- 334

ness of rewriting with LLM in our method and the 335

necessity of mitigating similar irrelevant entities by 336

removing already retrieved information. 337

The Effectiveness of Rewrite to Table To prove 338

the effectiveness of rewriting questions into the 339

form of the table in MURRE, we rewrite the ques- 340

tions at each hop into natural language questions 341

that query about unretrieved information to con- 342

duct experiments. It can be found that compared 343

to rewriting to natural language, rewriting to table 344

significantly improves performance, proving the 345

effectiveness of rewriting to table in MURRE. 346

The Effectiveness of Early Stop To verify the 347

effectiveness of early stop in MURRE, we compare 348

the results without employing the mechanism of 349

early stop, which does not prompt the model to 350

generate the special early stop mark. The perfor- 351

mance without early stop is significantly degraded, 352

which proves that the introduction of early stop in 353

MURRE effectively guarantees the performance. 354
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Method k = 3 k = 5 k = 10 r@3 r@5 r@10

MURRE 65.0 74.2 81.0 70.2 77.5 82.3
w/o rewrite 46.2 (−18.8) 56.7 (−17.5) 67.2 (−13.8) 50.6 (−19.6) 60.7 (−16.8) 70.0 (−11.6)
w/o tabulation 54.6 (−10.4) 64.9 (−9.3) 75.5 (−5.5) 63.4 (−6.8) 72.5 (−5.0) 80.9 (−1.4)
w/o early stop 52.6 (−12.4) 64.9 (−9.3) 71.0 (−10.0) 57.1 (−13.1) 67.0 (−10.5) 72.2 (−10.1)

Table 4: The ablation results on evaluating the MURRE of rewriting user question to tables, compared with splicing
the question and previously retrieved tables (denoted as w/o rewrite), rewriting to natural language question (denoted
as w/o tabulation), and without employing the mechanism of early stop (denoted as w/o early stop) on SpiderUnion
with SGPT-125M. k refers to the complete recall, and r refers to the recall. The best results are annotated in bold.

83.0%

14.9%

2.1%

similar irrelevant entity (78)

domain mismatch entity (14)

other (2)

Figure 3: The proportion of performance improvements
due to solving different limitations by MURRE on Spi-
derUnion compared with CRUSH. The number in paren-
theses in the legend represents the number of examples
with the corresponding limitation type.

3.4 Analysis355

The increasing trend of the performance in the text-356

to-SQL becomes slow or even drops when inputting357

retrieved tables more than 5 as shown in Table 3,358

and considering that the two SpiderUnion and Bir-359

dUnion+ datasets require up to 4 tables for each360

question, so in the following analysis experiments,361

we are mainly concerned with the performance362

of the top 5 retrieval results. Furthermore, com-363

plete recall k = 5 is a more strict indicator than364

recall@5, so we mainly utilize complete recall365

k = 5 as the evaluation metric in the analysis.366

3.4.1 Limitations of Recall Improvement367

To explore why our method can improve the368

retrieval performance significantly, we analyze369

the reasons for performance improvement of our370

method compared with CRUSH and count their pro-371

portion in Figure 3. It can be found that our method372

improves the retrieval performance mainly because373

MURRE can alleviate the limitations of similar ir-374

relevant entity and domain mismatch entity. Our375

statistical criteria is presented in Appendix E.376

3.4.2 Beam Size377

To observe the impact of different beam sizes on378

the retrieval performance, we compare the perfor-379

mance of our method using SGPT-125M as the380

embedding on the SpiderUnion dataset under the381

setting of different beam sizes, as shown in Figure 4.382

1 2 3 4 5 6 7 8
55

60

65

70

75

80

Beam size

C
om

pl
et

e
re

ca
ll

k = 3

k = 5

Figure 4: The complete recall with different beam sizes
on SpiderUnion with SGPT-125M.

Max Hop #table
1 2 3 ≥ 4 All

1 73.7 59.8 25.6 50.0 66.0
2 73.2 77.6 58.1 50.0 73.4
3 74.2 78.0 58.1 50.0 74.2
4 74.2 78.0 58.1 50.0 74.2

Table 5: Complete recall k = 5 of MURRE with differ-
ent numbers of the max hop. We divide the SpiderUnion
according to the number of the relevant tables (denoted
as #table) for each question. All refers to the whole
SpiderUnion that is not divided. The best results with
different tables are annotated in bold.

It can be found that as the beam size increases, com- 383

plete recall presents an obvious upward trend until 384

the beam size is 5, and then the performance in- 385

creases slightly or even declines, which proves that 386

within a certain range of less than 5, the increase 387

in beam size promotes performance improvement. 388

However, too large beam size which is more than 389

5 introduces too many irrelevant tables, which not 390

only costs more computing overheads but is also 391

no longer helpful for improving performance. 392
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Figure 5: (a) The average rank of relevant tables with
different numbers of max hop on the SpiderUnion using
SGPT-125M with MURRE. (b) The proportion that still
retrieves at each hop when the max hop is 3 on the
SpiderUnion using SGPT-125M with MURRE.

3.4.3 Max Hop393

To verify the effectiveness of the multi-hop in394

our method, we conduct experiments on the Spi-395

derUnion divided based on the number of relevant396

tables for each question using the SGPT-125M and397

compare the complete recall k = 5 with different398

numbers of max hop, as shown in Table 5. From399

Table 5, we can see that: 1. The overall trend of400

MURRE is to achieve the best performance when401

the number of max hops is greater than or equal402

to the required number of tables. 2. For questions403

requiring 1 and 2 tables, the best performance is404

achieved at the max hop of 3, which shows that405

our method can not only retrieve more relevant ta-406

bles but also reduce the gap between the question407

and relevant tables during multiple hops. 3. The408

performance of questions requiring 1 table drops409

slightly with 2 hops because the rewriting of ques-410

tions with 1 required table could introduce errors,411

but this error is reduced and eliminated with the412

max hop of 3. 4. For questions requiring ≥ 4 ta-413

bles, complete recall k = 5 requires the retrieved414

top 5 tables to contain all relevant tables, which is415

difficult to improve, leading to their performance416

remaining unchanged in multiple hops.417

3.4.4 Average Rank418

To verify that our method can improve the average419

rank of relevant tables, we compute the average420

rank of relevant tables at different numbers of max421

hop in the results of MURRE, as shown in Figure 5a.422

MURRE can indeed improve the average rank of423

relevant tables. The improvement at the max hop424

of 2 is the most significant because most questions425

in the SpiderUnion require 1 or 2 tables (see Ta-426

ble 1) and need 2 hops to link to different tables.427

Method Level
Easy Medium Hard Extra All

baseline 70.5 71.1 55.8 51.3 66.0
MURRE 71.8 76.0 73.3 73.1 74.2

Table 6: Complete recall k = 5 of MURRE compared
with the baseline in different SQL hardness levels on
SpiderUnion. Extra denotes extra hard. All refers to
the performance of the whole SpiderUnion dataset. The
best results of different hardness are annotated in bold.

Also, the improvement at the max hop of 3 is weak, 428

not only because the questions that need 3 or 4 429

tables are too few, but also because we take the 430

mechanism of early stop causing most questions in 431

SpiderUnion to stop retrieving before the 3th hop 432

which is presented in Figure 5b. 433

3.4.5 SQL Hardness 434

To observe the retrieval performance of our method 435

adapting for SQL of different hardness levels, we 436

categorize the SQL and its corresponding ques- 437

tion according to the SQL hardness criteria (Yu 438

et al., 2018) and calculate the retrieval performance 439

of different hardness levels, as shown in Table 6. 440

MURRE improves performance more significantly 441

for more difficult SQL questions. Because more 442

difficult SQL often requires more tables to operate 443

and query, the baseline is challenging to retrieve 444

all relevant tables merely in a single hop, while 445

our method can retrieve more relevant tables at 446

low ranks and reduce the domain gap with relevant 447

tables with multi-hop retrieval. 448

3.4.6 Case Study 449

We demonstrate an example with MURRE com- 450

pared with baseline and CRUSH, as shown in 451

Figure 6. Baseline and CRUSH fail to retrieve 452

the "world_1.countrylanguage" table at top 3 453

since there are many similar entities to "city" and 454

"population" causing the irrelevant tables to oc- 455

cupy high ranks in a single hop. Meanwhile, 456

the tabularized question enlarges the domain gap 457

further with CRUSH. In comparison, MURRE 458

adopts multi-hop retrieval to separately link the 459

entities in the question and successfully retrieve 460

"world_1.city" and "world_1.countrylanguage". 461

Also, our method rewrites the question according 462

to the top 3 tables separately, including one rel- 463

evant table "world_1.city" causing the rewritten 464

question to keep the same domain as the relevant 465

table and easily link to "world_1.countrylanguage". 466

The detailed case can be seen in Appendix F. 467
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Question
What is the most populace city that speaks English?

Tables
city_record.city(city id, city, hanyu pinyin, regional population, …)
world_1.city(id, name, country code, district, population)
e_government.addresses(address id, line 1 number building, …)
…

Retrieved Tables (top 3)
Baseline: (r@3 = 50.0)
city_record.city(city id, city, hanyu pinyin, regional population, …)
world_1.city(id, name, country code, district, population)
e_government.addresses(address id, town city, ...)

CRUSH: (r@3 = 50.0)
farm.city(city id, official name, status, area km 2, population, …)
world_1.city(id, name, country code, district, population)
geo.city(city name, population, country name, state name)

Murre: (r@3 = 100.0)
world_1.city(id, name, country code, district, population)
world_1.countrylanguage(countrycode, language, is official, …)
city_record.city(city id, city, hanyu pinyin, regional population, …)

Figure 6: Case study comparing MURRE with baseline
and CRUSH. The green means the relevant table, while
the red means irrelevant. Each table is expressed in
the form of “database name.tabel name(column name,
column name, ...)”. r denotes recall.

4 Related Work468

4.1 Text-to-SQL469

Text-to-SQL is an important task because it can470

convert the user question into SQL, helping peo-471

ple access databases efficiently (Qin et al., 2022).472

Currently, LLM-based methods become the main-473

stream method in text-to-SQL, because they sur-474

pass the performance of pre-trained language mod-475

els with only a small amount of annotated data (Li476

et al., 2023a; Gao et al., 2023a). For example, to477

solve the example selection in text-to-SQL, DAIL-478

SQL (Gao et al., 2023a) proposes to use masked479

question similarity selection. However, these meth-480

ods do not focus on the open-domain text-to-SQL481

task and exist a gap with real-world applications.482

To solve the problem, CRUSH (Kothyari et al.,483

2023) proposes to retrieve relevant tables using the484

LLM hallucination before text-to-SQL.485

However, existing methods can only rely on486

single-hop retrieval where similar entities cause487

irrelevant tables to have high ranks, and the tabular-488

ized question is only generated based on the ques-489

tion causing the domain gap. To solve this problem,490

we propose a multi-hop retrieval method for open-491

domain text-to-SQL, which rewrites the question492

referenced to the retrieved tables with LLM.493

4.2 LLM-based Retrieval 494

The existing methods of LLM-based retrieval lever- 495

age the powerful in-context learning capabilities 496

of LLM and knowledge stored in parameters to 497

enhance retrieval and prove the effectiveness on 498

multiple benchmarks (Gao et al., 2023b). Among 499

them, some studies focus on iterating the process of 500

retrieval with retriever and generation with LLM, 501

which can improve retrieval performance. For ex- 502

ample, Self-Ask (Press et al., 2023) uses LLM 503

to decompose the user question into the next sub- 504

question dynamically based on the original ques- 505

tion and current intermediate answer and calls the 506

search engine to retrieve the next intermediate an- 507

swer. To reduce the overheads of retrieval and 508

generation, ITER-RETGEN (Shao et al., 2023) pro- 509

poses to splice the question and generation of LLM 510

as the new retrieval query for the next iteration. 511

However, these LLM-based methods can not 512

adapt to open-domain text-to-SQL directly, be- 513

cause most entities in the tables are abbreviations 514

and simpler than expressions of natural language, 515

leading to that there exist many similar entities 516

in the different tables. If only selecting the most 517

similar table as the intermediate result, it could be 518

irrelevant and cause subsequent retrieval and text- 519

to-SQL tend to the irrelevant tables. To solve the 520

problem, we employ the beam search paradigm 521

to select multiple possible tables at each hop and 522

maintain multiple retrieval lists, effectively allevi- 523

ating the limitation of similar irrelevant entities. 524

5 Conclusion 525

In the paper, we figure out that most previous re- 526

trieval methods do not pay attention to schema 527

linking in the open-domain text-to-SQL, limiting 528

the performance reflected in the similar irrelevant 529

entity and domain mismatch entity. To solve the 530

limitations, we propose MURRE which employs 531

the multi-hop retrieval to focus on the unretrieved 532

entities and rewrite the question based on the re- 533

trieved tables at each hop to reduce the domain 534

gap between the tabularized question and relevant 535

tables, alleviating the limitations of the similar ir- 536

relevant entity and domain mismatch entity sep- 537

arately. MURRE achieves an average of 6.38% 538

performance improvement on SpiderUnion and Bir- 539

dUnion+ datasets and reaches new SOTA results, 540

verifying the effectiveness of our method. Our 541

analysis experiments prove that MURRE indeed 542

alleviates the two limitations above. 543

8



Limitations544

We discuss the limitations of our work from the fol-545

lowing two aspects. 1. Considering the efficiency,546

our method significantly improves the retrieval re-547

call, however, our method also reduces the effi-548

ciency of retrieval. We leave the trade-off between549

efficiency and recall as future work. 2. From the550

perspective of recall, our method does not consider551

the recall improvement brought by the text-to-SQL552

feedback (Trivedi et al., 2023; Yu et al., 2023).553

We leave the retrieval recall improvement lever-554

aging the results of text-to-SQL for future work.555

Although our method achieves significant improve-556

ments, future work can improve our method from557

the aspects of efficiency and recall further.558

Ethics Statement559

Every dataset and model used in the paper is ac-560

cessible to the public, and our application of them561

adheres to their respective licenses and conditions.562
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A Prompts for Rewrite706

We show the prompts we use to rewrite the question707

on SpiderUnion (see Table 7) and BirdUnion+ (see708

Table 8). We only show the first two examples here709

limited by pages. The code and the whole prompt710

will be public in the future.711

B Dataset Details712

Spider (Yu et al., 2018) is a multi-domain main-713

stream text-to-SQL dataset that contains 658 ques-714

tions, with an average of 1.48 tables per question in715

the dev-set. Bird (Li et al., 2023b), as a text-to-SQL716

dataset, is closer to the actual scenario featuring717

its larger scale and more difficult questions. Bird718

contains 1534 questions, with an average of 1.92719

tables per question in the dev-set.720

C Model Details721

SGPT is the popular retrieval baseline, employing722

a decoder-only architecture and showing excellent723

performance on tasks such as sentence matching.724

The gpt-3.5-turbo model has undergone instruc-725

tion fine-tuning and human alignment and has su-726

perior in-context learning and inference capability.727

D Additional Results728

We show the results of text-to-SQL with the in-729

put including the user question and retrieved top730

schema on BirdUnion+ in Table 9.731

E Statistical Criteria of Limitations732

To facilitate statistics on the number of results re-733

flected in the two limitations of similar irrelevant734

entities and domain mismatch entity, we set the735

following rules.736

For the limitation of similar irrelevant entities,737

our statistical standard is that the entity in the irrel-738

evant schema appears in the question. If the same739

entity appears in the schema as in the question, then740

intuitively we consider that the schema is similar to741

the question, and in practice, the cosine similarity742

between the schema and the question after embed-743

ding is also high (Kamphuis et al., 2020; Wang744

et al., 2021, 2023; Li et al., 2023c; Kong et al.,745

2024).746

For the limitation of domain mismatch entity, if747

all entities in the rewritten question do not appear in748

the relevant schema, we consider that the rewritten749

question does not match the domain of the relevant750

schema. If the rewritten question does not overlap751

with any entity in the relevant schema, the retrieval 752

similarity is also low, which also means that the 753

rewritten question cannot be well matched with the 754

relevant schema and reflected on the domain (Kent, 755

1991). 756

F Detailed Case Study 757

We present one example in detail with MURRE 758

compared with the baseline and CRUSH in Ta- 759

ble 10. We demonstrate the example, with set- 760

ting the beam_size to 3 and max hop to 3, while 761

it stops early at the second hop. The baseline 762

and CRUSH are both single-hop retrieval and suf- 763

fer from the limitation of similar irrelevant entity 764

and fail to retrieve the "world_1.countrylanguage" 765

table in top 3. Moreover, CRUSH rewrites the 766

question that belongs to the "population" do- 767

main and still mismatches the domain of rele- 768

vant tables "world_1". However, MURRE re- 769

trieves the left table "world_1.countrylanguage" 770

at the second hop by removing the retrieved in- 771

formation from the question and matching the 772

"world_1.countrylanguage" more referenced to the 773

retrieved table "world_1.city". 774
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Given the following SQL tables, your job is to complete the possible left SQL tables given a user’s request.
Return None if no left SQL tables according to the user’s request.

Question: Which models are lighter than 3500 but not built by the ’Ford Motor Company’?
Database: car_1.model list(model id, maker, model)
car_1.cars data(id, mpg, cylinders, edispl, horsepower, weight, accelerate, year)
car_1.car names(make id, model, make)
Completing Tables: car_1.car makers(id, maker, full name, country)

Question: Which employee received the biggest bonus? Give me the employee name.
Database: employee_hire_evaluation.evaluation(employee id, year awarded, bonus)
employee_hire_evaluation.employee(employee id, name, age, city)
Completing Tables: None
...

Table 7: The prompt we use for the SpiderUnion with gpt-3.5-turbo.

Given the following SQL tables, your job is to complete the possible left SQL tables given a user’s request.
Return None if no left SQL tables according to the user’s request.

Question: What was the growth rate of the total amount of loans across all accounts for a male client between 1996 and 1997?
Database: financial.client(client_id, gender, birth_date, location of branch)
financial.loan(loan_id, account_id, date, amount, duration, monthly payments, status)
Completing Tables: financial.account(account id, location of branch, frequency, date)
financial.disp(disposition id, client_id, account_id, type)

Question: How many members did attend the event ’Community Theater’ in 2019?
Database: student_club.Attendance(link to event, link to member)
Completing Tables: student_club.Event(event id, event name, event date, type, notes, location, status)
...

Table 8: The prompt we use for the BirdUnion+ with gpt-3.5-turbo.

Model Method 3 5 10 20

SGPT-125M Baseline 11.0 12.5 15.4 16.2
MURRE 15.7 17.1 19.0 18.1

SGPT-5.8B Baseline 15.7 17.7 19.0 19.5
MURRE 20.3 21.5 22.2 21.9

Table 9: EX for predicted SQL with the input, which includes the user question and different numbers of retrieved
top schema on BirdUnion+.
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Question
What is the most populace city that speaks English?

Tables
city_record.city(city id, city, hanzi, hanyu pinyin, regional population, gdp)
world_1.city(id, name, country code, district, population)
e_government.addresses(address id, line 1 number building, town city, zip postcode, state province county, country)
. . .

Baseline (r@3 = 50.0)
Tabularized Question
-
Retrieved Tables (top 3)
city_record.city(city id, city, hanzi, hanyu pinyin, regional population, gdp)
world_1.city(id, name, country code, district, population)
e_government.addresses(address id, line 1 number building, town city, zip postcode, state province county, country)

CRUSH (r@3 = 50.0)
Tabularized Question
population(city, language, population size)
Retrieved Tables (top 3)
farm.city(city id, official name, status, area km 2, population, census ranking)
world_1.city(id, name, country code, district, population)
geo.city(city name, population, country name, state name)

MURRE (r@3 = 100.0)
Retrieved Tables in 1st Hop (top 3)
city_record.city(city id, city, hanzi, hanyu pinyin, regional population, gdp)
world_1.city(id, name, country code, district, population)
e_government.addresses(address id, line 1 number building, town city, zip postcode, state province county, country)
Tabularized Questions
city_record.language(city id, language, percentage)
world_1.countrylanguage(countrycode, language, is official, percentage)
e_government.languages(language id, language name, language code, population)
Retrieved Tables in 2nd Hop (top 3)
world_1.city(id, name, country code, district, population))
world_1.countrylanguage(countrycode, language, is official, percentage)
city_record.city(city id, city, hanzi, hanyu pinyin, regional population, gdp)
Tabularized Questions
None
None
None

Table 10: Detailed case study comparing MURRE with baseline and CRUSH. The green means the relevant table,
while the red means irrelevant. Each table is expressed in the form of “database name.tabel name(column name,
column name, ...)”. r denotes recall. Important entities in schema linking are bold.
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