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Abstract

Comparative reasoning plays a crucial role in001
predicting text preferences; however, large lan-002
guage models (LLMs) often demonstrate incon-003
sistencies in their reasoning, leading to incor-004
rect preference predictions. While approaches005
like Chain-of-Thought improve accuracy in006
many settings, they struggle to consistently007
distinguish the similarities and differences of008
complex texts. We introduce SC2, a model009
that prompts LLMs to predict text preferences010
by generating structured intermediate compar-011
isons. SC2 begins by proposing aspects for012
comparison, followed by generating textual013
comparisons under each aspect. We select con-014
sistent comparisons with a pairwise comparator015
that ensures each comparison of a given as-016
pect clearly distinguishes differences between017
texts, significantly reducing hallucination and018
improving consistency. Our empirical studies019
across various NLP tasks, including summa-020
rization, retrieval, and automatic rating, demon-021
strate that SC2’s enhanced performance in text022
preference prediction is significant.023

1 Introduction024

Comparative reasoning is crucial for predicting text025

preferences, as deciding the best out of a set of texts026

requires careful examination of the similarities and027

differences across the documents. Hence, compar-028

ative reasoning has been especially useful in NLP029

tasks such as text summarization (Yang et al., 2023;030

Lee et al., 2023), search ranking (Qin et al., 2023),031

and automatic evaluation (Adlakha et al., 2023),032

where text preference prediction is a key step.033

However, as corpora grow more dense and com-034

plex across domains, accurate comparative rea-035

soning becomes increasingly challenging. Exist-036

ing approaches rely on pretraining or fine-tuning037

models (Yu et al., 2023a; Iso et al., 2022) at the038

cost of massive human annotation and computa-039

tion. With the emergence of large language mod-040

els (LLMs) (OpenAI, 2023; Touvron et al., 2023a;041

Anil et al., 2023; Jiang et al., 2023a), prompting ap- 042

proaches like Chain-of-Thought (CoT) (Wei et al., 043

2022) offer a promising solution for enhancing 044

comparative reasoning. These approaches leverage 045

LLMs’ exceptional language generation capabili- 046

ties without incurring significant overhead. 047

Nonetheless, LLMs exhibit arbitrary and erro- 048

neous outputs when prompted for comparative rea- 049

soning (Adlakha et al., 2023). Specifically, LLMs 050

demonstrate inconsistency in their comparative 051

analyses of texts. Figure 1 (bottom left) provides 052

an example of logically inconsistent LLM reason- 053

ing using zero-shot CoT prompting. The LLM’s 054

generated explanation initially describes a property 055

as common to the text pair (highlighted in green), 056

but later implies that the same property is a strength 057

of just one of the documents (highlighted in yel- 058

low). This inconsistency in the LLM’s comparative 059

analysis leads to an incorrect prediction. 060

To address these challenges, we present SC2, 061

a StruCtured Comparative reasoning model that 062

constructs an intermediate structured representa- 063

tion contrasting two text corpora for more accurate 064

text preference prediction, as illustrated in Figure 1. 065

First, SC2 proposes a set of aspects from text pairs 066

to guide the comparison step. Second, SC2 gen- 067

erates textual comparisons for every aspect. We 068

refer to aspects and comparisons together as in- 069

termediate structured representations. To improve 070

the consistency of reasoning (e.g., a contrastive 071

comparison of a aspect should not overlap with 072

a common comparison), SC2 adopts approximate 073

inference: SC2 samples multiple responses in gen- 074

erative process and uses a pairwise comparator to 075

select the most consistent one as the final output. 076

We demonstrate the effectiveness of SC2 in im- 077

proving text preference prediction across various 078

tasks including text summarization (Stiennon et al., 079

2020), document retrieval (Soboroff et al., 2018), 080

and helpfulness and harmlessness detection (Bai 081

et al., 2022) with average 2.5 and 7.0 points gain 082
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Aspects Only in ß Shard in ß and à Only in à

Relevance to 
the history NA Both address the query regarding 

physical and mental disabilities. NA

Completeness
Emphasized when people 

might qualify based on
mental circumstances

Both clarify that SSI and SSDI fits 
both physical and mental challenges NA

Tone Informative Neutral tone Straightforward

Given the query and two candidate responses ß and à , and a comparison 
table analyzing two response, which one is better? In your response you first 
explain your justification and then choose “ß”or “à”.

Both responses address the query. However, ß addresses the query while 
considering conditions which might be vital for user understanding. 
Hence, I would choose candidate ß.

CoT Zero-Shot Prompting !"!

ß à∩

Both SSDI and SSI provide benefits for 
people with physical disabilities that 
affect their ability to work. 

People who have mental health 
disabilities and are unable to work may 
also qualify for SSI or SSDI, depending 
on the circumstances of their disability.

Both SSDI and SSI programs are 
designed to cover individuals with 
disabilities, whether physical or mental.

While their guidelines specifically 
mention support for those with 
physical disabilities, they also include 
provisions for individuals with mental 
health challenges.

What is the difference between SSI and SSDI? 
aren't they both disability?

Yes, Social Security Disability Insurance (SSDI) and 
Supplemental Security Income (SSI) are both programs that 
provide benefits for people with disabilities and hardships. 

Q: Are these programs just for people with 
physical disabilities, or mental ones as well?

Let’s think step by step, given the query and 
two candidate responses ß and à , which 
one is better? In your response you first 
explain your justification and then choose 
“ß”or “à”.

Both candidate responses provide accurate 
information regarding the coverage of SSDI
and SSI for both physical and mental 
disabilities.  However, the second candidate 
response is better in its explanation by 
stating that both programs cover people 
with mental disabilities as well. It also offers 
a more concise and straightforward answer.

Therefore, I would choose candidate à.

Candidate Response ß Candidate Response à

Figure 1: An example illustrating the differences in predicting the text preference between CoT-Zero-Shot prompting
and SC2. The top portion shows a query between a human and a chatbot, along with two candidate responses←
and→ to it. The table in the middle of the figure presents a structured intermediate representation produced by SC2.
Small phrases in the first row are aspects. Comparisons are entries that are not in the first column or row in the table.
The Venn diagram visualizes the atomic comparisons with respect to← and→.

over the top and bottom baselines, respectively.083

Our analysis further confirms the effectiveness of084

SC2 without incurring expensive LLM usage, and085

ablation studies emphasize the importance of the086

pairwise comparator. Our extensive human evalua-087

tions also indicate that SC2 aids in interpretation088

and assists users in making decisions.089

2 Related Work090

Prompting Large Language Models LLMs091

have recently advanced the state-of-the-art per-092

formance across many NLP tasks (Anil et al.,093

2023; OpenAI, 2023; Chowdhery et al., 2022; Tou-094

vron et al., 2023a,b; Jiang et al., 2023a). These095

LLMs have demonstrated the capability to pro-096

vide chain-of-thought explanations that elucidate097

their reasoning processes (Wei et al., 2022; Ko-098

jima et al., 2022). However, the chain-of-thoughts099

generated by LLMs are often arbitrary or contradic-100

tory (Turpin et al., 2023; Chen et al., 2023; Dhuli-101

awala et al., 2023), unfaithful to the facts(Lyu et al.,102

2023, 2024) or lacking robustness to rephrased103

questions. To mitigate these issues, several works104

aim to leverage consistency-based (Wang et al., 105

2023; Zhou et al., 2022), or verification-based ap- 106

proach (Ling et al., 2023; Lyu et al., 2024) to im- 107

prove the reasoning capacity of LLMs, yet the ben- 108

efit of such additional techniques are still ambiva- 109

lent (Huang et al., 2023). Furthermore, all these 110

advanced techniques still concentrate on processing 111

raw-text inputs, thereby overlooking the integration 112

of structural information. Moreover, they lack the 113

implementation of explicit consistency constraints, 114

which is crucial for maintaining logical coherence 115

in the generated outputs. 116

Comparative Reasoning and Summarization 117

Comparative reasoning involves comparing and 118

contrasting different documents (Yu et al., 2023a), 119

which has applications for a broad range of NLP 120

tasks including text ranking (Jiang et al., 2023b; 121

Qin et al., 2023), reward modeling (Ouyang et al., 122

2022; Lee et al., 2023) and automatic text gen- 123

eration evaluation (Liu et al., 2023a). Initial ex- 124

plorations focused on mining comparative content 125

from text corpora (Jindal and Liu, 2006; Li et al., 126

2010). More recent studies have developed models 127
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for generating comparative text, including gener-128

ating arguments for answering comparative ques-129

tions (Chekalina et al., 2021; Amplayo et al., 2021)130

and summarizing comparative opinions (Iso et al.,131

2022). Additionally, Zhong et al. (2022, 2023)132

prompts LLM to describe the differences between133

two text distributions in natural language and Dun-134

lap et al. (2023) further extends to discover differ-135

ences given a set of images from ImageNet.136

One challenge of directly prompting LLMs for137

comparative reasoning is that the input text often138

contains a mixture of diverse patterns. As such, it is139

crucial to incorporate fine-grained aspects to guide140

LLMs for generating more comprehensive summa-141

rizations (Sun et al., 2023; Xu et al., 2023; Wu et al.,142

2023; Yu et al., 2023b). Early works (Lin and Hovy,143

2000; Titov and McDonald, 2008) used clustering144

or topic modeling to identify aspects in documents.145

Lekhtman et al. (2021) fine-tune a pretrained lan-146

guage model for aspect extraction, which relies147

on manual labeling of comparative data. On the148

other hand, Goyal et al. (2022); Yang et al. (2023)149

leverage LLMs to perform summarization with the150

fixed aspects provided by humans. Differently, we151

leverage LLMs to automatically discover aspects to152

guide comparative reasoning, which provides a flex-153

ible way to incorporate fine-grained task-relevant154

signals while requiring minimal labeling efforts.155

3 Methods156

Our model, SC2, produces comparative reason-157

ing for text preference prediction that applies to158

densely written texts, generalizes to multiple do-159

mains, and ensures consistency. In this section, we160

give the generative process and inference proce-161

dure for SC2. Our primary focus is ensuring the162

comparisons consistently distinguish similarities163

and differences between texts.164

3.1 Generative Process165

The generative process has three steps. First, given166

a text pair, SC2 simplifies the task by delineating167

a set of aspects, as depicted in Figure 1. These168

aspects, consisting of concise phrases, enable the169

structured comparison between the texts. Second,170

SC2 produces comparisons, which are concise,171

aspect-focused comparative statements that clearly172

express how the texts are similar and different. We173

require the comparisons to be consistent: simi-174

larities identified as shared between the text pair175

should not overlap with what’s unique to each of176

them. Given the aspects and comparisons, the final 177

step predicts which text is preferred. 178

Formally, for a text pair problem, we denote the 179

text pair as← and→, along with a query. SC2 has 180

three components: Aspects a = {a1, a2, . . . , an}, 181

comparisons c = {c1, c2, . . . , cn}, and text prefer- 182

ences y ∈ {←,→}. The comparison c has three 183

columns: {c←, c→i , c∩i }, c→i and c←i refers to prop- 184

erties exclusive to→ and← respectively, and c∩i 185

to properties shared by both texts. 186

SC2 follows the following generative process: 187

First, it generates the aspects conditioned on the 188

text using an aspect model, P (a). Second, com- 189

parisons for each aspect are generated from the 190

comparison model 191

P (c|a) ∝
∏
i

l(ci)× P (ci|c<i, a)

where the function l : C → R+ evaluates the 192

consistency of ci. A higher value of l(ci) indicates 193

a greater degree of consistency. Finally, preference 194

model P (y|c, a) produces the preference label y. 195

Parameterization We use LLMs with specific 196

prompts to parameterize each model. With LLMs 197

generating reliable scalar values of consistency is 198

unreliable (Imani et al., 2023; Liu et al., 2023b). 199

Instead of directly regressing a consistency score, 200

we rely on pairwise comparisons, which have been 201

observed to be more reliable (Qin et al., 2023). We 202

define a pairwise comparator l′(c, c′) = 1(l(c) ≥ 203

l(c′))1, which takes a pair of comparisons (c, c′) 204

and determines the more consistent one. 205

To facilitate this, we recruit experts to develop 206

few-shot prompts that demonstrate a direct compar- 207

ison of two structured representations based on con- 208

sistency within itself. We guide our annotators to 209

assess pairs (c, c′) against consistency criteria, em- 210

phasizing that elements of the comparison should 211

ideally exhibit no overlap. Detailed instructions are 212

attached in the Appendix. 213

3.2 Tournament-based Inference 214

Given the generative model, the goal of inference 215

is to produce aspects and comparisons that are high 216

probability under the model and consistent. We 217

take a step-wise approach, choosing aspects, com- 218

parisons, and then finally predicting preferences. 219

When choosing aspects, we follow prior work 220

by employing a variety of sampling strategies to 221

obtain near-optimal aspects a∗ from P (a) (Wang 222

1We break the tie randomly.
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Figure 2: Illustration of tournament inference. Given
a set of samples, C = {c1, c2, c3, c4, c5, c6}, the tour-
nament approach randomly partitions them into three
groups in the first round, and each two is paired as input
to l′ and output from l′ will be entering the next round.
In this way, we only need to use l′ 5 times.

et al., 2023; Amplayo et al., 2021). We provide223

more details on these strategies in Section 4.224

Given aspects a∗, our next goal is to find225

comparisons that are likely under the compari-226

son model argmaxc P (c|a∗) = argmaxc l(c) ·227

P (c|a∗). There are two challenges with this ob-228

jective: First, the set of possible comparisons is229

intractably large. Second, the consistency function230

l(c) is unreliable. We approach the first challenge231

by sampling a set C of high probability compar-232

isons from P (c|a), and the second challenge by233

selecting the most consistent comparison by apply-234

ing the pairwise consistency comparator l′(c, c′) in235

a binary reduction. Formally, we select the most236

consistent comparison by optimizing237

c∗ = argmax
c∈C

∑
c′∈C\{c}

l′(c, c′).238

Naively, this optimization problem above requires239

O(|C|2) pairwise comparisons to optimize exactly.240

To reduce the number of pairwise comparisons,241

we utilize a tournament approach that performs242

O(|C|) comparisons. The tournament approach243

utilizes a binary reduction: Each step of the bi-244

nary reduction takes a pair of comparisons and245

eliminates the less logically consistent one into the246

successive rounds. We illustrate the tournament247

approach in Figure 2. The naive and tournament248

approaches are equivalent if transitivity holds in249

the consistency comparator l′(c, c′). In practice,250

transitivity does not always hold with LLM param-251

eterizations, resulting in the tournament approach252

trading off accuracy for efficiency.253

Finally, with structured intermediate representa-254

tion (a∗, c∗), SC2 decides between ←,→ which255

one is preferred by taking argmaxP (y|a∗, c∗).256

4 Experimental Setup 257

Aspect Model We experiment with two models 258

for generating aspects: the online aspect model and 259

the offline aspect model. Both models use PaLM- 260

2-L to obtain aspects. 261

The online aspect model dynamically generates 262

aspects using the CoT paradigm to deduce aspects 263

based on text inputs and applies self-consistency to 264

select the most agreeable aspect for each text pair. 265

However, this model is costly due to the extensive 266

use of LLM API calls for every pair of tasks. 267

The offline aspect model extracts aspects from 268

a collection of text corpora, adapting the concept 269

from but employing LLMs. Specifically, this model 270

prompts an LLM to extract aspects from each text 271

within the collected corpora (50 pairs of texts for 272

each task in this paper). It then prompts an LLM 273

to refine and consolidate all generated aspects. Fi- 274

nally, we identify five fixed aspects as to use di- 275

rectly for any text pair of one task. This aspect 276

model significantly reduces costs by allowing of- 277

fline refinement of aspects. Refined aspects are 278

fixed, thus they can be directly used without any 279

additional expense. 280

In our experimental studies, we report only the 281

best results for both baselines and in this section. 282

To understand the impact of the aspect model, we 283

detail its effects in our analysis section. 284

Comparison Model We use PaLM-2-L as the 285

major LLM backbone of comparison model of SC2 286

to produce intermediate structured representations. 287

Preference Model For the final text preference 288

prediction model, we experiment with two other 289

LLM backbones differing in their model capacity. 290

We aim to prove that the intermediate structured 291

representations produced by SC2 with PaLM-2-L 292

can help any backbone LLMs to predict text prefer- 293

ence more accurately, regardless of their capacity. 294

Specifically, we have used OpenAI’s GPT-3.5, and 295

GPT-4 (OpenAI, 2023) in our experiments. 296

Prompting Templates Prompts used in different 297

models can be found in our Appendix. Note that 298

we do not tailor the preference model’s prompts; 299

instead, we adapted the templates from Rafailov 300

et al. (2023) for a fair comparison across baselines2. 301

2In the original DPO paper (Rafailov et al., 2023), the au-
thors did not use the Anthropic-Harmless dataset, we adapted
their templated for Harmless datasets.
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Hyperparameters As SC2 searches for the best302

comparisons during the inference stage, as a result,303

we have a hyperparameter |C|, referring to the num-304

ber of samples generated by the comparison model.305

|C| is an important parameter that might affect the306

quality of the intermediate structured representa-307

tion produced by . For the reported results in this308

section, we set |C| = 8. We study the influence of309

this hyperparameter in Sec 6.310

Baselines For evaluation, we consider several311

baselines, primarily focused on the LLM-based312

prompting approaches. Below is a detailed313

overview of these baselines:314

(1) Direct Prompting (DP): This method directly315

prompts LLMs to predict text preference.316

(2) DP w/Aspects: This approach is a variation of317

DP. The difference is that DP w/Aspects incorpo-318

rates aspects generated by the aspect models.319

(3) CoT-0-shot: This baseline utilizes a standard320

CoT-0-shot template for task preference prediction321

(with "let’s think step by step"). More details of the322

prompt template are available in the appendix.323

(4) CoT-1-shot: In addition to zero-shot prompting,324

we also carry out experiments using a 1-shot exam-325

ple within the CoT paradigm. For that purpose, we326

craft our 1-shot examples across different datasets.327

(5) CoT-SelfCon: This baseline integrates self-328

consistency to CoT-0-shot baseline aiming to re-329

move the arbitrariness.330

Specifically, CoT-SelfCon first samples multiple331

responses from the LLM using the same prompt332

and text pair input. Subsequently, CoT-SelfCon333

aggregates all responses to identify the most fre-334

quently generated answer. In our experimental stud-335

ies, we set the number of sample responses to 8336

and use a majority vote to determine the desired re-337

sponse, randomly selecting a response in the event338

of a tie. A mathematical explanation of Self-Con339

can be found in our appendix.340

Datasets (1) TL;DR (Stiennon et al., 2020): We341

use OpenAI’s filtered Reddit and CNN/Daily Mail342

TL;DR dataset. OpenAI also created a preference343

dataset from this, where labelers rated two gener-344

ated summaries per post. For the CNN/Daily Mail345

part, for a given news, we extracted two graded346

summaries and used the overall score to create the347

label. More details are in the original paper.348

(2) RLAIF-HH (Bai et al., 2022): The RLAIF-349

HH from Anthropic dataset comprises dialogues350

from interactions between crowdworkers and large351

language models. In these exchanges, workers ei-352

ther seek assistance or provoke potentially harmful 353

responses from the AI. The responses are then la- 354

beled based on their helpfulness or harmfulness. 355

(3) TREC News (Soboroff et al., 2018): The 356

TREC News dataset contains query-document pairs 357

focused on ad-hoc ranking and filtering tasks from 358

the late 1980s to early 2000s. We modify the 359

dataset as follows for preference prediction: for 360

a given query, we extract two document answers 361

to construct the triplet and use the relevance score 362

provided by the original dataset to decide which 363

document is more preferred. 364

Dataset Sampling As datasets that have been 365

used in the past are in large volumes, we only sam- 366

pled a small ratio of them due to the cost of running 367

all experiments. We sample roughly 250-300 data 368

points from each dataset uniformly. More details of 369

the sampled dataset can be found in the Appendix. 370

Metrics We report the accuracy of all approaches 371

in our experiment ( Correctly Predicted Instances
All Instances ) to mea- 372

sure the performance. 373

5 Results 374

Experimental results in Table 1 demonstrate SC2’s 375

strong performance across all evaluation domains, 376

with average gains of ∼ 2.5 and ∼ 7.0 points over 377

the top and bottom baselines respectively. This con- 378

firms the benefits of structured comparative reason- 379

ing for enhanced text preference prediction. Using 380

structured intermediate representations produced 381

by SC2, the preference prediction model better han- 382

dles these comparative reasoning difficulties. 383

Moreover, we observe the input length as an 384

additional factor impacting performance. For in- 385

stance, the TREC News dataset comprises consid- 386

erably longer texts than other corpora. Here, the 387

DP method lags behind SC2 by over 9 points, com- 388

pared to the average 7 point deficit across baselines. 389

Though input length serves as an imperfect proxy 390

for complexity, the results also signaled the poten- 391

tial benefit of using our method for longer inputs. 392

We also want to point out that SC2 could be 393

further improved by coupling with some of the 394

existing general prompting techniques, for exam- 395

ple, self-consistency (Wang et al., 2023) and self- 396

verification (Madaan et al., 2023). 397

6 Analysis 398

To further understand the benefit of using SC2 to 399

produce an intermediate structured representation, 400
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Preference Comparison TLDR RLAIF Document
Model Model Ranking

Reddit CNN/DM AVG Helpful Harmless AVG TREC News

DP 62.89 61.39 62.14 58.40 58.15 58.27 44.36
DP w/Aspects 62.50 62.55 62.52 59.20 53.72 56.46 46.18

GPT-3.5 CoT-0-shot 63.67 64.48 64.08 59.00 56.94 57.97 47.64
CoT-1-shot 64.06 63.71 63.88 59.20 58.55 58.88 50.18

CoT-SelfCon 64.92 63.32 64.12 60.60 58.75 59.68 50.55
SC2 68.36 68.34 68.55 63.20 59.76 61.49 52.95

DP 66.41 64.86 65.63 62.60 58.85 60.58 52.00
DP w/Aspects 65.63 65.25 65.44 60.60 60.97 60.78 55.64

GPT-4 CoT-0-shot 68.75 68.34 68.54 63.00 60.56 61.78 59.64
CoT-1-shot 69.92 69.50 69.71 63.80 60.16 61.98 61.09

CoT-SelfCon 71.67 69.12 69.90 64.00 60.76 62.38 61.82
SC2 73.83 70.65 72.25 66.60 62.98 64.79 64.73

Table 1: Experimental results of SC2 across different datasets in three different domains. DP refers to direct
prompting. We use accuracy to measure the performance and report averaged the results from 5 rounds.

Random Tournament Exact
Selection Scheme Search

# LLM calls 1 7 56
Decoded Len 372 2,651 13,272

Accuracy 0.63 0.71 0.73

Table 2: Cost and accuracy analysis of different infer-
ence approach of SC2.

in this section, we conduct ablation studies and in-401

depth analysis. We also implement a user study to402

explore the potential of using SC2 to inform human403

beings’ decisions.404

6.1 Effectiveness of Pairwise Comparator405

To calibrate the effective gain arising from the pair-406

wise comparator l′, we first compare variants of407

SC2 with the comparators and those with differ-408

ent hyperparameter configurations of SC2. We use409

different intermediate structured representations410

produced by variants of SC2 to predict the text411

preference. Results are shown in Figure 3.412

With |C| = 1, where there is effectively no pair-413

wise comparator l′, the performance of the prefer-414

ence model was found to be comparable to baseline415

results shown in Table 1. This suggests that incon-416

sistent structured representations could potentially417

degrade the performance of the preference model.418

An increase in accuracy was observed with larger419

values of |C|, indicating the benefits of pairwise420

comparator. However, this improvement plateaued421

when |C| exceeded 8, hinting at a potential ceil-422

ing effect for our approach, irrespective of further 423

increases in |C|. 424

6.2 Impact of Different Aspect Models 425

To understand the effect of different aspect models, 426

we conduct ablation studies comparing the base- 427

line that used aspects and SC2 with aspect models 428

proposed in our experimental study. 429

Table 3 presents the results. It shows that SC2 430

with the offline aspect model consistently outper- 431

forms or performs as well as SC2 with the online 432

aspect model. However, for the DP w/Aspects base- 433

line, neither the online nor the offline aspect model 434

demonstrates superiority over the other. This indi- 435

cates that SC2 does not require online LLM calls 436

which dynamically generate aspects and can ef- 437

fectively utilize the offline aspect model to obtain 438

aspects for the given task at pretty low cost. 439

6.3 Cost Analysis of SC2 and Few-shot 440

CoT-SelfCon 441

As discussed in our experimental study, CoT- 442

SelfCon has no pairwise comparator components, 443

resulting in lower LLM usage. On the other hand, 444

in our primary experimental studies, we utilize 445

PaLM-2-L to create intermediate structured repre- 446

sentations and other LLM for preference prediction 447

to avoid potential overfitting. In contrast, the CoT- 448

SelfCon baseline consistently employs the same 449

LLM (GPT-4) all the way. 450

To ensure a fair comparison and eliminate biases 451
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Preference Aspect Model TLDR RLAIF Document
Model Model Ranking

Reddit CNN/DM Helpful Harmless TREC News

Online DP w/Aspects 62.89 62.16 59.20 53.72 46.18
Online SC2 67.97 67.95 63.00 59.15 53.09

GPT3.5 Offline DP w/Aspects 62.50 62.55 58.80 53.32 44.96
Offline SC2 68.36 68.34 63.20 59.76 53.09
Online DP w/Aspects 65.63 63.32 60.40 60.97 54.81
Online SC2 73.05 70.27 66.00 62.37 63.81

GPT4 Offline DP w/Aspects 64.84 65.25 60.60 59.76 55.64
Offline SC2 73.83 70.65 66.60 62.98 64.73

Table 3: Calibration of different aspect models. Online refers to Online Aspect Model, and Offline refers to Offline
Aspect Model. DP w/Aspects refers to Direct Prompting with Aspects.

Total LLM calls 8 15 24

SC2 0.682 0.738 0.750
CoT-SelfCon 0.678 0.728 0.730

Table 4: Accury of text preference prediction of SC2

against CoT-SelfCon with the same # of LLM calls.

that might arise from using different LLMs and #452

total LLM calls, we only use GPT-4 for both SC2453

and CoT-SelfCon in this analysis. We use a fixed454

number of total LLM calls, including the genera-455

tion of intermediate structured representations and456

the final preference prediction. We limit our ex-457

periments to a single dataset with 100 samples and458

average the results over 5 rounds for the cost con-459

sideration. The results are shown in Table 4. Our460

analysis indicates that with the same # total LLM461

calls and the same LLM backbone, SC2 predicts462

preference consistently more accurately.463

Furthermore, we evaluate against few-shot CoT-464

SelfCon, widely regarded as a strong baseline.465

Given that SC2 operates in a zero-shot setting in466

experimental studies, for a fair comparison, we467

compare few-shot SC2 with few-shot CoT-SelfCon,468

varying # LLM calls and # few-shot examples. We469

limit # few-shot examples to 5. This makes sure the470

context length is within the LLM’s length window471

for both approaches.472

Results are shown in Table 5. When the total473

LLM calls are low, CoT-SelfCon maintains a slight474

advantage over SC2. However, as the number of475

LLM calls increases, SC2 consistently outperforms476

few-shot CoT-SelfCon with the margin widening.477

This trend is attributed to the necessity for pair-478

wise comparators to produce logically consistent479

intermediate-structured representations, leading to480

more accurate predictions.481

Total # Few-shot CoT- SC2

LLM calls Examples SelfCon

8 3 0.678 0.672
5 0.694 0.685

15 3 0.718 0.733
5 0.742 0.756

24 3 0.778 0.797
5 0.796 0.812

Table 5: Accury of text preference prediction of few-
shot SC2 against few-shot CoT-SelfCon with the same
number of LLM calls.

6.4 Efficiency of Tournament Approach 482

We study the efficiency and effectiveness of the 483

tournament approach w.r.t. other inference meth- 484

ods. Random Selection refers to the process of 485

randomly selecting one sample from C during the 486

inference stage, while Exact Search involves run- 487

ning all possible comparisons, which takes O(n2). 488

We measure the cost using the total input length 489

and the number of LLM calls, as this is common 490

practice for the actual cost calculation in commer- 491

cial Large Language Models (LLMs). We used the 492

same dataset from the previous subsection. 493

We find a significant gap between the Random 494

Selection approach and the other two approaches as 495

shown in Figure 2. Although Exact Search yields 496

the best results, it requires 4 times the token length 497

and 49 more LLM calls, potentially leading to a 498

substantial increase in cost. 499

6.5 Human Evaluation 500

We conduct additional human evaluations to see 501

how the intermediate structured representations 502

produced by SC2 inform human decision-making. 503

7



Figure 3: Impact of # samples |C| in SC2.

Annoators We recruit our annotators from an504

internal pool. Demographic and geographic charac-505

teristics of the annotator population are not acces-506

sible to our researchers. Information can be used507

to identify annotators that are fully anonymized.508

Consent forms have to be signed by annotators to509

take part in this study.510

Study Design In consideration of ethical stan-511

dards and the requirement to avoid directly test-512

ing annotators, we structure our human evalua-513

tion as follows: Annotators are presented with a514

query alongside a pair of text options, denoted as515

(←,→). They determine which text, either← or516

→, is preferable. They have three options: ← is517

better,→ is better, and tie. Following their initial518

decision, annotators are then shown the intermedi-519

ate structured representations generated by differ-520

ent variants of SC2. They decide if this additional521

information leads them to reconsider their initial522

choice and provide reasons for any change in their523

decision. This evaluation process uses two variants524

of SC2: |C| = 1 and |C| = 8 respectively. For525

ethical considerations, we only experiment with526

RLAIF-helpfulness and TL;DR-Reddit, ensuring527

the content is not harmful or violent manually. We528

instantiate 100 data points for each dataset and as-529

sign each question to three annotators. We collect530

96 and 98 questions with useful responses from531

all three annotators for RLAIF-helpful and TL;DR-532

Reddit respectively.533

Metrics We use the ground truth to gather the534

scores: we assign 1 for any correct answer, 0 for a535

tie, and −1 for any other incorrect answers.536

Findings As shown in Figure 4, with the aid537

of more consistent intermediate structured repre-538

sentations (|C| = 8), annotators are inclined to539

revise and flip their previous wrong answers to540

correct ones. This suggests that the intermedi-541

ate structured representation may facilitate better542

decision-making among human evaluators. How-543

ever, we also observe that intermediate structured544

|C|=1 |C|=8 |C|=1 |C|=8

80

60

40

20

Figure 4: Human evaluation on structured representa-
tion produced by different settings of SC2.
representations without using a pairwise compara- 545

tor (|C| = 1) could mislead annotators, deterring 546

them from selecting the correct preference. This 547

amplifies the importance of the pairwise compara- 548

tor to ensure consistency. 549

We also look into quantitative justifications 550

provided by annotators. Most annotators 551

stated that intermediate structured repre- 552

sentations helped them better understand 553

two texts. One mentioned, "the table 554

gives the concise comparison", 555

while another pointed out, "this [table] 556

helped me to understand better 557

the implications of the two 558

answers, and I changed my mind 559

after reading [the table]". Besides, 560

we also observe complaints about the intermediate 561

structured representations being hallucinatory 562

and not factual. The issue is more noticeable 563

in cases where the structured representation is 564

produced by SC2 without a pairwise comparator. 565

This suggests that enforcing a pairwise comparator 566

might mitigate the arbitrariness of LLM’s output 567

for better consistency, but still poses the risk of 568

presenting hallucinated results to annoators. 569

7 Conclusion 570

This paper presents SC2, a structured comparative 571

reasoning model for improving text preference pre- 572

diction. SC2 constructs intermediate structured rep- 573

resentations to explicitly contrast text pairs, incor- 574

porating a consistency comparator to enhance accu- 575

racy and coherence. Comprehensive experiments 576

across text summarization, retrieval, and response 577

rating tasks demonstrated that SC2 significantly 578

improves consistency and achieves state-of-the-art 579

performance. Analyses confirm the effectiveness 580

of SC2’s structured reasoning approach and consis- 581

tency enforcement. Our human evaluations show 582

that SC2 interpretations can assist users in making 583

informed decisions. 584
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8 Limitations585

This work has several limitations that provide op-586

portunities for future investigation. First, the eval-587

uation was conducted on a sample set of datasets588

that, while spanning diverse domains, might not589

fully characterize the breadth of real-world tex-590

tual comparison needs. Expanding SC2’s testing591

to larger, multilingual corpora is essential to as-592

sess its full potential and limitations beyond En-593

glish. Furthermore, there are likely upper bounds594

on SC2’s effectiveness imposed by the reasoning595

capacity of the underlying language model back-596

bone. As more advanced LLMs emerge, exploring597

their integration could help quantify this ceiling ef-598

fect. On a technical level, in this paper, measuring599

consistency relies on approximate metrics, so de-600

veloping more rigorous evaluation schemes could601

better highlight SC2’s benefits. We also do not602

include other prompting techniques that have been603

well-studied in the community, which we leave for604

future work.605

9 Ethical Considerations606

This research paper might risk potential biases that607

could arise from textual comparisons, particularly608

around sensitive attributes. SC2 is trained on estab-609

lished corpora like Wikipedia and books that may610

inherently contain societal biases. While a full anal-611

ysis of these biases is beyond the scope here, we612

acknowledge the risk that SC2 may inherit prob-613

lematic biases from its training data. Applying614

recent advancements in language bias detection to615

SC2 could help quantify and mitigate these risks.616

We are interested in exploring this as part of future617

work. Furthermore, this research focused solely on618

English; extending to other languages is an impor-619

tant direction that would require non-trivial adap-620

tation. Overall, while showing promise, SC2 has621

significant scope for improvement as limitations622

around evaluation, multilingual capabilities, con-623

sistency measurement, bias, and applied usage are624

addressed through future work.625
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Figure 5: Entailment and coverage score of SC2.

Appendix: Additional Experiments and868

Dataset Information869

Datasets Dataset sampling details can be found870

in Table 6871

Coverage and Entailment We also analyze the872

entailment and coverage scores of the intermedi-873

ate structured representations produced by SC2.874

We use internal coverage and entailment prediction875

models, leveraging an internal pre-trained language876

model expansion of T5, designed to predict entail-877

ment and coverage score. The score is in [0, 1], and878

a higher score indicates better coverage or entail-879

ment. On one hand, we aim to check the coverage880

and entailment depth of the structured represen-881

tations, and on the other, we seek to determine882

whether existing metrics could serve as good indi-883

cators: whether computing those metrics alone can884

select better responses from LLMs. Specifically,885

we consider the entire structured representation886

from SC2 and calculate the coverage and entail-887

ment score given the concatenation of← and→.888

We compare different representations from variants889

of SC2. Results are shown in Figure 5.890

As the comparisons are distilled into compara-891

tive statements, a relatively lower score is expected.892

However, we find that the representations of vari-893

ous SC2 configurations are not drastic in variance.894

Dataset # Samples Avg. Length

TL;DR-CNN/DM 256 572
TL;DR-Reddit 259 362
Antropic-Helpful 250 102
Antropic-Harmless 249 93
TREC News 291 947

AVG 278 433

Table 6: Statistics of Datasets in Experimental Studies

This indicates that LLMs might be hallucinating 895

entities, names, and locations mentioned in← and 896

→, which existing metrics such as coverage and 897

entailment find challenging to identify. This also 898

suggests that incorporating a pairwise comparator 899

aids in obtaining reliable comparative reasoning. 900

This predictive model assesses the entailment 901

and coverage scores for the tables generated by 902

the comparison model concerning the text pair←, 903

→. Scores range from 0 to 1, with 1 indicating 904

complete identity. We will add this background in 905

the next revision. 906

Our goal of this analysis was to demonstrate that 907

relying solely on coverage and entailment scores 908

is insufficient for eliciting consistent comparisons 909

produced by LLMs. As depicted in Figure 4, there 910

is a similar trend in entailment and coverage scores 911

regardless of the number of |C| (as discussed in our 912

previous analysis, |C| is a proxy for final accuracy, 913

with larger |C| normally yielding a better score). 914

This supports our argument for the importance of 915

pair-wise consistency comparison. If the reviewer 916

finds this analysis not necessary, we can remove 917

this analysis as well. 918

CoT-SelfCon We illustrate the details of CoT- 919

SelfCon in the below. 920

• Specifically, CoT-SelfCon, in our experiment, 921

has used the same input text → and text ←, 922

typically N times and is asked to generate a 923

response, a choice between two options→ or 924

←. 925

• After each iteration, the model’s response is 926

recorded. Upon completing all iterations, the 927

responses are aggregated to identify the most 928

frequently given answer. 929

• This method leverages repetition to find a con- 930

sistent model’s outputs, thus leading to a more 931

consistent and potentially more accurate con- 932

clusion. 933

• Mathematically, CoT-SelfCon can be written 934

as given we received the answer from LLM to 935

be r = {r1, . . . , rn}, ai = ans(yi), 936

Most frequent answer = argmax
x

n∑
i=1

1ri=x 937

Appendix: Prompts 938
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Which of the following summaries does a better job of summarizing the most important points
in the given forum article, without including unimportant or irrelevant details?

A good summary is both precise and concise.

Original Article:
{article}

Summary A:
{contextA}

Summary B:
{contextB}

Take a deep breath and think about this question step by step! FIRST, think step by step to have a
comparison of the two summaries, explaining which you prefer and why. SECOND, on a new line,
state only "A" or "B" to indicate your choice.

Your response should use the format:
Comparison: <step by step comparison>
Preferred: <"A" or "B">.

Figure 6: Preference model prompt for CoT Zero-shot Prompting for TL;DR

Which of the following summaries does a better job of summarizing the most important points
in the given forum article, without including unimportant or irrelevant details?

A good summary is both precise and concise.

Original Article:
{article}

Summary A:
{contextA}

Summary B:
{contextB}

FIRST, explaining which you prefer and why. SECOND, on a new line, state only "A" or "B" to
indicate your choice.

Your response should use the format:
Comparison: <step by step comparison>
Preferred: <"A" or "B">.

Figure 7: Preference model prompt for Direct Prompting for TL;DR
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Which of the following summaries does a better job of summarizing the most important points
in the given forum article, without including unimportant or irrelevant details? You are also
given some aspects to help you make the decision

A good summary is both precise and concise.

Original Article:
{article}

Summary A:
{contextA}

Summary B:
{contextB}

Aspects:
{aspects}

FIRST, explaining which you prefer and why. In your evaluation, you need to consider aspects that
are given above. SECOND, on a new line, state only "A" or "B" to indicate your choice.

Your response should use the format:
Comparison: <step by step comparison>
Preferred: <"A" or "B">.

Figure 8: Preference model prompt for Direct Prompting with Aspects for TL;DR

14



Which of the following summaries does a better job of summarizing the most important points
in the given forum article, without including unimportant or irrelevant details? You are also
given a comparative reasoning table that analyzes the differences and similarities between the
two summaries.

A good summary is both precise and concise.

Original Article:
{article}

Summary A:
{contextA}

Summary B:
{contextB}

Comparative Reasoning Table:
{table}

FIRST, explain which you prefer and why. In your evaluation, you can use the comparative reasoning
table above to help you make the justification and the decision. SECOND, on a new line, state only
"A" or "B" to indicate your choice.

Your response should use the format:
Comparison: <step by step comparison>
Preferred: <"A" or "B">.

Figure 9: Preference model prompt for SC2 for TL;DR

Which of the following documents aligns better with the query given?

A good retrieved document should be relevant to the query.

Query:
{query}

Document A:
{contextA}

Document B:
{contextB}

Take a deep breath and think about this question step by step! FIRST, think step by step to have a
comparison of the two retrieved documents, explaining which you prefer and why. SECOND, on a
new line, state only "A" or "B" to indicate your choice.

Your response should use the format:
Comparison: <step by step comparison>
Preferred: <"A" or "B">.

Figure 10: Preference model prompt for Zero-shot CoT Prompting for TREC News
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Which of the following documents aligns better with the query given?

A good retrieved document should be relevant to the query.

Query:
{query}

Document A:
{contextA}

Document B:
{contextB}

FIRST, have a comparison of the two retrieved documents, explaining which you prefer and why.
SECOND, on a new line, state only "A" or "B" to indicate your choice.

Your response should use the format:
Comparison: <step by step comparison>
Preferred: <"A" or "B">.

Figure 11: Preference model prompt for Direct Prompting for TREC News

Which of the following documents aligns better with the query given? You are also given some
aspects to help you make the decision

A good retrieved document should be relevant to the query.

Query:
{query}

Document A:
{contextA}

Document B:
{contextB}

Aspects:
{aspects}

FIRST, have a comparison of two retrieved documents, explaining which you prefer and why. In
your evaluation, you need to consider aspects that are given above. SECOND, on a new line, state
only "A" or "B" to indicate your choice.

Your response should use the format:
Comparison: <step by step comparison>
Preferred: <"A" or "B">.

Figure 12: Preference model prompt for Direct Prompting with Aspects for TREC News
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Which of the following documents aligns better with the query given? You are also given a
comparative reasoning table that analyzes the differences and similarities between the two
documents.

A good retrieved document should be relevant to the query.

Query:
{query}

Document A:
{contextA}

Document B:
{contextB}

Comparative Reasoning Table:
{table}

FIRST, explaining which you prefer and why. In your evaluation, you can use the comparative
reasoning table above to help you make the justifications and decision. SECOND, on a new line,
state only "A" or "B" to indicate your choice.

Your response should use the format:
Comparison: <step by step comparison>
Preferred: <"A" or "B">.

Figure 13: Preference model prompt for SC2 for TREC News

For the following query to a chatbot, which response is more helpful?

Query to a Chatbot:
{article}

Response A:
{contextA}

Response B:
{contextB}

Take a deep breath and think about this question step by step! FIRST, think step by step to have a
comparison of the two responses generated, explaining which you prefer and why. SECOND, on a
new line, state only "A" or "B" to indicate your choice.

Your response should use the format:
Comparison: <step by step comparison>
Preferred: <"A" or "B">.

Figure 14: Preference model prompt for Zero-shot CoT Prompting for RLAIF-HH
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For the following query to a chatbot, which response is more helpful?

Query to a Chatbot:
{article}

Response A:
{contextA}

Response B:
{contextB}

FIRST, have a comparison of the two generated responses, explaining which you prefer and why.
SECOND, on a new line, state only "A" or "B" to indicate your choice.

Your response should use the format:
Comparison: <step by step comparison>
Preferred: <"A" or "B">.

Figure 15: Preference model prompt for Direct Prompting for RLAIF-HH

For the following query to a chatbot, which response is more helpful? You are also given some
aspects to help you make the decision

Query to a Chatbot:
{article}

Response A:
{contextA}

Response B:
{contextB}

Aspects:
{aspect}

FIRST, have a comparison of the two generated responses, explaining which you prefer and why. In
your evaluation, you need to consider aspects that are given above. SECOND, on a new line, state
only "A" or "B" to indicate your choice.

Your response should use the format:
Comparison: <step by step comparison>
Preferred: <"A" or "B">.

Figure 16: Preference model prompt for Direct Prompting with Aspects for RLAIF-HH
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For the following query to a chatbot, which response is more helpful? You are also given a
comparative reasoning table that analyzes the differences and similarities between the two
generated responses.

Query to a Chatbot:
{article}

Response A:
{contextA}

Response B:
{contextB}

Comparative Reasoning Table:
{table}

FIRST, explain which you prefer and why. In your evaluation, you can use the comparative reasoning
table above to help you make the justifications and decisions. SECOND, on a new line, state only
"A" or "B" to indicate your choice.

Your response should use the format:
Comparison: <step by step comparison>
Preferred: <"A" or "B">.

Figure 17: Preference model prompt for SC2 for RLAIF-HH
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Which of the following summaries does a better job of summarizing the most important points
in the given forum article, without including unimportant or irrelevant details? You are also
given some aspects to help you make the decision
A good summary is both precise and concise.
Example Article:
{article}

Example Summary A:
{contextA}

Example Summary B:
{contextB}

Example Aspects:
{aspects}

FIRST, explain which you prefer and why. In your evaluation, you need to consider aspects that are
given above. SECOND, on a new line, state only "A" or "B" to indicate your choice.

Your response should use the format:
Comparison: <step by step comparison>
Preferred: <"A" or "B">.
Example Answer: {example answer}

Now, Based on the example above, take a deep breath and think about this question step by step to
answer the following question.
Which of the following summaries does a better job of summarizing the most important points
in the given forum article, without including unimportant or irrelevant details? You are also
given some aspects to help you make the decision

A good summary is both precise and concise.

Original Article:
{article}

Summary A:
{contextA}

Summary B:
{contextB}

Aspects:
{aspects}

FIRST, explain which you prefer and why. In your evaluation, you need to consider aspects that are
given above. SECOND, on a new line, state only "A" or "B" to indicate your choice.

Your response should use the format:
Comparison: <step by step comparison>
Preferred: <"A" or "B">.

Figure 18: Preference Model Prompts for CoT-1.
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Instructions: Your task is to conduct a consistency analysis of two generated comparative table
responses. Your evaluation should focus solely on the consistency of the responses. Each comparative
table is constructed to delineate similarities and differences about a given query, juxtaposing
candidate Summary 1 against candidate Summary 2. Consistency in this context refers to the logical
coherence within each table. Specifically, for each row corresponding to an aspect-level comparison,
the entries of three columns that denote similarities should be distinct and non-overlapping with the
entries that denote differences. A consistent response will differentiate between the commonalities
and disparities, ensuring that the information under the ’similarities’ column does not overlap what is
presented under the ’differences’ column. This clear segregation is crucial in assessing the quality
of the responses and their effectiveness in summarizing and contrasting the key points from the
summaries.

Query to a Chatbot:
{article}

Summary 1:
{contextA}

Summary 2:
{contextB}

Comparartive Table Response A:
{contextA}

Comparartive Table Response B:
{contextB}

More consistent: <"A" or "B">.
Justifications: <Justifications>.

Figure 19: Instructions to Craft prompts for Pairwise Comparator.
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