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Abstract

Recently, equivariant neural networks for policy learning have shown promis-
ing improvements in sample efficiency and generalization, however, their wide
adoption faces substantial barriers due to implementation complexity. Equivariant
architectures typically require specialized mathematical formulations and custom
network design, posing significant challenges when integrating with modern policy
frameworks like diffusion-based models. In this paper, we explore a number of
straightforward and practical approaches to incorporate symmetry benefits into
diffusion policies without the overhead of full equivariant designs. Specifically, we
investigate (i) invariant representations via relative trajectory actions and eye-in-
hand perception, (ii) integrating equivariant vision encoders, and (iii) symmetric
feature extraction with pretrained encoders using Frame Averaging. We first prove
that combining eye-in-hand perception with relative or delta action parameteriza-
tion yields inherent SE(3)-invariance, thus improving policy generalization. We
then perform a systematic experimental study on those design choices for integrat-
ing symmetry in diffusion policies, and conclude that an invariant representation
with equivariant feature extraction significantly improves the policy performance.
Our method achieves performance on par with or exceeding fully equivariant
architectures while greatly simplifying implementation.

1 Introduction

Although recent advancements in incorporating symmetry in robotic policy learning have shown
promising results [52, 60], the practical impact of this approach remains limited due to the significant
implementation challenges. While equivariant models [62, 11] can substantially improve sample
efficiency and generalization, integrating these symmetric properties into modern policy learning
frameworks presents several obstacles. First, symmetry reasoning must be tailored specifically for
each policy formulation, requiring different mathematical analyses and architectures across different
policy frameworks like Q-learning [57], actor-critic methods [59], and diffusion models [3]. This
creates a steep learning curve for practitioners seeking to leverage symmetry benefits. Second,
state-of-the-art equivariant architectures often introduce considerable complexity with specialized
layers [4, 15] and require structured inputs [11, 34], which do not naturally align well with modern
policy components like diffusion-based action generation [5], eye-in-hand perception [7], or pre-
trained vision encoders. As a result, robotics researchers frequently face a difficult choice: adopting
complex equivariant architectures with specialized implementation, or maintaining practical imple-
mentation concerns at the cost of symmetry benefits. This dilemma is particularly pronounced in
diffusion-based visuomotor policies [5], which have emerged as a powerful paradigm for generat-
ing smooth, multimodal robot actions. Although prior works have tried to implement equivariant
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diffusion models [51, 65, 60], the diffusion-denoising nature significantly enhances the difficulty of
incorporating equivariant structure.
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choosing between symmetry benefits and im-
plementation practicality, our methods demon-
strate that these advantages can be achieved
with minimal architectural changes and over-
head. As shown in Figure 1, our method
achieves excellent performance while maintaining implementation simplicity, positioning it at an
optimal balance point in the symmetry-practicality tradeoff. Notably, our work using a single eye-
in-hand image input reaches a similar performance as Wang et al. [60], which uses four cameras to
reconstruct the 3D voxel grid input.

Figure 1: We propose a number of practical ap-
proaches for incorporating symmetry in Diffusion
Policy, achieving comparable performance as fully-
equivariant policies while maintaining simplicity.

Our contributions can be summarized as follows:

* We prove that eye-in-hand perception and relative trajectory action inherently possesses SE(3)-
invariance, significantly improving the policy’s generalization.

* We demonstrate that transitioning from absolute action representations to relative trajectory
actions provides a straightforward improvement in policy performance, both with eye-in-hand
perception and extrinsic perception.

* We propose a novel approach that integrates a symmetric encoder into standard diffusion policy
learning, achieved by either using equivariant network in end-to-end training or using Frame
Averaging with pretrained encoders, and show that it can significantly improve performance.

¢ We show that combining the invariant perception and action representations and a pretrained
encoder with Frame Averaging achieves the state-of-the-art results in the MimicGen [42] bench-
mark while maintaining low architectural complexity and computational overhead compared to
fully equivariant methods.

2 Related Work

Diffusion Policies: Denoising diffusion models have transformed generative modeling in vision,
achieving state-of-the-art results in image and video synthesis [18, 55] as well as planning [29,
33]. Recently, Chi et al. [5, 6] introduced Diffusion Policy, which extends diffusion models to
robotic visuomotor control by denoising action trajectories conditioned on observations. Subsequent
extensions include applications to reinforcement learning [61, 49], incorporation of 3D inputs [68, 31],
hierarchical policies [64, 40, 71], and large vision-language action models [45, 2]. A key limitation of
diffusion methods is their heavy demand for training data. To mitigate this, recent works have injected
domain symmetries as equivariant constraints into the denoising network, thereby boosting sample
efficiency and generalization [3, 51, 60, 65, 56]. However, they typically require complex equivariant
denoising models. In contrast, our approach integrates symmetry by combining invariant observation
and action representations with an equivariant vision encoder, greatly simplifying implementation.

Equivariant Policy Learning: Robotic policies often require generalizing across spatial transfor-
mations of the environment. Traditional methods often achieve this via extensive data augmenta-



tion [69, 70]. Recently, equivariant models, a class of methods that are mathematically constrained
to be equivariant [8, 9, 62, 4, 11, 15, 34, 35], has been widely adapted to robotics to automatically
instantiate spatial generalization. Such models have been widely applied across robot learning, includ-
ing equivariant reinforcement learning [57, 59, 58, 44, 43, 32, 37, 19], imitation learning [30, 66, 14],
grasp learning [74, 75, 24, 21, 36], and pick-place policies [52, 53, 46, 50, 22, 25, 23, 27, 13, 26].
However, these methods often demand complex symmetry reasoning and equivariant layers, which
can hinder scalability. By contrast, our framework introduces symmetry in a more modular fashion,
making it easier to implement and adapt.

Policy Learning using Eye-in-Hand Images: Eye-in-hand perception, using a camera mounted on
the robot’s end-effector, has been a popular choice in manipulation because it is simple and calibration-
free. For instance, Jangir et al. [28] learn a shared latent space between egocentric and external views
to train hybrid-input policies. Hsu et al. [20] show that eye-in-hand images (alone or combined with
external cameras) yield higher success rates and better generalization, and similar findings have been
captured in [41]. Consequently, many recent frameworks retain eye-in-hand imagery [72, 1, 73, 2, 38].
Another advantage is rapid data collection using a handheld gripper [54, 67, 47, 7, 63, 16]. In this
work, we theoretically analyze how eye-in-hand observation, when paired with relative or delta
trajectory actions, yields inherent symmetry advantages for diffusion-based policies.

3 Background

Problem Statement: We consider behavior cloning for visuomotor policy learning in robotic
manipulation, where the goal is to learn a policy that maps an observation o to an action a, mimicking
an expert policy. Both 0 and @ may span multiple time steps, i.e., 0 = {0 (m—1),.-.,0t-1,0¢},a =
{a¢,at41, ..., Q44 (n—1)}, Where m is the number of past observations and 7 is the number of future
action steps. At time step ¢, the observation o; = (I, Ty, w;) contains the visual information I,
(e.g., images), the pose of the gripper in the world frame T; € SE(3), as well as the gripper aperture
w; € R. The action a; = (A, w;) specifies a target pose A; € SE(3) of the gripper and an open-
width command w; € R. To simplify the notation for our analysis, we omit the gripper command w;
in the action and focus on the pose command by writing a = {A;, Ay11 ..., Apyn—1} (While in the
actual implementation the policy controls both the pose and the aperture).

Diffusion Policy: Chi et al. [5] introduced Diffusion Policy, which formulates the behavior cloning
problem as learning a Denoising Diffusion Probabilistic Model (DDPMs) [18] over action trajectories.
Diffusion Policy learns a noise prediction function g4 (0, a + ¢, k) = £* using a network £, which is
trained to predict the noise £* added to an action a. The training loss is £ = ||g4(0, a +<*, k) —*||?,
where £* is a random noise conditioned on a randomly sampled denoising step k. At inference,
starting from a* ~ N(0, 1), the model iteratively denoises

k—1

a1t = a(d*

_759(07akvk)+6)7 (1)

where € ~ N (0, 021). «,, o are functions of the denoising step k (also known as the noise schedule).
The action a” is the final executed action trajectory.

Equivariance: A function f: X — Y is equivariant to a group G if, for all g € G,

f(p=(9) ) = py(g) f(2),

where p, and p, are representations of G on X and Y. Equivariance ensures that applying g before
or after f yields the same result, thus f is G-symmetric. When p is clear, we often write g - = or gx.

For 2D images, the group SO(2) = {Roty : 0 < 6 < 27} of planar rotations and its subgroup
C. = {Rotg : 0 € {220 < i < u}} of rotations by multiples of 2 are often used to construct
equivariant neural networks [62, 4] that can capture rotated features. The regular representation
Preg : G — R**" of C,, is of particular interest of this paper, which defines how C,, acts on a
vector z € R* by v X w permutation matrices. Intuitively, the vector x can be viewed as containing
information for each rotation in C,,. Letr* € C, = {1,r},...r* '} and z = (21,...7,) € RY,
then preq(r’)T = (Ty—vt1, - - » Tu, 1, T2, . . ., Ty—m) cyclically permutes the coordinates of x.
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Figure 2: The difference comparing our method (middle) with the original Diffusion Policy (left) and
the Equivariant Diffusion Policy (right). We use only an eye-in-hand image as the input, and use an
equivariant encoder to acquire symmetry-aware features from the input image. In policy denoising,
the noisy action and the noise-free action output are both in the gripper frame. Other components
remain identical to the original Diffusion Policy. Compared with Equivariant Diffusion Policy (right),
our approach is significantly simpler while maintaining a comparable experimental performance.

4 Approaches for Incorporating Symmetry in Diffusion Policy

In this section, we introduce three practical approaches for incorporating symmetry into diffusion
policies without requiring complex end-to-end equivariant architecture design. First, we examine
how invariant action and perception representations naturally induce symmetric properties. Second,
we explore integrating equivariant vision encoders that extract symmetry-aware features while
maintaining standard diffusion heads. Finally, we present how to leverage pre-trained vision encoders
in an equivariant way through Frame Averaging [48]. Together, these approaches offer a spectrum
of options for balancing symmetry benefits with implementation simplicity. As shown in Figure 2,
our proposed approach (middle) requires minimal architectural change compared with the original
Diffusion Policy [5] (left), and is much simpler than the fully equivariant model [60] (right).

4.1 Representing Actions as Absolute, Relative, and Delta Trajectory

Choosing the right representation for actions and observations is crucial for sample-efficient policy
learning in robotic manipulation. When a robotic task and environment exhibit rigid-body symmetries,
incorporating an equivariant or invariant representation can significantly enhance generalization to
unseen object configurations and poses. In this section, we explore three natural trajectory action
representations: absolute, relative, and delta trajectories, highlighting their symmetry properties under
global SE(3) transformations. Notice that although relative trajectories were introduced by Chi et al.
[7], their symmetric advantages have not yet been explored.

Definition 1 (Absolute Trajectory Action). An absolute trajectory action specifies future gripper
poses directly in the world frame as

a= {At7At+1a e vAt+"—1}7

where each Aiy; € SE(3) is the desired pose at time t + 1.



Definition 2 (Relative Trajectory Action). Let T; € SE(3) be the current gripper pose in the world
Jframe. A relative trajectory action is a sequence

r T r r
a" = {At, t+1,...,At+n_1},

where each A}, ; € SE(3) specifies the gripper’s pose relative to its initial frame at time t. The
corresponding absolute poses are recovered via
At-‘ri:TtA;-Hv Z:(),,Tl—l (2)
Definition 3 (Delta Trajectory Action). A delta trajectory action is a sequence of incremental
transforms expressed in a moving local frame:
d d sd d
o ={AL AL, AL )

where Af '+i € SE(3) represents the incremental motion at time step t + i expressed relative to the
gripper’s frame at the previous time step t + i — 1. The absolute poses are reconstructed as:
i—1
d .
At+i:T,g(HAt+j>7 i=0,...n—1. 3)

=0
We now formalize the transformation properties of these action representations (see Appendix A for
the proof):

Proposition 1 (Equivariance and Invariance under SE(3)). Consider a global transformation g €
SE(3) applied to the world coordinate frame, which transforms the current gripper pose as Ty — gT;.
Under this transformation:

1. The absolute trajectory action transforms equivariantly, i.e., g-a = {gAs, gAii1,...}.

2. The relative trajectory action is invariant, i.e., g - a" = a’.

3. The delta trajectory action is invariant, i.e., g - a® = a®.

4.2 SE(3)-Invariant Policy Learning

A key advantage of using relative or delta tra-
jectory action representations is that, if the pol-
icy being modeled is equivariant, i.e., 7(go) =
gm(0), the learned function 7 : 0 — a” or 7 :
o0 +— a® becomes invariant, i.e., 7(go) = (o).
This makes the underlying denoising network

€g also invariant, significantly reducing the func- ﬁvg[‘n"e

SE(3) Transform

tion space and potentially easing the training.

Moreover, when the relative or delta trajectory is @ @
combiped with eye-iq—hanq perceptign, @t natu- FEF?: Iﬁiafn:,:
rally yields an SE(3)-invariant canonicalization. LT I’ LT
Spemﬁcally, consider an agent equipped with a ” I:Dlnvariant

gripper-mounted camera, which captures an eye-

in-hand image I;. When an arbitrary transforma-
tion g € SE(3) is applied to the world, the vi-
sual input from the eye-in-hand camera remains
unchanged since the relative position and orien-
tation between the camera and the world do not
vary. For the input observation o; = (I3, T}, wy)
consisting of the invariant image I;, a gripper
pose T}, and gripper open-width w;, applying
the transformation g to the world frame affects only the gripper pose 77,

g-op = (It, 9Ty, wy). 4)

Figure 3: The invariant property of an eye-in-
hand perception and action representation in policy
learning. Top: an SE(3) transform applied to the
world, the action should transform accordingly.
Bottom: for the policy, both the input eye-in-hand
image and the output relative trajectory (in the grip-
per frame) remain invariant.

Let us first assume that the policy does not depend on the gripper pose 7}, then the policy 7: 0 — a
is SE(3)-equivariant when using eye-in-hand perception and relative or delta action:



Proposition 2. Let 7 : 0 — a” or T : 0 — a® be a function mapping from the observation o to the
relative trajectory a” or the delta trajectory a®. Assume an eye-in-hand observation is used where
Equation 4 is satisfied and 7 does not depend on T;. If the policy 7 : o — a reconstructs the absolute
trajectory a using Equation 2 or 3, then w is SE(3)-equivariant, i.e., w(go) = gm(0).

See Appendix B for the proof. This equivariance property implies that once a policy is learned,
it automatically generalizes across different poses in space without additional training data, thus
enhancing sample efficiency and robustness. As shown in Figure 3, when an SE(3) transformation is
applied to the world, both the perception and action remain invariant.

In practice, the assumption that 7 does not depend on 7} will not perfectly hold because the changing
T, will affect the network prediction, thus we will only have an approximate invariance property.
Since T} provides important information to the policy despite breaking the symmetry, we choose not
to explicitly constrain the policy to be invariant to T;. Still, our experiments demonstrate significant
performance improvements when employing this approximate invariant property.

4.3 Equivariant Vision Encoders

While the invariant representations described in Section 4.2 theoretically achieve SE(3)-equivariant
policy learning, we experimentally found that they do not fully match the performance of end-to-end
equivariant policies [60]. This is because equivariant neural networks not only guarantee global
symmetric transformations, but more importantly, they extract richer local features that can capture
the underlying symmetries of the problem domain. Instead of falling back to a network architecture
that is end-to-end equivariant, we propose a novel approach that incorporates an equivariant vision
encoder to extract symmetry-aware features while preserving a standard non-equivariant diffusion
backbone. This approach would preserve the benefits of symmetric feature extraction without the
complexity of a full equivariant model.

Specifically, we can replace the standard CNN vision encoder in a Diffusion Policy with an equivariant
CNN that operates on the group C,, C SO(2). This encoder maps the input eye-in-hand image to
a feature vector that transforms according to the regular representation of C,,, providing a richer
representation to the diffusion head with explicit information about how features transform under
rotations, significantly enhancing learning.

4.3.1 Incorporating Pretrained Vision Encoders with Frame Averaging

Although there exists a wide variety of equivariant neural network architectures [8, 62, 4], they
typically require defining each layer to be equivariant by constraining the weights with specialized
kernels [10]. This usually implies that the network is built specifically for a task and is trained
from scratch. However, modern computer vision has seen tremendous progress through large-scale
pretrained models, which provide powerful general-purpose representations. To bridge the gap
between equivariance and pre-training, we employ Frame Averaging [48] for turning an arbitrary
function ® : X — Y into a G-equivariant network by averaging over a Frame F : X — 29\ {0}
that satisfies equivariance as a set F(gx) = F(x):

T) = L 1y

where ¥ : X — Y will have the equivariant property ¥ (p;(g)x) = py(g)¥(x). For a finite group
G, one can set the frame to be the whole group F(z) = G, and Equation 5 becomes symmetrization:

V) = 5 3 () (puo) '), ©)

geaG

When using a pretrained encoder with Frame Averaging, we obtain the benefits of both powerful
pretrained representations and explicit rotational equivariance, allowing us to leverage state-of-the-art
vision backbones without sacrificing symmetry properties.

S Experiments

In this section, we conduct a systematic experimental study comparing different approaches for
incorporating symmetry in diffusion policies. We investigate the following key research questions:
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Figure 4: The experimental environments from MimicGen [42]. The left image in each subfigure
shows the initial state of the environment; the right image shows the goal state.

1. Invariant representations: How do the invariant action and perception representations analyzed
in Section 4.1 impact diffusion policy learning performance?

2. Equivariant vision encoders: Can diffusion policies benefit from incorporating equivariant
vision encoders?

3. Pre-trained encoders: How effectively can we leverage pre-trained encoders with Frame
Averaging (Equation 5)?

4. Comparison to end-to-end equivariant diffusion: How do these approaches compare with
fully equivariant diffusion policies [60]?

We evaluate our approaches on 12 robotic manipulation tasks in the MimicGen [42] benchmark, as
illustrated in Figure 4. We perform an additional Robomimic [41] experiment in Appendix D.

5.1 Action and Observation Representation

We first evaluate the three action representations (absolute trajectory, relative trajectory, and delta
trajectory) discussed in Section 4.1 across two different observation settings, Large FOV In-Hand
and In-hand + External. Figure 2 illustrates the differences between these configurations.

The results, presented in Table 1, demonstrate several key find-
ings. First, relative trajectory consistently outperforms absolute '
trajectory in 11 (for Large FOV In-Hand) or 10 (for In-Hand

+ External) out of 12 tasks. On average, relative trajectory pro-

vides a 5.9% improvement over absolute trajectory with Large

FOV In-Hand observations and a 7.4% improvement with In- ‘ ‘

Hand + External observations. These results align with our :

theoretical analysis in Section 4.1, confirming that the symme- (a) Threading  (b) Coffee Prep.
try properties of relative trajectory representations contribute Figure 5: The failures of the in-
to better performance. However, despite having the same the-
oretical guarantee, delta trajectory empirically performs poorly,
underperforming absolute trajectory by 2.9% on average, where
it only performs well in relatively simple tasks. We hypothesize that this is because delta trajectory
can be interpreted as a sequence of velocity vectors, containing less temporal and structural informa-
tion for the denoising process. Notice that similar observations of the underperformance of velocity
control in diffusion policy learning were also reported in prior works [5, 60].

hand observation due to occlusion
and insufficient information.



Table 1: The performance comparison between different action representations and different observa-
tion setups. All policies are trained using 100 expert demonstrations. We perform 60 evaluations
(each with 50 policy rollouts) throughout the training, and report the best average success rate. Results
averaged over three seeds, + indicates standard error. Blue box indicates relative trajectory or delta
trajectory outperforming absolute trajectory in the corresponding observation setting; Red box indi-
cates underperforming. Bold indicates best performing method across different settings. Performance
of Abs Traj in In-Hand + External is reported by [60].

Obs Action Mean Stack D1 Stack Three D1 ~ Square D2 Threading D2 Coffee D2 Three Pc. D2
L FOV Rel Traj 46.7 98.0+0.0 72.0+£1.2 16.0£1.2 16.0£1.2 56.7£1.8 4.0+1.2
et DelaTraj 379 967+0.7 547435 100£1.2  113+13 38.7£0.7 20+1.2
Abs Traj 40.8 94.0£1.2 52.74+2.4 7.3+0.7 10.0£0.0 44.0+4.6 2.040.0
In-Hand +  Rel Traj 49.4 89.3+2.7 52.743.7 20.7+1.3 18.7+3.5 63.3+1.3 3.3+0.7
External Abs Traj 42.0 76.0+4.0 38.0£0.0 8.0+1.2 17.3£1.8 44.0+1.2 4.0+0.0
Obs Method Hammer CI1. D1 Mug CI. D1 Kitchen DI ~ Nut Asse. DO Pick Place DO Coffee Prep. D1
Large FOV Rel Traj 60.7£0.7 50.7£1.8 68.7£3.7 44.7£33 42.7£1.6 30.7£1.8
In IigI nd Delta Traj 62.7+2.4 473+1.8 57.3+4.8 17.0£1.5 31.7+04 26.0£1.2
-ha Abs Traj 62.0+£2.0 447+1.8 66.7+0.7 43.0£2.5 32.0+0.6 30.7£2.9
In-Hand +  Rel Traj 58.7+0.7 46.74+0.7 62.0+£2.0 57.3£0.9 39.8+1.2 80.0+£2.0
External Abs Traj 52.0+1.2 42.74+0.7 66.7+2.4 547423 353+£22 65.34+0.7

When comparing across observation settings using relative trajectory, we find that Large FOV In-Hand
generally performs better or on par with In-Hand + External. However, if averaged across all tasks,
the Large FOV In-Hand setup underperforms by 2.7%. This performance gap is primarily due to a
significant drop in the Coffee Preparation task, where the eye-in-hand view alone provides insufficient
information for completing this long-horizon task. Moreover, we found that tasks like Threading
sometimes encounter occlusion challenges. As shown in Figure 5, those limitations of a single
eye-in-hand image constitute the majority of the failure modes. Despite these drawbacks, leveraging
the invariant observation and action representations provides a 4.7% improvement compared with the
original Diffusion Policy, which uses In-Hand + External views and absolute trajectory.

5.2 Integrating Symmetry into the Vision Encoder

Having established the advantages of invariant action representations, we now investigate different
approaches for incorporating symmetry into the vision encoder component of diffusion policies. We
compare four methods: CNN Encoder (CNN Enc): A standard ResNet-18 [17] without any symmetry
constraints, trained from scratch; Equivariant Encoder (Equi Enc): An equivariant ResNet-18 archi-
tecture implemented with equivariant layers using the escnn [4] library, enforcing Cg-equivariance
with outputs in the regular representation of C's; Pretrained Encoder (Pretrain): A standard ResNet-
18 pretrained on ImageNet-1k [12], without explicit symmetry constraints; Pretrained Encoder
with Frame Averaging (Pretrain + FA): A pretrained ResNet-18 enhanced with Frame Averaging
(Equation 5) to achieve Cg-equivariance without modifying the underlying network architecture.

Table 2 presents our findings across all 12 manipulation tasks. The results reveal several important
insights: First, comparing non-pretrained encoders (Equi Enc vs. CNN Enc), we observe that
incorporating equivariance improves performance in 11 out of 12 tasks, yielding a substantial 9.1%
average improvement. This confirms that explicit symmetry constraints significantly benefit diffusion
policy learning. Second, in the pretrained encoder setting, adding Frame Averaging (Pretrain + FA vs.
Pretrain) leads to a 4.1% average performance improvement, with superior results in 7 out of 12 tasks.
This demonstrates that symmetry benefits can be obtained even when leveraging powerful pretrained
representations. Third, comparing our approaches to Equivariant Diffusion Policy [60] (EquiDiff),
we find that both Equi Enc and Pretrain + FA achieve competitive performance.

Specifically, our Equi Enc approach outperforms image-based EquiDiff (Im) on average, while
Pretrain + FA achieves results only 2.5% below voxel-based EquiDiff (Vo). This is particularly
impressive considering that EquiDiff (Vo) utilizes RGBD inputs from four cameras and employs
a substantially more complex architecture. In contrast, our Pretrain + FA approach requires only
a single eye-in-hand RGB image and minimal equivariant reasoning, making it considerably more
practical for real-world deployment.



Table 2: The performance comparison between symmetric encoder and standard encoder. All policies
are trained using 100 expert demonstrations. We perform 60 evaluations (each with 50 policy
rollouts) throughout the training, and report the best average success rate. Results averaged over
three seeds, =+ indicates standard error. Dark green box indicates outperforming EquiDiff with voxel
inputs; Light green box indicates outperforming EquiDiff with image inputs; Yellow box indicates
underperforming both. Bold indicates whether the symmetric encoder outperforms the non-symmetric
version in the corresponding training setting. Performance of EquiDiff is reported by [60].

Obs Action  Method Mean Stack D1 Stack Three D1 Square D2 Threading D2 Coffee D2 Three Pc. D2
Pretrain + FA 614  100.0£0.0 86.7+1.8 43.3+0.7 16.7+1.8 63.3+0.7 28.7+1.8
Large FOV Rel Traj Pretrain 573 100.0+0.0 78.0+2.0 333+1.8 18.0+1.2 65.3+2.7 14.0+0.0
In-Hand
fRan EquiEnc 558 99307 753424 320412 140412 633+18  26.0+2.0
CNN Enc 46.7 98.0+0.0 72.0+1.2 16.0+1.2  16.0+1.2 56.7+1.8 4.0+1.2
In-Hand + Ext. Abs Trai EquiDiff (Im) 53.7 93.340.7 547452 25348.7 22.0%+1.2 60.042.0 1534+1.8
Voxel Y EquiDiff (Vo) 63.9 98.740.7 74.7+4.4 38.7+1.3  38.74+0.7 64.7£0.7 37.3+2.7
Obs Action Method Hammer Cl. DI  Mug CI. D1 Kitchen D1 Nut Asse. DO Pick Place DO Coffee Prep. D1
Pretrain + FA 76.0£2.0 60.0+2.3 78.7£1.8  74.7+1.5 50.8+0.7 58.0+2.0
Large FOV . Pretrain 76.0+£1.2 62.7+1.8 80.7+24  61.042.1 48.2+1.2 50.0+3.1
In-Hand Rel Traj
Equi Enc 67.3+£2.9 58.7+1.8 72.0+3.1  69.3+0.9 47.2+2.8 44.7+2.7
CNN Enc 60.7+0.7 50.7+1.8 68.7+£3.7 447433 42.7+1.6 30.7+1.8
In-Hand + Ext. Abs Trai EquiDiff (Im) 65.3+0.7 49.3£0.7 67.3+0.7 74.0+1.2 41.7£3.2 76.7+£0.7
Voxel J EquiDiff (Vo) 70.0£2.0 527413 85.3+0.7 67.3+09 57.7+1.8 80.0+1.2

Overall, these results suggest that integrating symmetry through equivariant encoders provides
significant performance benefits for diffusion policies, with Frame Averaging offering an elegant way
to leverage powerful pretrained representations while maintaining equivariance properties.

6 Discussion

In this paper, we present a practical guide for incorporating symmetry in diffusion policies, achieving
performance competitive with or exceeding fully equivariant architectures while requiring signifi-
cantly less implementation complexity. Notably, our method performs only 2.5% below voxel-based
EquiDiff, despite using only a single eye-in-hand RGB image compared to EquiDiff’s four RGBD
cameras. Our approach not only defines a new state-of-the-art performance for RGB eye-in-hand
diffusion policy, but more importantly, it addresses the trade-off between architectural complexity
and sample efficiency when introducing symmetries into policy learning.

Concretely, we investigate three straightforward approaches for incorporating symmetry: invariant
representations through relative trajectory and eye-in-hand perception, integrating equivariant vi-
sion encoders, and using Frame Averaging with pretrained encoders. Our extensive experimental
evaluation across 12 manipulation tasks in MimicGen yields several important findings. First, we
demonstrate that relative trajectory actions consistently outperform absolute trajectory, confirming
our theoretical analysis that relative trajectory induces SE(3)-invariance. This finding is particu-
larly valuable because a simple coordinate frame change in action representation can bring a 5-7%
improvement. Second, we found that incorporating symmetry through equivariant vision encoders
significantly enhances performance by 9.1%, highlighting the value of symmetry-aware features while
avoiding complex end-to-end reasoning. Lastly, we show that Frame Averaging provides an elegant
solution for leveraging the power of pre-trained vision encoders while maintaining equivariance.

6.1 Limitations

There are several limitations of this work that suggest directions for future research. First, only
leveraging an eye-in-hand image assumes a good coverage of the entire workspace (thus we use an
enlarged FOV in our experiments); however, as shown in Figure 5, the limited view still constitutes
the most significant failure mode of our system. In future works, this could be addressed by using a
fish-eye camera [7], or a memory mechanism to maintain context across timesteps. Second, while
our approaches are theoretically applicable to other policy learning frameworks beyond diffusion
models, such as ACT [72], we limited our investigation to diffusion policies and only experimented



in the MimicGen [42] and Robomimic [41] benchmarks. Third, leveraging an equivariant encoder,
especially with Frame Averaging, could be computationally expensive. Our method roughly takes
twice the GPU hours to train compared with the original Diffusion Policy, but is twice as fast as
EquiDiff (Im). Finally, although our method is well-suited for real-world deployment on systems like
UMI [7], we have not yet demonstrated this transfer to physical robots.
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A Proof of Proposition 1

Proof. 1. Absolute trajectory equivariance: Given an absolute trajectory action a = {A; 1}~ 0 ,
each pose Ay, ; is defined in the world frame. Under the transformation g, each pose transforms as
gAiyi,i=0,...,n — 1. Thus, by definition, the absolute trajectory transforms equivariantly:

g-a = {gAtngt—O—la"'}

2. Relative tra]ectory invariance: Consider a relative trajectory action a” = { A} +l}f;01 defined in
the local gripper frame at the initial time step ¢. The corresponding absolute poses are obtained as
Ayyi = Ty Ay ;. Under the global transform g, the absolute pose becomes g- Ay y; = gT; A7, ;. Since
the relative pose A7, ; appears as a right multiplication factor, it remains unchanged under the global
transform. Hence, we have invariance:

a" =a

3. Delta trajectory invariance: For a deltaﬁrajectory action a? = {A¢ i f;ol, each incremental
transform A¢ ; 1s expressed in the gripper’s local frame at time ¢ + ¢ — 1. The absolute pose
reconstruction is given by A;4; = T} ]_[z : Af ;- Under the global transform g, we have g - A¢y; =
9T} Hl . 0 AL ;» Where each incremental transform AL ; is multiplied on the right and thus remains

unaffected by the global transformation g. Therefore, the delta trajectory action is invariant:

g-a = q

B Proof of Proposition 2

Proof. We treat the two cases in parallel. In both, the policy

1
™ Ot = {At-m}n
outputs a sequence of absolute poses Af_H € SE(3). Internally it first predicts a “local” sequence

7(or) = {A] i i n L or (o) = {AY i o (either relative or delta) and then reconstructs absolute
poses by anchormg to the current grlpper pose T;.

Case 1: Relative trajectories. By Definition 2,
At—‘,—z—TfAf.Ha Z.:O,...,TL*I,
where Aj_; is the ith pose in the relative sequence 7(o;) = {Aj};}. Thus

n—1
m(ot) = { T; t+1}i:0 )

By assumption, 7 does not depend on the gripper pose 7; explicitly. Thus, applying the transformation
g to the observation has no effect on the relative trajectory prediction:

7(g - or) = 7Ly, 9Ty, wy) = 7 (L, Ty, we) = 7(04). (N
Reconstructing absolute poses from the transformed observation gives, for each i,

(7(g-00)], = (gT0) Atyi = 9(Th ALyy) = g~ Arri = g - [m(00)],

Because this holds for all i = 0, ...,n — 1, we conclude

m(g-01) =g-7(0r).

Case 2: Delta trajectories. By Definition, the delta-reconstruction is

Apsi = Ty (HA”J) i=0,...n—1,

where {Af, ;1 1s the delta-sequence from 7r(0t) Again invariance of 7 under g gives 7(g-0;) = 7(04),

SO
i—1

[r(9-00)], = (4T (H At) =gl ([ AL )] =9+ Avsi =g [w(o0)],
7=0
Hence once again
m(g-01) = g-7(op).
In both cases we have shown that the entire trajectory satisfies m(g - 0;) = g - w(0¢), i.e. 7 is
SE(3)-equivariant. O
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Lift Can Square tool hang

Obs Action  Method Mean 100 PH 100 MH 100 PH 100 MH 100PH 100MH 100 PH
Large FOV In-Hand Rel Traj Ours 93.4 100.0+0.0 100.0+0.0 99.3+0.7 100.0+0.0 88.0+2.3 92.0+0.0 74.7+2.4
Voxel Abs Traj EquiDiff 90.4 100.0+0.0 100.0+0.0 99.3+0.7 96.7+0.7 84.0+1.2 76.7+1.3 76.0+0.0

In-Hand + External ~ Abs Traj DiffPo 87.9 100.0+£0.0 100.04+0.0 100.0+£0.0 953+0.7 85.3£0.7 70.7£0.7 64.0+5.8

Table 3: The performance of our method compared with the baselines in Robomimic. We experiment
with 100 Proficient-Human (PH) or Multi-Human (MH) demos in each environment. Results averaged
over three seeds. + indicates standard error.

C Training Detail

We follow the training setup and hyper-parameters of the prior works [5, 60, 7]. Specifically, our
RGB observation has a size of 3 x 84 x 84 (which will be random cropped to 3 x 76 x 76 during
training), and all tasks have a full 6 DoF SE(3) action space. The observation contains two steps of
history observation, and the output of the denoising process is a sequence of 16 action steps. We
use all 16 steps for training but only execute eight steps in evaluation. In all pretraining encoder
variations, we use two steps of proprioceptive observation but only one step of visual observation,
following Chi et al. [7]. The vision encoder’s output dimension is 64 for for CNN Enc (following [5]),
128 x 8 for Equi Enc (128 channel regular representation of Cg, following [60]), and 512 for Pretrain
(following [7]). The diffusion UNet has [512, 1024, 2048] hidden channels for end-to-end training
variations (following Chi et al. [5]), and [256, 512, 1024] hidden channels for pretraining encoder
variations (following Chi et al. [7]). We train our models with the AdamW [39] optimizer (with a
learning rate of 10~% and weight decay of 10~%) and Exponential Moving Average (EMA). We use a
cosine learning rate scheduler with 500 warm-up steps. We use DDPM [18] with 100 denoising steps
for both training and evaluation. We perform training for 600 epochs, and evaluate the method every
10 episodes (60 evaluations in total). All trainings are performed on a single GPU, where we perform
training on internal clusters and desktops with different GPU models. Each training of the Pretrain +
FA method takes from 3 hours (Stack D1) to 24 hours (Pick Place DO0), due to the different sizes of
the dataset. The total amount of compute used in this project is roughly 3000 GPU hours.

D Robomimic Experiment

In this section, we perform an experiment in the Robomimic [41] environments. We compare our
Pretrain + FA method against EquiDiff [60] and the vanilla Diffusion Policy [5]. As shown in Table 3,
our method generally outperforms the baselines, achieving an average improvement of 3% compared
with EquiDiff.

E Pretraining and Frame Averaging with External View

In this experiment, we extend our analysis from Section 5.2 to the external view setting to verify
whether our findings generalize across different observation configurations. Specifically, we perform
an additional experiment on using pretrained encoders (with and without Frame Averaging) with
In-Hand + External view. Similar to Section 5.2, we consider three methods in each view setting:
1) No Pretrain: A standard ResNet-18 [17] trained from scratch; 2) Pretrain: A standard ResNet-
18 pretrained on ImageNet-1k [12], without explicit symmetry constraints; 3) Pretrain + FA: A
pretrained ResNet-18 enhanced with Frame Averaging (Equation 5) to achieve Cs-equivariance
without modifying the underlying network architecture.

As shown in Table 4, the benefits of Frame Averaging remain consistent across both observation
settings. In the In-Hand + External view setting, Pretrain + FA yields a 6.7% improvement compared
with not using Frame Averaging (Pretrain), and a 15.5% improvement compared with training from
scratch (No Pretrain). Notably, Pretrain + FA in In-Hand + External view outperforms EquiDiff
(Im) in all tasks, and even achieves a 1% higher average performance compared with EquiDiff (Vo).
This is particularly impressive considering the additional complexity of EquiDiff, as discussed in
Section 5.2. Comparing Pretrain + FA across different views, despite using an additional camera, In-
Hand + External only outperforms Large FOV In-Hand by 2.5%. This finding verifies our analysis in
Section 4.2, and suggests Large FOV In-Hand is preferable in many applications due to its simplicity
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Table 4: The performance comparison of pretrained encoder with Frame Averaging, pretrained
encoder, and no pretraining. All policies are trained using 100 expert demonstrations. We perform
60 evaluations (each with 50 policy rollouts) throughout the training, and report the best average
success rate. Results averaged over three seeds, 4 indicates standard error. Dark green box indicates
outperforming EquiDiff with voxel inputs; Light green box indicates outperforming EquiDiff with
image inputs; Yellow box indicates underperforming both. Bold indicates whether the symmetric
encoder outperforms the non-symmetric version in the corresponding training setting. Performance
of EquiDiff is reported by [60].

Obs Action Method Mean Stack D1 Stack Three D1 Square D2 Threading D2 Coffee D2 Three Pc. D2
Pretrain + FA 64.9  100.0-£0.0 807407 427413  28.0+12 727433 32,0423
In-Hand + Ext. Rel Traj Pretrain 582 100.02-0.0 727424 333£13 220420 633207 18.0£2.0
No Pretrain 494  89.342.7 527437 207413 187435  633%13 33407
Laree FOV Pretrain + FA 614  100.0--0.0 86718 433407 167+18 633407 287418
Ina]-glen p Rel Traj Pretrain 573 100.0+£0.0 78.0+£2.0  333%18 18.0+12 653427 14.0+0.0
-Ha NoPretrain ~ 46.7  98.0£0.0 720412  1604£12  160£12 56718 40412
In-Hand + Ext. ,, .. EquiDiff (Im) 53.7 933407 547452 253487 220412  60.042.0 153+1.8
Voxel S U BauiDiff (Vo) 63.9  98.7+0.7 747444 387413 387407  64.7+0.7 37.342.7
Obs Action  Method Hammer Cl. DI  Mug CI. D1 Kitchen D1 Nut Asse. DO Pick Place DO Coffee Prep. D1
Pretrain + FA 67.3+1.8 553413 827407 78.0+15  61.8+0.6 78.0+1.2
In-Hand + Ext. Rel Traj Pretrain 61.3+£0.7 540412 760412 723417 555438 69.3+1.3
No Pretrain 58.740.7 467407 620420 573409  39.8+12 80.0--2.0
Laree FOV Pretrain + FA 76.0£2.0 600423 787418 747EL5  50.820.7 58.0--2.0
I age p Rel Traj Pretrain 76.0+1.2 62.7+18  80.7+24 61.0+2.1 482412 50.043.1
n-Han No Pretrain 60.740.7 507418  68.7+3.7 447433  427+16 30.7+1.8
In-Hand + Ext. ,, .. EquiDiff (Im) 65.34£0.7 493407 673407 740412 417432 76.740.7
Voxel Y EquiDiff (Vo) 70.04£2.0 527413  853£07 673+£09  57.7+18 80.041.2

Table 5: Validating the Pretrain+FA encoder in absolute trajectory and multi-camera observations.

Obs Action Method Mean  Stack Three DI~ Square D2 Coffee D2 Nut Assembly DO
DP 36.2 38.01+0.0 8.0£1.2 44.0£1.2 547423

In-Hand + Ext.  Abs Traj DP + Pretrain + FA 57.7 58.7+1.2 38.0+9.2  56.04+2.0 78.01+2.6
EquiDiff 53.5 547452 25348.7  60.01+2.0 74.0+1.2
EquiDiff + Pretrain + FA ~ 63.2 68.71+2.3 29.3+3.0  78.04£2.0 76.7£3.2

(requiring only a single eye-in-hand camera) and easier transferability to diverse robotic platforms
beyond tabletop manipulation scenarios.

F Pretraining and Frame Averaging with Absolute Action and Multi-Camera
Observation

To demonstrate generality beyond the in-hand setup, we evaluate the proposed Pretrain+FA encoder
under the same observation/action setting as Diffusion Policy and EquiDiff (in-hand + external
views and absolute actions) in four different environments. As shown in Table 5, employing the
Pretrain+FA encoder yields a significant 21.5% and 9.7% improvement for Diffusion Policy and
EquiDiff, respectively. These results confirm the encoder’s plug-and-play nature across observation
and action parameterizations.

G Ablation Study

G.1 Isolating Relative Trajectory and Symmetric Feature Extraction

We explicitly isolate each component in our design. As shown in Table 6, starting from the full model,
replacing the relative trajectory with absolute trajectory reduces performance by 11.1% across four
tasks, while replacing the encoder with a non-pretrained CNN reduces performance more significantly
by 19.6%. This result highlights the complementary benefits from symmetry-aware features and
invariant action parameterization.
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Table 6: Ablation isolating the contributions of (i) relative trajectory and (ii) symmetric feature
extraction (Pretrain+FA).

Obs Rel Traj  Pretrain+ FA  Mean  Stack Three DI ~ Square D2 Coffee D2 Nut Asse. DO
v v 67.0 86.7+1.8 433407  63.3+0.7 747415

Large FOV

In-Hand X v 55.9 68.7+2.3 2674115 60.0+£0.0 68.0+3.0
v X 474 72.0+1.2 16.0+£12  56.7+1.8 447433

G.2 Ablating Proprioception

We test Proposition 2’s assumption by removing the gripper pose from the policy input in Table 7. As
expected, this tighter symmetry assumption reduces performance—indicating that proprioception,
while symmetry-breaking, provides valuable context.

Table 7: Ablating proprioception input in the policy

Stack Three D1 Square D2

With proprioception 72.0 16.0
No proprioception 64.7 14.7

G.3 Ablating Symmetry Group
We vary the SO(2) discretization used by the equivariant encoder. As shown in Table 8, reducing the

cyclic group order degrades performance (C8 > C4 > C2), aligning with prior observations [62, 58]
that C8 is a practical sweet spot for 2D rotational symmetry.

Table 8: Effect of SO(2) discretization.

Group  Stack Three DI~ Square D2

C8 75.3 32.0
C4 68.0 30.7
C2 63.3 20.7

H EquiDiff with Large FOV In-Hand Only

In this experiment, we evaluate EquiDiff with only a large-FOV eye-in-hand camera setting. The
comparison is shown in Table 9. Compared to the original external-camera configuration, EquiDiff’s
mean success drops by 12.8%, underscoring the benefit EquiDiff derives from external viewpoint

signals. This result also justifies our choice of using the original EquiDiff observation setting in our
main results.

Table 9: Performance of EquiDiff under a large FOV in-hand-only camera setting vs. the original
in-hand + external and voxel (multi-RGBD) settings. Removing external cameras substantially
reduces EquiDiff performance on several tasks.

Obs Action Method Mean  Stack D1 Stack Three D1 Square D2 Threading D2 Coffee D2  Three Pc. D2
Large FOV In-Hand EquiDiff Im) 40.9  96.04+0.0 61.3+5.0 87£12 133423 47.3+£3.1 33+£12
In-Hand + Ext. Abs Traj EquiDiff Im) 53.7  93.3+0.7 547452  253+£87 22.0+£1.2 60.0£2.0 153+£1.8
Voxel EquiDiff (Vo) 63.9  98.74+0.7 747+44 387413  38.740.7 64.7+£0.7 37.3£2.7
Obs Action Method Hammer Cl. DI Mug Cl. D1 Kitchen D1 Nut Asse. DO Pick Place DO Coffee Pre. D1
Large FOV In-Hand EquiDiff (Im) 59.3+4.2 50.7+2.3 553+12  40.0+4.0 27.7+£29 27.3£1.2
In-Hand + Ext. Abs Traj EquiDiff (Im) 65.3+0.7 49.3£0.7 67.3+£0.7 74.0£12 41.7£3.2 76.7£0.7
Voxel EquiDiff (Vo) 70.0£2.0 52.7+13 85.3+0.7 67.3+£0.9 577+£1.8 80.0+1.2
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I Broader Impact

This work has a couple of positive and negative social impacts. First, we provide a simple policy
learning framework from eye-in-hand images, which could benefit the development of household
robots or assistive robots that could be beneficial for society. However, since it is a behavior cloning
algorithm and the robots’ behavior completely depends on the training data, it could also potentially
be used to train robots with harmful behavior. Therefore, it is important for future works to highlight
safety monitoring, especially when deploying in real-world environments with human presence.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: Our abstract and introduction clearly state the claims of this paper, including
the contributions and the assumption that we are using an eye-in-hand camera. The claims
made match our theoretical and experimental results.

Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We include a detailed limitation section in the paper, including the assumption
and potential negative impact of using eye-in-hand camera, the limitation of the testing
dataset, and the computational efficiency.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
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Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: All the definitions and propositions in the paper are numbered and cross-
referenced. All the assumptions are clearly stated.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We will release the code of this paper, including the code for all models and
experiments. We also discuss the training detail in the appendix.

Guidelines:

» The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We include the code for all experiments in the supplementary material, includ-
ing data generation and all the models. All the results will be reproducible using the code.
In the final version of the paper, we will provide a GitHub repository for the code of the
project.

Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

 Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We provide the experimental setting in both the paper and the code.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We include the standard error of all our experiments, which is calculated from
three random seeds.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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8.

10.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

¢ For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We discuss the compute resources in the appendix.
Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: Our work conforms with the NeurIPS Code of Ethics in every respect.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: We include a broader impact statement in the appendix, discussing the potential
positive and negative societal impacts.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.
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11.

12.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

 The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: Our work does not have a high risk of misuse.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: All the prior works used are properly cited, we will also cite the codebases
used in the paper in the GitHub repo.

Guidelines:
» The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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13.

14.

15.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We will include those in the supplementary material as well as the GitHub
repo for the final submission.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components. We only use LLM for editing, which is
denoted in Openreview.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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