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Abstract

Theoretical works on supervised transfer learning (STL)—where the learner has
access to labeled samples from both source and target distributions—have for the
most part focused on statistical aspects of the problem, while efficient optimiza-
tion has received less attention. We consider the problem of designing an SGD
procedure for STL that alternates sampling between source and target data, while
maintaining statistical transfer guarantees without prior knowledge of the quality
of the source data. A main algorithmic difficulty is in understanding how to design
such an adaptive sub-sampling mechanism at each SGD step, to automatically gain
from the source when it is informative, or bias towards the target and avoid negative
transfer when the source is less informative.

We show that, such a mixed-sample SGD procedure is feasible for general predic-
tion tasks with convex losses, rooted in tracking an abstract sequence of constrained
convex programs that serve to maintain the desired transfer guarantees. We instan-
tiate these results in the concrete setting of linear regression with square loss, and
show that the procedure converges, with 1/ /T rate, to a solution whose statistical
performance on the target is adaptive to the a priori unknown quality of the source.
Experiments with synthetic and real datasets support the theory.

1 Introduction

In supervised transfer learning (STL), some amount of target data is to be complemented by a usually
larger amount of related source data towards training a predictor. A characteristic problem to be
solved is whether and how much to bias towards the source or target data without prior knowledge of
the predictive quality of the source data for the target task. Many recent theoretical works on STL
have yielded important insights into general approaches that may guarantee good target performance.
Our main aim in this work is to understand the extent to which such insights may be incorporated into
actual efficient procedures, in particular, practical stochastic gradient descent (SGD) type procedures,
while maintaining good statistical guarantees for transfer.

For background, theoretical approaches for STL often take the form of penalized or constrained risk
minimizatione.g., minimizing empirical risk on source subject to low target risk, or vice versa-or
more generally, some type of weighted risk minimization that aims to favor either source or target
data, whichever is most beneficial (which is not usually known a priori). For example, let P and )
denote source and target distributions respectively, a typical approach, say in linear regression, would
be to consider a weighted objective of the form{'| Rp(6) + AR (6) and solve for choice \* so that
6* = 0*(\*) has small target risk Rg(9).

While many positive results have been derived over the years, they typically concern the target risk of
the solution, upon a good choice of weights (i.e., A*), but do not address the computational aspects of

"Equivalently, of the form aRp(0) + (1 — a)Ro () fora € [0,1], o =1 — A/(1 + A).
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Figure 1: Simulation Results with Gaussian data, illustrating our guarantees that £(fpqg) <
min{&(0p),E(0q)}. Orrr denotes the Hypothesis Transfer Learning (HTL). (Left) we fix P, Q while increas-
ing np, or (Middle) and (Right) we fix np, and push P far from Q as controlled by Amax (X5 S¢) and Eq (65).
The source is least informative, i.e. source ERM 0 p is worse than target ERM éQ, when either np is too small
(Left), or as Amax (25" Sq) or Eo (07 ) is large (Middle and Right); we see that our method 0p¢ automatically

adapts to either situations and avoids negative transfer. HTL [ yields results comparable to our method but it
needs expensive cross-validation process to choose a proper bias parameter.

the problem. For instance, choosing A (or any similar bias parameter) by cross-validation on the data
(target and or source data) can be expensive as it involves many optimization passes over the combined
data. Constrained risk minimization approaches, e.g., of the form min Rp(6) s.t. Ro(6) < e can
similarly be expensive in maintaining the constraint (typically via expensive projection steps) through
optimization iterations. This leaves open the extent to which such solutions may be achieved
efficiently while at the same time maintaining strong statistical guarantees on target risk, adaptively
to whether source or target datasets happen to be most informative for the target task.

We initiate the study of these questions in the context prediction tasks with convex losses, and propose
a variant of SGD that alternates between sampling the source and target data at a sampling rate that
changes according to a parameter A, that automatically tracks the predictive quality of the source data.
That is, for each SGD step 6,1 = 0; — nV R(0;; \¢), the stochastic gradient estimates the gradient
of an averaged empirical risk R(6; \;) = Rp(0) + AR (0) depending on ;. Our main insight into
the iterative choices of \;, evident in the analysis, is to let the stochastic gradient steps effectively
track a sequence of convex constrained objectives (or CP for convex program) of the form

ngn Rp(6) s.t. Ro(0) < Ro(fg.) + slack, e))

where 6¢ ¢ 170, éQ = argming RQ(G), i.e., O¢g, estimates the Q-ERM éQ in parallel. The
adaptive choice of sampling rate )\, is then chosen to track the sequence of max-min solutions of the
corresponding Lagrangians £;(\, 0) ~ R(0,\) — X - (Rg(0q.:) + slack).

On one hand, such a mixed-sample SGD solution replaces expensive cross-validation for the choice
of bias parameter with the iterative choices of \;, and also avoids costly projections onto constraint

sets. On the statistical side, we can show that the solution 0 p,q of the limiting CP—i.e., replacing

00, in (1) with its limit éQ—achieve near optimal statistical guarantees for transfer whenever the
setting, including loss functions, admit certain uniform concentration guarantees on empirical risk
measures. Such statistical transfer guarantees are then shown to be inherited by the mixed-sample

SGD solution fp o which converges in risk to fp ¢ at a typical rate of O(1/v/%).

The main difficulty in the analysis is in showing convergence in Rp of pQ to 0 p,q,» while the

statistical analysis of 0 p o combines insights from recent works on STL with either constrained or
penalized objectives [} 2,3} 14} |S]]. For intuition on technical difficulties, we note that recent classical
works on SGD for CP’s [6] rely heavily on the assumption that constraint sets are bounded, in order
to at least approximately maintain constraints at each iteration via cheaper projections onto ¢, balls.
We have to proceed differently as we consider general convex settings with potentially unbounded
constraint sets (e.g., linear regression with non-invertible covariance in over-parametrized regimes).
Our analysis instead relies on carefully tracking how far iterates ; may deviate from the constraint
set, given the deviation of the first iterate and the internal variance of stochastic steps. Furthermore,
such control on the deviation of iterates is further complicated by the fact that, unlike in classical



results such as [6], we are dealing with an evolving sequence of constraint sets given in terms of 6 ;
which is being computed by a parallel SGD.

For the sake of presentation, we will focus on the concrete case of linear regression with square loss
in the main paper, while the analysis for general losses, including surrogate losses for classification,
is given in the appendix where we present the generalization guarantee for general convex losses
in terms of Rademacher complexity. In the case of linear regression covered in the main text, the
guarantees are immediately interpretable. Statistical guarantees take the form

Rq(0pq) S Ro(0h) +min{eq,ép},

where €q, €p are respectively, the best rate achievable by using the () data alone, and the best transfer
rate achievable by using the P data alone. In other words, the mixed-samples SGD solution is
guaranteed to automatically bias towards whichever of the two samples is most predictive.

Many experimental results supporting these claims are presented in the main paper.

Further Background. The goal of reweighing source data relative to target data is rooted in early
works on transfer learning and domain adaptation [see, e.g.,[7,18,[9,10]. A main idea there is to find
a weighting of the data that minimizes some notion of discrepancy between weighted source and
target data. The actual target risk of the solution remains opaque in much of this line of work, as the
theoretical analysis instead focuses on the well-posedness of the chosen notion of discrepancy and its
estimability from data.

A different line of work, mostly focused on covariate-shift settings directly weighs source target
data with estimated density ratios dQ x /dPx and results in rates depending on the accuracy of such
estimates in situations where the density ratio is well-defined [see,e.g., |11} [12]].

More closely related, and often considering linear regression settings, the approach of hypothesis
transfer aims to bias regression towards the solution from the source data via penalized objectives
[see,e.g., 1} 13, 12, [13]]. Recent works of [4] 5] consider constrained objectives for STL, mostly
in classification settings. These various works are rather statistical in nature as they focus on
understanding generalization properties of the solutions rather than their efficient estimation.

2 Setup and Preliminaries
Data Distributions. P and () denote source and target distributions over X x ), X C R Y CR.

General Setting and Risks. We consider a class of functions fy : X — )/, parametrized by 6 €
© C RP. For any distribution 1, e.g., P or Q, we let R,,(0) = E,¢(fp(X),Y), for a loss function ,
and we let 07, denote a risk minimizer. The excess risk is then defined as £,(0) = R,.(0) — R,.(0},).
The target excess risk ¢ (+) is of main interest in STL.

2.1 Instantiation for Linear Settings.
As explained in the introduction, we focus on the case of linear regression with square loss in the
main text. In this case we assume E,,[Y|X] = GZTX for 0% in R

Assumption 1. For both distributions, we also assume thatY — E[Y'| X] is 0,,-sub-gaussian and has
zero mean, while X is bounded, i.e., sup ¢ y ||z| < oo.

Relating P to Q. We use the notation ¥, = E, XX " and |jv||y; = v Xov forv € R%, ¥ € R4*4,
Recent results [[14} [15} [16} [17, [18] have highlighted two essential quantities: (i) Amx(E;lEQ),
which characterizes the change in marginals Px — Qx, and (ii) Eg(0%) = ||05 — 922”22(;)’ the
change in optimal predictors. The first quantity remains relevant even when 6, = 07, and upper
bounds error ratios ||6 — 9};HQEQ/H0 — 0513,

Assumption 2. X p is full rank, while ¥ may not be.

The above assumption on X p may be somewhat relaxed, but is relevant in the transfer setting since
otherwise P may yield no information on () (in particular, )\IMX(E?EQ) is ill-defined).



Empirical Quantities. Throughout we assume that the learner has access to np labeled samples
Sp ~ PP, and ng labeled samples Sg ~ Q2. We use Xp and X to denote the set of feature

vectors from Sp and S, respectively. We will also let X p € R"7*? and X € R"2*? denote the
corresponding data matrices, and yp € R"? and yg € R"@ denote the corresponding vectors of
labels. We use Spg to denote the union of Sp and Sg.

Next, for any measure p, we let by . denote the empirical counterpart of X2,, defined over X ,. Similarly,

we let R, (0) = L > vi)ES, (0T 2; — y;)%. The following empirical risk minimizers (ERM’s) are
" LY [

important to the analysis even though they are never directly computed:

Definition 1. We let éu € arg mingega R, (0) denote the minimum norm ERM.

In particular, 0 p and éQ will serve as baselines, i.e., we aim to outperform their risks under Q.

Additional Notation. Given a symmetric matrix %, we use AT, () to denote its smallest non-zero

eigenvalue. We write a < b to indicate that ¢ < C - b for some universal constant C.

3 Procedure

Key Convex Programs. As explained in the introduction, we aim to derive an efficient procedure
to approximately track the following CP’s, which, as we will later show, achieves rates of transfer
automatically adaptive to whether the source or target data is most beneficial.

;n]iR% Rp() subjectto: Ro(f) < Ro(fo.) + 6eq, )
€

for 0¢ 4 RmiN éQ. Intuitively, the above CP’s aim for an interpolator between 6p and éQ that
constrains -excess risk to be of order no more than e = O(d/ng). The solution of the limiting
CP will therefore be important to our analysis, and is highlighted in the following definition.

Consider the Lagrangian problem

max Grrel]iRr(li Rp(0) + M(Rq(0) — Ro(6g) — 6eq). 3)

The saddle-point of the Lagrangian will be of importance in our anlysis.

Definition 2. We let (\*, épQ) denote the solution of (B) above, whereby, by strong duality, 7 pQ IS
the solution of the limiting CP in (Z2).

Mixed-Samples SGD. Algorithm aims to approximate (\*, 0 pg) iteratively. However, since
éQ is unknown at the start of the procedure, the exact Lagrangian in (3) is undefined. Instead, the
procedure maintains estimates of 6 ; of éQ in parallel, and optimizes a time-varying Lagrangian
Li(A\,0) = Rp(8) + M(Ro(8) — Ro(fg.¢) — 6eq). Notice that the iterative updates of ), are in
terms of stochastic estimates of the constraint violations, and therefore tracks the -risk of iterates 6;.

Iterates \; can thus be used in turn to adjust the sampling rates (see setting of &;), i.e., to bias towards
sampling from Sp or Sg.

4 Main Results: Instantiation for Linear Regression

>\max(iQ)

We use the notation M, = sup, y |||, M, = MaX(zy)esp, |y and kg = 3% o
min \~Q

throughout
this section and subsequent sections. We start with the following definitions.

Definition 3 (Key Lipschitz Parameters). Let p = ||y — Opg||. We then define

Ga = sup {|[Ve(B;2,y)]| 0 — G < 2% (2,y) € Spq}
0005 2, y) — €(0'; 2, y) — beg| -

G = sup

2
~ 14 log(T + 2 -
0= ralf <27 a) € S 0 = (L8 2200 )
min\~Q



Algorithm 1: Mixed-Sample SGD

Input: 0y = 0g,0 = 0, Ao = 0, stepsize {at}z:()l and 7, v, €g.
fort =0,...,T —1do
Draw & ~ Bernoul]i(ﬁ)
if & = 1 then
‘ Sample (z¢, y¢) uniformly from Sp
0t+1 = Ht — 7)(1 + )\z)Vé((gt, Tt, yt)

end
else

‘ Sample (z¢, y:) uniformly from Sq

Ors1 = 0r — (1 + A)VE(O; x4, 1)

end
Sample (z+, y¢) uniformly from Sq
A1 = [(1 = ym)Ae + n(€(0s; ze,ye) — L(0q,e; e, yt) — 6eq)]+
0Q.t4+1 = b0q.t — e VL(0q.t; T+, 1)

end
Opg = L3 projection of + ZtT;Ol 0: onto the constraint set {0 :Ro(0) — Ro(0g.7) < 6eq — eo}.
Output: éPQ

Our main results for Algorithm [I]are provided below.

Theorem 1. Suppose parameters in Algorithm |I| are set as n = C—\/”T Y = cy-n and oy =
1 1
MipCo) ke
and the randomness in the procedure, the following holds for c, sufficiently small as a function
of (Ge, G, A, p), Cy > G‘g and Cpg as a functionof (]\me, My, log T, )\;in(ﬁ)Q)). The returned

solution satisfies

€ = Tigi’Q for some cy, cy and Cpg. Then, with probability 1 — 51 over Sp, S

£0(0pq) S min{eg, Amax (£5'5q) - ep + Eo(07) }
o2 (d+log(1/7)) o2 (d+log(1/7))

forep = O~ €Q = Co for some unversal constant co > 0, provided a

number of iterations

. . 1 2 §+é9é,\1/log% )\*é)\ log%—I—Zi
T2 | Go+ Gxr/log=] - il + il
=

A (Eq)eqer €p

The theorem is derived from both Theorem 2]of Section[5.1](on optimization rates) and Theorem [3] of
Section@ on statistical rates. The exact requirements on ¢,, are given in Theorem@

For completeness, in Section [4.1| we provide sample-dependent upper-bounds on intervening quanti-
ties, namely p, A\*, Gy, G, in terms of less opaque quantities.

Adaptivity. As so far discussed, the bounds of Theorem (1| guarantee that the procedure achieves a
target risk always adaptive to whether the source or target is most beneficial: notice that if we were to
use either the target sample alone or the source sample alone, we would be respectively achieving

rates of the form £(0g) < €, and £(0p) < Amax (25 2q) - €p + E(05). In other words, the

returned solution 6 pq achieves a rate that interpolates between the two. This is illustrated by the
simulations results of Figure[I] (the exact setting is described in detail in Section [6.T].

4.1 Sample-dependent Choices of Parameters n and .

In this section we provide sample-dependent upper-bounds on p, Gg, G and \* which drive the
choice of 1 and  in Theorem T}

Lemma 1 (p). Assume Sp is invertible. The following upper bound holds:

A A . 2
gP(GQ) + MxMy )

“

2 n 2
p~ =160 = Opqll” < = =
)\min(zP) Amin(EP)



Algorithm 2: Warm-up

Input: 6 o = 0, stepsize {at}é\gl
fort=0,...,N—1do
Sample (z;,y;) uniformly from Sq
9Q,t+1 = 9Q,t - atvg(aQ,t;xtvyt)
end
Output: 0g N

Furthermore, let 0q,~ denote the output of the warmup procedure Algorithmwith stepsize a; =

m T QKQ Then we can further bound {@) by the following quantity

min

A 2 a 2
1 [IVReGN)IP + (S8E5) IV Ralbe)I? MENE2

min

+2—
)\?mn( ) >\12nln( )

&)

Remark 1. Lemmal(l|provides a computable upper bound of p, which requires a few steps of SGD to

estimate 0@ As the number of steps N increases, the |V R (0. n)||? term in @) tends to 0, and the
whole bound becomes a tighter approximation of (@).

Lemma 2 (G@). The following statement holds for G'g: G'g < 3M§p + MIMU
Lemma 3 (G)). The following statement holds for Gx:

MEM2(1 +log(T + 2HQ))2>
6€Q

6
i (50))2 ©

Lemma 4 (\*). Let \* be defined in Definition[2} The following statement holds for \*:
* < Amax(Xp) + HVRP(QQ)”

B Amln(ZQ) 21 / Ar_;m(zQ)GQ

Remark 2. In Lemma the second term depends on the norm of VRP(éQ) divided by \/€q. If Op

is close to éQ, then the second term becomes small. As in Lemma one can also use Algorithm@to

Gy <18 <M§p2 + M, +

find an approximation of éQ, which yields a computable upper bound of \*

5 Analysis Overview

In this section, we will provide more detailed convergence bound and generalization bound, as
well as an overview of the analysis of our algorithm. Theorem [2] provides the convergence result
of Algorithm [T] with more detailed parameter setup than Theorem [I] Theorem [3] provides the
generalization guarantee of our algorithm.

5.1 Convergence Analysis

The following Theorem provides the convergence rate of Algorithm [T}

Theorem 2. Let p = ||0g — ) , 7 <0.1, and opq, ¢, be some positive real numbers such that

P 14 14
026 < 256 (14 (A)? + p?) G2, ¢, < min —, ; )
Pe (L+ ()7 +7%) G, e {2\/§GA 16v/60pg+/log2/T CPQ}
Ganog(Q/T)

where Cpg = (1 + QKQ)Mng + W and O'Q = (%M M, ) . Suppose the
Gecn a .
VT T T (EQ) t+2I‘QQ

min

Cpq
T+2HQ °

and eg =

parameters in Algorithmare setasmn = f ¥ =

3C log T C -(log(T+H+2k .
Assume T > max{ ng g ’(GM};;(. (g;:Q)EQ lci)g)l/T)Q} €g -\ (Bo) < 1and M, > 1. With



probability at least 1 — T over the randomness of Algorithm[l} the empirical risk of the returned
solution satisfies:

. 1 %34—@9@,\./1%% NGy flog L + 2
RP(QPQ) (GPQ) G@—I—G,\ 1og; . = +

>\$in (EQ)EQ \/T \/T
Moreover, the total computational complexity of the algorithm is O(dT') + time for projection.

Proof Sketch: We define 67 = 1 23—01 0; and g() = Ro() — Rq(fg) — 6eq. First, we
inductively show that, if choose a properly small 7, we can control all the iterates (6, \;) as well as the
final solution 6 p@ to be stay around 0 PQ and \*. Hence, we can apply the Go Lipschitzness on those
iterates and decompose the risk as: RP(QPQ) Rp(@p@) < Gyl0r —pg| + Rp(07) — Rp(0p0).

To further bound |67 —0pg || and Rp(97)— Rp(0pg), we analyze the convergence of the Lagrangian
function and obtain that

Rp(0r) — Rp(Opq) +

(g(67))? c1 cologT
1 S = +
2y + 77) VT T

for some real numbers ¢, ¢z, c3 depending on T', ¢}, Ge, G,\, P A", eq and A

+cs - |g(0r)] (7

mln( ) NCXt, we will

derive the lower and upper bound of g(f7) in terms of || — Opg]|:
(9(07))* = 2>\f£m(EQ)6QH§T —Opq|® — A%,9(0r) < Gollfr — Opq],

for A = ¢y — (RQ (0o.1) — Rg (GQ)) which captures the error from projecting f7 onto the inexact
constraint set R () — Rg(fg.r) — 6eg + €o < 0. Plugging the above bounds together with
Rp(6r) — Rp(0pg) > —Gol|fr — Opg|| back to (7) one can solve an upper bound of |67 — éPQH.
Notice that (7)) immediately gives an upper bound of Rp (A7) — Rp (6 p¢) which concludes the proof.

5.2 Generalization Analysis

The following result establishes the generalization guarantee of our algorithm.
Theorem 3. Suppose Opq satisfies Rp(0pq) — Rp(Opg) < ep. Then with probability at least
1 — 47 over Sp and Sq, the excess risk of Opg on Q satisfies:

EQ(éPQ) < 26 min {GQ, Amax (21_312@) ep + 6@(9;}.)} .

To prove Theorem [3] we first introduce some technical lemmas. The following lemma gives two
information: (i) any 6 in the constraint set of (Z) will have a small @ risk, and (ii) any @ that has a
small @ risk is covered by our constraint set with high probability.

Lemma 5. With probability at least 1 —2, the following holds: forany 6 € {0 : ||0—éQ H%Q < 6eg},
we have £ (0) < 26eq. For any 0 such that £g(8) < eq, itisin {6 : |6 — éQ H; < 6eg}

Q
The next lemma shows that, if 6% is in the constraint set of (2), any 6 in the constraint set with a
small empirical risk on P, then it should also have a small population risk on P.
Lemma 6. If 07 € {0 : ||0 — GQ”%Q < 6eq}, then for any 6 € {0 : ||0 — GQ”%Q < 6eq}, with
probability at least 1 — 27 we have Ep(0) < 4(Rp(0) — Rp(0pg)) + 16¢ep.
The next Lemma considers the situation where 8% is not in the constraint set of (2). Due to the

inclusive property of our constraint set (Lemma[5), we can claim that any ¢ in the constraint set has a
smaller ) excess risk than 6% up tp some multiplicative universal constant.

Lemma 7. If 0% ¢ {0 : |0 — éQH%Q < 6eq}, then for any 6 € {0 : ||0 — éQH%Q < 6eq}, with
probability at least 1 — 2T we have Eq(6) < 26Eq(65).



Proof of Theorem[3l First, if 65, € {0 : ||6 — éQH%Q < 6eg}, then since Rp(0pg) — Rp(0pg) <

ep, from Lemma@we know with probability at least 1 — 27, gp(ép@) < 4ep+16ep = 20ep. Hence
£q(0pq) = [l0pq — 051135, < Amax (Tp'Xq) -20ep +E(05). £ 05 ¢ {0+ 10— bol%, < 6eo},
from Lemmawe know EQ(é rq) < 26Eq (65 ). Hence we know with probability at least 1 — 27,

EQ(éPQ) <26 (/\maX (E;le) - €p + EQ(H}';)) .

On the other hand, since Opg € {6 : |6 — OAQH%Q < 6eq }, from Lemmawe know E(0pg) <

26¢(. Putting piece together we have with probability at least 1 — 47, it holds that

gQ(éPQ) < 26 min {EQ, Amax (Z;le) -ep + 5Q(973)} .

O
Proof of Theorem[Il In Theorem choosing T" such that Rp(é PQ) — R p(é prg) < ep, together
with Theorem [3| will conclude the proof. O

6 Experiments

In this section, we present the experimental results of our algorithm and the baseline algorithms
on both synthetic and real-world datasets. We implement our algorithm using Python on an Intel
i7-8700 CPU. We use the CVXPY [19] package to implement the projection step in Algorithm I}
The baseline algorithms we consider are source ERM, target ERM, projected SGD (PSGD) (widely
used for solving constrained problems) and Hypothesis Transfer Learning (HTL). For HTL, we use
5-fold cross-validation on the target training data to select the best bias parameter. For PSGD, we
also employ CVXPY to implement the projection steps. Throughout the figures in this section, we
use Opgep and 1 to denote the model obtained by PSGD and HTL respectively. Due to page
limit, we only present part of the results and defer additional ones to the appendix.

6.1 Regression Task on the Synthetic Dataset.

We start with the results on the synthetic dataset. Throughout this subsection, we set the model
dimension d to be 50. The distribution P and @ are set to be d-dimensional multivariate Gaussian
with certain mean and covariance. The label is generated as y = GZT.’E + e for u € {P,Q}, where
e ~ N(0,1). We choose 7 = 104, and iteration number 7" = 2000 - np for both our method and
HTL. We use closed form OLS solution to compute source and target ERM model. The results are
demonstrated in Figuremand@ In Figure|I| (Left), we fix ng = 100 and vary np from 100 to 1500.
When np is small, target ERM learning can work better, while as we increase n p, the source data
becomes more useful. Our method can adapt to these two regimes automatically. It can also be
seen that the ERM procedure has large uncertainty (variance) when the training data is insufficient,
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Figure 2: Linear regression results on the synthetic dataset with low-rank X¢ or low-rank 3. (Left) When
3¢ is not full rank, the constraint set is then unbounded but our method still works well. (Right) When X p is
not full rank, we set w¢, far away from P’s range. In this case HTL still biases the model towards min-norm @ p
and leads to a bad performance. However, our method is not influenced because it directly learns from P’s data.
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. . Runtime Comparison on School Dataset
Increasing Source Sample Size
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Figure 3: Linear regressmn results on the School dataset. (Left) Excess risk on @. (Right) Runtime comparlson.

Mixed-Samples SGD 0 pq achieves Q-risk nearly the same of that of the ideal projection method Gpscp, while
achieving significantly faster runtime.

while our method is significantly more stable. In Figure |I| (Middle) and (Right), we fix ng = 100,

np = 500, and gradually increase A\pmax (X5 Sq) and Eg (%), which measures the hardness of
transfer. As the hardness increases, source ERM model performs poorly, while our method can
always yield a model that is comparable to the better one between fp and GQ In Figure [2|(Left), we
set X¢ to be low rank and the target sample size to be extremely small (ng = 50). In this case, the
constraint set is unbounded but our method still works well. The rate of our method is still adaptive,
while due to the limited target data, HTL struggles to find a suitable regularization parameter through
cross-validation, and hence loses the adaptivity. In Figure[2] (Right), We set ¥ p to be low rank. We
choose ng = 10 and set wy, far away from P’s range. We use SGD to compute Q ERM model since
matrix inversion is unstable in this case. HTL still computes the min-norm interpolator wp as the
reference model which has a large @ risk. Due to the limited @)’s data, HTL often fails on finding
proper bias parameter and still tries to bias the model towards wp which leads to a bad performance.
Even though in some cases it finds the correct bias parameter (close to zero), that means HTL fully
abandons wp and cannot gain from P’s data. However, our method is not influenced because it does
not rely on the model learnt on P to transfer knowledge, but directly learns on P’s data.

6.2 Regression Task on the School Dataset.

To demonstrate the performance of our method on real-world data, we conduct the experiments on
the School Dataset [20]. The dataset contains student information from 139 schools. The input
x is a 27-dimensional vector containing student information and the label y is the student’s exam
score. Following [21]], we use the data points from the first 100 schools as the source domain and
the rest as the target. We set 7 = 10~%. We fix ng = 100 and vary np from 100 to 1500. Figure
shows the MSE and runtime comparison with source ERM, target ERM, PSGD and HTL. We can
see from Figure [3| (Left) that our method consistently outperforms source ERM, target ERM, and
comparable to HTL and PSGD, and automatically adapts to the better rate between source and target
ERM learning. PSGD yields performance comparable to ours since it solves the same objective
we proposed in (2), but it requires significantly longer time than our method, as shown in Figure 3|
(Right).

6.3 Regression Task on the Berkeley Yearbook Dataset.

We conduct experiments on the Berkeley Yearbook Dataset [22]. The dataset contains the gray-scale
portraits taken in different years. The input x is the 512-dimensional vector feature extracted by
ResNetl8, and y is the year the photo is taken (ranging from 1905 to 2013). We construct source
and target tasks by varying the proportion of male and female photos. In the source dataset, 50%
of the samples are drawn from male photos and 50% from female photos. For the target training
and testing dataset, the ratio is adjusted to 75% male and 25% female. We choose 7 = 10~ for all
algorithms, and iteration number 7' = 2000 - n p for both our method and HTL, and T" = 500 - np
for PSGD since we found it can converge in fewer epochs. We use closed form OLS solution to
compute source and target ERM model. We fix ng = 100 and vary np from 500 to 1300. Due to
the difficulty of the task and the limited target data, the target ERM model suffers from very large
errors and is therefore omitted from Figure ] We report the MSE comparison with source ERM and
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Figure 4: Linear regression on the Yearbook dataset. Input features of dimension 512 are extracted by ResNet18.
(Left) Q excess risk. (Right) Runtime comparison. In the (Left) we omit the performance of target ERM since
the target ERM fails on outputting a generalizable solution and results in the error over 4000 due to that the task
is very difficult and target sample size is only 100. HTL (BurL) has difficulty to adapt to the situation where
source data are more helpful than target and results in large target error, while our algorithm [ p@) gains from
source data and significantly outperforms the competitors.

HTL, as well as a runtime comparison with HTL. We can see from the left sub-figure that our method
can consistently outperform source ERM, target ERM and HTL, and can automatically adapt to the
better rate of source and target ERM learning. The right sub-figure shows that our algorithm achieves
superior runtime performance compared to HTL when np < 1300, while when np reaches 1300,
HTL becomes the faster one. This difference arises from the inherent nature of the two algorithms:
our method primarily optimizes over the source data, so the total number of iterations increases with
np grows, In contrast, HTL focuses on optimizing over the target data, using the source data only to
compute a reference model. As a result, its runtime remains relatively stable as np increases.

6.4 Binary Classification Task on the CIFAR-10 Dog vs Cat Dataset.

At last, to demonstrate that our algorithm can
work for general convex losses, we conduct the
binary classification experiment on the CIFAR-
10 Dog vs Cat dataset [23]], using linear classifier
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Figure 5: Binary classification results on the CIFAR
Dog vs Cat dataset. We use linear classifier with logistic
loss. Input features of dimension 512 are extracted by
ResNet18. We fix ng = 50 and increase np. It verifies
that our algorithm can work on the general loss.

images. In the source dataset, the ratio is 50%
dog and 50% cat. For the target training and
testing dataset, the ratio is adjusted to 80% dog
and 20% cat. We use SGD with stepsize 10~°
and epoch number 1000 to compute P and @
ERM model and HTL model. We choose step-
size for 6 to be 10> and that for A to be 1073 ,
as well as T' = 2000 - np in our method. We fix
ng = 50 and vary np from 100 to 1500. The
results are reported in Figure 5] Target ERM
model performs poorly since the target sample size is small, while our method can still enjoy an
adaptive rate and slightly outperforms HTL.
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7 Conclusion

In this paper, we propose a concrete optimization algorithm with provable convergence and general-
ization guarantee in supervised transfer learning. The analyzed procedure is a mixed-samples SGD
approach that alternates between sampling from source or target data at an adaptive sampling rate.
Both theoretical and experimental results show that our method is adaptive to whether the source or
target data are most beneficial. This work aims to initiate the theoretical study of computationally
efficient methods for transfer learning.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: We clearly claim our contributions and scope in both abstract and introduction.
Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We point out that our theoretical results are for convex functions which can be
a potential limitation.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: In our Theorems, we clearly list the assumptions.
Guidelines:

» The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

e Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: We report clear experiments setup in the Experiment section.
Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer:

Justification: We do not make our code public at this moment. The data used in the
experiments are open source data.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

¢ Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not
be possible, so No is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

¢ The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We discuss this in the Experiments section.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: We report them in the Experiments section.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).
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8.

10.

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We report the compute resources in the Experiments section.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification: This paper conforms, in every respect, with the NeurIPS Code of Ethic.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer:
Justification: This is a theoretical paper so we are not aware of any societal impacts of it.
Guidelines:

» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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12.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer:
Justification: This is a theoretical paper so we are not aware of any risk for misuse.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We cite the references for the datasets used in the experiments.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: We do not release new assets.
Guidelines:

» The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: We do not have crowdsourcing experiments.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LM usage
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Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: We do not use LLM.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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Algorithm 3: Mixed-Sample SGD (Restated for General ©)
Input: 0y = 0g,0 = 0, Ao = 0, stepsize {at}?zgl and 7, v, €g.

fort =0,...,T —1do

Draw & ~ Bernoul]i(ﬁ)

if & = 1 then

‘ Sample (z¢, y¢) uniformly from Sp
Ot11 = Po(0: — (1 + Xe)VE(Os; e, y1))

end
else

‘ Sample (z¢, y:) uniformly from Sq

Ors1 = Po(0r — (1 + A)VL(Os; 2, yt))

end
Sample (z+, y¢) uniformly from Sq
A1 = [(L—ym)Ae +n(l(0e; ze,ye) — L(0q,e; e, yt) — 3€q)]+
0Q.t+1 = Po(0q.t — e VE(0Q.t; @, yt))

end
Opg = {2 projection of + ZtT;Ol 0: onto the constraint set {0 :Ro(#) — Ro(fg,r) < 3eq — eo}.
Output: éPQ

8 Results for General Losses

In this section, we provide the results for general convex losses. We consider a hypothesis class
H = {z — hg(z) : 0 € ©}. We make the following assumption on the loss function £.

Assumption 3. /(8; x,y) is m1-strongly convex and mo-smooth in 0 for any (x,y) € Spg.

We define x = my /mq as the condition number of /.

We consider general © C RPD, possibly a strict subset, and therefore present a version of the algorithm
that projects iterates back to ©, provided a projection operator Pg (see Algorithm ; when © = R”,
i.e. is unbounded, the operator reduces to identity mapping so Algorithm 3|reduces to Algorithm [I]in
the main paper. Note that this projection operator is usually cheap for the common choices of ©: for
example, for the sake of regularization in practice (e.g., ridge-type regularization), often © is an {5
unit ball, whereby Pg (0) = 0/ max {1, ||6]}.

For the convergence analysis, we need the following definitions.

Definition 4 (Key Lipschitz Parameters). Let p = HGO -0 PQ H We then define

- 2
A IVeO:2.9)] : 0= Gra||” < 202 (@.9) € Sra,
Gg = sup 1+ log(T + K
jo) < LHBTER) Vg0 )]
mi (z/,y/)ESQ
) [6(6; 2, y) — (6" 2, y) — 3eq] -
G = sup 1 +1log(T + k)

0] < —————= sup  [[Vl(0q0:2",y)|l
m (='y")€Sq

‘6 - épQH2 <20, (2,y) € Spq,

The above definition captures the Lipschitzness of the risk function on the iterates generated during
our algorithm proceeding.

Definition 5 (See [6]). For ¢ > 0, let r(€) = inf {||VJ%Q(9)||2 10 € 0,Ro(0) — Ro(fg) = e}.
This notion is used to control the distance between the return solution and solution before the last

projection step, i.e., |07 — 0pol| where 67 = 1 Zt:_ol 0;. In linear regression, we can explicitly
compute itas 7(e) = - AL, (30).
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Theorem 4 (Strongly Convex and Smooth Result). Let p? = [|6g — Opq |/ 7 < 0.1, and 03, cy be
some positive numbers such that

2 2 | 2\ A2 . p p P
05n < 256 (1 4+ (A\*)* + Gy, and ¢, < min —, ) )
PQ > ( (A%) P) 0 n {QﬁGA 16\/6019@ /10g2/7' CPQ}

R 602 log(2/T
where Cpg = 2mai(l + 2k) (mi?HVRQ(HQ,O)WJr H9Q70||2) + %(/), for aé =
2
log(T+2k
(% SUP(z,9)€5q ||W(9Q70;x’y)”> ‘

and

. . o c o o 1 1
Assume the parameters in Algorithm |3| are set as 1 = \/—":7, V= T e = or e
_ _Crg 4Cpomi (Cprq-(log(T+2rq))*\2 .
€0 = Too.g AssumeT > max{ (3eg)  ( NG )*}, and r(3eq) < 1, then, with
probability at least 1 — T over the randomness of Algorithm 3} the empirical risk of the returned
solution satisfies:

PN L . R 1 ?*I‘égé)\ log% AGy, log%Jr‘c)—2
Reliv)  Reling) 5 (Go+ Gayflon ) - [ 2 Ve | n

T‘(SGQ)\/T VT

Statistical Implications. In this section we give an example of how the above Theorem 4] can be
converted generically to statistical guarantees on transfer (as was done for the linear regression case).

For intuition, Theorem guarantees that Rp(é p@) is small, i.e., close to R p(9~ pg), while we also
know Rq(fpg) is also small, i.e., close to Rq(fg) (since Rp(Opg) is a projection of the average

iterate onto the constraint set centered at 6¢g 7). Thus, if in addition, we have concentration of
empirical risks to true risks, we can convert the guarantees of Theorem |4| to statistical transfer
guarantees.

The results below illustrate the above intuition. These results are expressed in terms of generic
relations between P and (@ risks given as follows.
Definition 6 (Weak Modulus [5]). Given ¢ > 0, we define the modulus

d(e) =sup{€g(0) : Ep(0) < ¢€,0 € OF.

In words, the weak modulus captures the best achievable @ risk, if the learner only has access to P’s
data. For instance, in linear regression, as explained in the main paper and shown in [5] it can be
upper bounded as §(€) < 2Amax (X5 X0) - € + 280 (0%).

We next consider some traditional concentration results for bounded losses in terms of the Rademacher
complexity of the loss class.

Assumption 4 (Boundedness of Loss). We assume £(0;x,y) < M, forany 0 € ©, (z,y) € X x Y.

Remark 3. The Assumption{d|hold for a strongly convex loss given that the parameter 0’s norm is
bounded, e.g., ||0]] < B, V0 € ©. For example, in linear regression, if we assume the label space
Y C [~My, My], then £(0;2,y) = (0" x — y)* < 2B2M? + 2M2.

We then introduce the Rademacher complexity which characterizes the complexity of a class and will
be used to derive uniform convergence result.

Definition 7 (Rademacher complexity). Let F be a family of functions mapping from Z to R and
Z ={z1,...,2n} be the i.i.d. samples drawn from distribution p. Then, the empirical Rademacher
complexity of F with respect to dataset Z is defined as

- . 1 n
Rn(f) = Ese{:tl}’L |J§1§5_)_ ; Zi:l Ezf(Zz)‘| R
where €1, . .., e, are 1.i.d. Rademacher random variables with P{e; = 1} = P{e; = -1} = 1/2.

Then Rademacher complexity R.,(F) is defined as R,,(F) = ER,,(F)

Assumption 5 (Bounded Rademacher Complexity of Loss Class). We assume R, (£ o H) <
Sfor some positive real number By, 4 which characterizes the complexity of the loss class £ o H.

Byy,e

v
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Remark 4. The Assumptiondis standard. Here we give some examples.
For linear classifier class H = {x — 0Tz : 6 € R%, ||0|| < B} with L-Lipschitz loss, the bound [24)
Lemma 26.10] is given by R, (¢ o H) < L\/]g’.

For | layer neural network class H = {x — Wioc(Wi_1...c(Wiz)) : |W;]|. < B;} with L-
Lipschitz loss, the bound [25, Theorem 1] is given by

vn '

Ra(loH) S

For general VC class H C {1, 1}X with VC dimension d, the bound [26] Corollary 3.8] is given by

Ru(LoH) S/ HEn,

With the above two assumptions we can derive the following rate of uniform convergence.

Proposition 1 (Uniform Convergence). Let i denote either P or Q. With probability at least 1 — T,
the following statement holds:

. B log 2
sup | R, () — R, (0)] < 22258 4 Myy |27,
heH Ny 2n,,
Corollary 1 (Statistical Transfer Guarantees). Let
o B | ap, 108 : o B gy, 108 :
€p = 2——= €Q =2—= .
P \/Np ¢ 27”LP eQ V1Q ¢ QTLQ

Then with probability at least 1 — 31 over the randomness of Algorithm El and Sp and Sq, the
returned solution satisfies

Eq(Opq) < 5-min{eq,d (3¢p)},

provided a number of iterations

o T\? [+ GoGayflogl NGy flog L+ 2
T2 | Ge+Gay/log=] - il + il
\/log —

r(2eq)ep €p

2

Here we achieve a transfer guarantee similar to that in Theorem[I} The rate is still adaptive—it
achieves the better rate between solely target ERM and source ERM. The required iteration number
depends on the ep and r(eg), also similar to that in Theorem

Runtime Comparison on the Cifar Dataset
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Figure 6: Binary Classification on the CIFAR10 Dog vs Cat dataset. We fix np = 100 and
increase ng gradually. (Left) Target excess risk (Middle) Target misclassification rate. (Right)

Runtime comparison. Our method @ p@) is still comparable with target ERM. HTL (BurL) slightly
outperforms ours, but as n¢ increases, the runtime of HTL dramatically increases.
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Figure 7: Binary Classification on the CIC-IDS-2017 dataset. We fix ng = 1000 (total samples from @) and
increase np (abnormal samples) gradually. (Top-Left) Overall Target Error (Top-Right) Target Type-I Error
(Bottom-Left) Target Type-II Error (Bottom-Right) Runtime comparison. Our method (U p@) achieves better
overall accuracy than baselines. We also achieve better and more stable Type-II error than all other baselines.
The runtime of our method is also significantly less than HTL.

9 Additional Experiments

In this section we provide additional experimental results.

9.1 More Results on CIFAR10 Dog vs Cat dataset

Here we provide more results on CIFAR10. To verify the adaptivity of the algorithm with increasing
target samples, we conduct the experiment with fixed np = 100 and gradually increasing ng from
100 to 1500. We use SGD with stepsize 10~° and epoch number 1000 to compute P and Q ERM
model and HTL model. We choose stepsize for § to be 10~° and that for A to be 1072, as well as
T = 2000 - max {np,ng} in our method. We set the source dataset to be 80% dog samples and
20% cat samples, and the ratio for target is adjusted to 50% dog and 50% cat. As we can see from
Figure 6] in this setting source data are not informative so the source ERM performs poorly. As the
target sample size increases, the target ERM can give promising performance, and our method can
also adapt to it. HTL performs the best in this setting, but its runtime dramatically increases as the
target sample size increases.

9.2 Binary Classification Results on the Malware IoT dataset

Here we provide results on the CIC-IDS-2017 dataset [27]. It is a network traffic dataset where the
goal is to predict whether the traffic is benign (normal) or malicious (abnormal). We train a linear
classifier with hinge loss. We use the network traffic data collected on Wednesday (Wednesday-
workingHours.pcap_ISCX.csv) as the source dataset, and that on Friday (Friday-WorkingHours-
Afternoon-DDos.pcap_ISCX.csv) as the target. We first fix the total ) sample size ng = 1000
and gradually increase the P sample size from 1000 to 3000. We set stepsize for # to be 10~° and

— 1 .
for A to be 1073 and ¢ = R Since the abnormal data are very few, to ensure an acceptable
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Type-1I error, we use weighted hinge loss with weight L, i.e., R, (0) = 1R, 1(0) + L R, 0(0) where

R, 0(0), R,.,1(0) denote the empirical risk on the normal data and abnormal data respectively, which
is widely used in weighted SVM for imbalanced dataset [28]. The results are shown in Figure[7] As
we can see, as the number of abnormal data from P is growing, our method gains from the source data
and yields a better Type-I and Type-II error than baselines. The runtime of our method is significantly
less than HTL since HTL needs expensive cross-validation process.

10 Missing Proofs in Section 4.1]

In this section, we provide the missing proofs in Section We first introduce the following helper
lemma that lower bounds the norm of the constraint gradient on the boundard of the constraint set.

Lemma 8 (Lower and upper bound of boundary gradient). For any € > 0, the following statements
hold:

min

N 2 .
omin  [VRO)|| = enu(Sa).
0:Rq(0)—Rq(0g)=e

Proof. We start by proving the first statement. First, the 6 on the boundary of the constraint set

satisfies: HG — éQ‘ = ¢. W first decompose 6 as 6 = 6’ 4 6 where §' € Range(3q) and 6 is

2
Se
in the null space of ¥¢ .

Now we examine the gradient norm:

min

. 2 N « 2
Comin  VRe@)| = min |[Se0- o)
6:Rq(0)—Rq(0q)=¢

o4l

=€

eI —éQ)H2

= min
L2 .
0'—0¢ || to =¢,0’€Range(2q)

A1 2 A
- min H\/EZEJUH — et (50).
ucRange(2q),||lul|=1

Proof of Lemma Ik

_ 2 2 R . 2
Proof. Due to Jensen’s inequality, we have that H00 — HPQH <2 H00 — HPH + 2 H@p — QPQ’ s
which is at most

HVRP(QO)Hz 2HéP_éPQ‘ ;P
2)2. ($p) Amin(2p)

1 ~ 2 . N 2
— = |Iv&se H +2He .y H <
5y | V0| +2 [ —dre

Since 0 pg is the minimizer of ]%p within constraint set, and éQ is also in the constraint set, we have

[vr0o)|
<

R R 2
<l < L7
P @ Xp 4)\min(ZP)

N - 2
HQP*‘)PQ’z
P

Putting pieces together we have

2

[vrewo]”  [vieo
222, (3p) 222, (3p)

~ 2
i
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Proof of Lemma[2:

-2
Proof. For 6 such that HH —0pg H < 2p?, we examine the upper bound of its norm. According to
triangle inequality we have:

16 < v/20+ ||dpa]| < 3p.

The rest of the proof follows:
IV0(6:2,9) | = (67— v)|| < M2 0] + M.,

O
Proof of Lemma[3k
Proof. The proof simply follows the definition of ¢:
[00:2.y) = €8s 2,y) — Geg| < (07w —y)* + (6" —y)* +6eq
< 2M2(|0]% + 20, + 2M2 [|0'])” + eq
o MAMZ2(1+4log(T + 2k0))?
§18<M§pQ+My+ e My ( - gA( . @) + 6eg.
()\min(EQ))
O

Proof of Lemma 4k

Proof. Due to the first order optimality condition we have
» ” |[vir(ira)|

[vAa(dea)

To upper bound HV]%p(é PQ) H we notice that
N

< 2y/ Amax(Sp) Higz(ém - éP)H = 2\/)‘maX(2P)\/]%P(éPQ) — Rp(0p).

Define 6’ to be the model on the boundary of constraint set, and also on the range of XA)Q. That is,

set, we know that

|920(0r0)|| < 2/ Amax(Ep) B (0) — Fer(Gp)

=24/ Amax(Ep)

< 2)\max(2P) ‘ 9/ - éP

~ 12 N ~ N
0" —0g||. = 6eg and ' € Range(X). Since Op( is the minimizer of Rp(-) in the constraint
Q 5 Q Q Q
Q

(2;/2(9’ — ép)H

S 2Amax(iP) ’ Gl - éQH + 2)\max(i]P) HéQ - éPH

- 1
S 2)\max(ZP)
)\+

Inin(iQ)
= Bone®0) e+ D(Sp) [0~ 0.

\/ )\LH(ZQ)

SYA0 — 0o) | + Pnns(Sr) [ G
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To lower bound HVRQ(GNPQ)H, we again evoke Lemmathat HVRMG}@H > 20 /A (30) - beo.

min

Putting pieces together will conclude the proof.

O

11 Missing Proofs in Section [5.2]

Proof of Lemma

Proof. The proof mainly follows Proposition 8 of [5]. With probability at least 1 — 27, the following
.2
two facts hold. For one hand, for any 6 € {9 : H0 — b H < GEQ}, we know
2q

Eo(0) = |0 - 65

9 . N2 .12 .2
<2l0-8o| +2|65-bo|, <afo-dof|, +2eq < 26cq.
5o = g, T2 P, = Qly, T €@ =0

where at the second inequality we evoke the matrix concentration result from Lemma 3 of [5]]. For
the other hand, for any 6 such that £5(6) < €, we have

Jo=dells, = 3l dell,, <210 -2l +2 00 - te], <oce
O
Proof of Lemma [6:
Proof. First notice the following decomposition: ||9—9};H;P < 2H9—§pQ‘i +
P

- 2
2 HH rQ — 0% Hzp . For the first term in RHS of above inequality, with probability at least 1 — 7, we

have

26 - g

<o’

; —4 (Rp(e) — Rp(fpg) — <VRP(éPQ), 6 éPQ>) :

2
Xp
Since both ¢ and pq are in the constraint set of Problem || and 0 pq is the optimal solution

within the set, we know <VRP(§pQ), 0 — éPQ> > 0. Hence, we know 2 H9 — éPQ‘

4 (RP(9) - RP(éPQ)>'

2
<
Zp

2

Now we proceed to bounding 2 HGN ro — 0% . Notice that with probability at least 1 — 27
Xp
Grg — 05 Gro — Op| ip— 05
2fea =0, < 4ea —0], <4 -0
PQ Pllg, = PQ P 2p+ P Plly.
br —0p|. +4|dr— 03
<8[irq ~de|, + e -0
< PQ P XA:P-i- P Pl
05— ip| ip— 05
< 8llox - 4H — 0
= P P $p + P P s
T ip— 03|
< 12joh b, + 40 —0;
~ P P sp + P P S
< 16¢ep,

where at second and fourth step we evoke matrix concentration result from Lemma 3 of [3]], at third

step we use the fact that 0 p( is the optimal solution within the set. Putting pieces together will
conclude the proof. O
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Proof of Lemma

2
Proof. Since 0% ¢ {9 : HG — 8o H . < 6eg }, then from Lemmawe know with probability at
least 1 — 27, Eg(0}) > eg > 265Q( ) holds. O

12 Proof of Convergence

In this section we will present the proof of the convergence result. We first introduce some useful
lemmas.

12.1 Technical Lemmas

The following proposition is standard and will be used to show the sub-gaussianity of the stochastic
gradients.

Proposition 2. Given a random variable X, if a < X < b with probability 1, then X is a (b_4a)2
sub-Gaussian random variable.

The next lemma establishes the convergence of 0 ;.

Lemma 9 (High probability convergence of 0 ). If we choose oy = then with

AT

min

probability at least 1 — T, for any t > 0 we have:

.2
M (3Q) (1 + 250) HHQH 605 log(2/7)(logt + 1)
1+ 2kq AT (ZQ)(t + QHQ)

min

Ro(0g.4) — Rq(0g) <

2
2 2 [ 1+log(T+2Kq)
for o = (MI (7A+ el v, ) + MM, )

min

Proof. We first examine the boundedness of |6 ¢||. According to updating rule of 6 ; we have

||‘9Q,t|| = ||9Q,t71 - atxt(mjaQ,tfl - yt)”
< H I- O‘txtxtT)HQ t—1|| + [y |

1 ~
< 1600l + M, M
Lol §:A+(EQX&+%m) ’

min
=0

< 1+ log(t + 2kq)
Min(Zq)

min

M, M,. ®)

Hence we can compute the sub-Gaussian parameter. Notice that

HV€ 00,61, 91) — VR (00,1)

<]

zw] = So 10q.] +

TeYt — XQYQH

1+1 2
SQMJCQ <_‘_Og(t—|_"%?)MM>+2M M
AII]lIl(EDQ)

1+ log(T +2 )
<oz [ 1H1eTE280) 5 Y ong .
AHIIH(ZQ)

According to  Proposition we  know HV@(@CN; z1,y1) — VRg (GQ’t)H is

2
(Ma? (MM M, ) + M, M) sub-Gaussian.

=
min (ZQ)
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Now, we evoke the result from Theorem 3.7 from [29] that if the gradient noise is o sub-Gaussian,
then with our choice of oy, with probability at least 1 — 7 it holds for any integer ¢ > 0 that

N N 2
Anin(E@) (1 + 26¢) HHQH 603 log(2/7)(logt + 1)

t+2nrq Aiin (BQ) (t + 26q)

Rq(0q.) — Rolfg) <

The next lemma proves the sub-Gaussianity of the stochastic gradient used to update 6;.
Lemma 10. Let

go = (L+N)VL0;2,y), (x,y) ~ Sp,wp. T
0 14+ NVLb;z,y), (z,y) ~ Sg,w.p. A

>

1+
and

5= Hvz%p(e) +AVRo(0) — 99H .
Then for any 0 € {0:||0—§pQH2 §2p2} and X € {A:(A—=X)2<2p%}, we have

Elexp(8®/0%q)] < exp(1) for opg = 256 (1 4 (%) + p?) G2.

Proof. We use £ = 1 to denote the event that we sample from P, and otherwise from @. For
notational convenience we define J, = [[VR,(0) — V{(0;z,y)| where z,y is sampled from

w , for p denoting either P or Q. We also define (pgo = HVRP(Q) — VRQ(Q)H. Since

5 = Hvz%p(a) FAVRO(0) — (1+A)(I{E =1} VU(O;2,y) +1{€ = O}VE(Q;x,y))H, we can
verify that

E exp ((52/0?;,@)
L 5 ~ 2
= e ([[VRR0) + 2V Re(0) = 0+ 0T H02 )|k
A A A 2
+ izt (VA0 +AVho(0) - 1+ Vo) /oo

1 2(1 252, 2\%(% 2(% 2(1+ \)202
Eexp( ( +2>\) 6P—|— CPQ>+ A Eexp( CPQ-I— ( ) Q

14+

Tpo U%Q 1+ A J%Q O’?:,Q
1 202¢2 2 202 2(1 4+ \)252
< exp( CPq JEexp [ 2(1+ )\)Q(S—P + dexp CPq ]Eexp(g) .
2 2 2 2
14+ A ) () () o)

Since 0 < A < /2p + A*, so we have
Eexp (6°/67)

<3 i S exp (2200) + 49746} 0B ) Eexp (4 + 420 + 49%))6% ohq)

A

A2 2 )2 2\\52 /2
+t1 ey exp <4G9/UPQ> Eexp ((4+4(2(X)* 4+ 4p%))05 /0p0) -

Due to our choice 05, = 256 (1 + (A*)* + p?) G2, we have

Bexp (7)) < 5 e (1/8) (exp(1) /5 + 5 exp (1/8) (exp(1)) /* < exp(1).

O

Then, we establish the convergence of the penalized objective, under the dynamic of Algorithm [T]
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Lemma 11. For Algorithm[I} the following statement holds true for any X > 0 with probability at
least 1 — T:

(RP(G_T) — RP(éPQ)) + )\(RQ(_T) - RQ(éQ) - 66@) - <; + 27;T> x?

§ 2 . o Gy/3log 2 (/\*+2\/§ )+ﬂpcrpQ\/3logf
~ T T P JT

Cro(log(T +2r0) +2)2 (M +v2p) [ Ga/3108F  Cppy (log(T + 2k) +2)?
i T T T

A,

o2 1o T o K 2
where Cpg = (1+ 2kQ)M2M2 + 6@17?;2@/)) 03 = (Mf (%@;)Q)Mﬂ%) T MzMy) :

min

Proof. Define the constraint function g(f) := Rg(6) — ]%Q(éQ) — 6eg and L(0,\) = Rp(0) +
~ 2
Ag(6) — "’%2 We first show that Hﬂt - HPQH + |Ae — A*||* < 22, for any ¢ € [T]. We prove this

by induction. Assume this holding for ¢, and for £ + 1 we have

- 2
0 — ngh — GPQH

~ 2
01— e =

2

)

0; — éPQHZ —2 <77957 0 — éPQ> +17 | g6

where gb = 4 (17 MV 2 90), (w1, 30) ~ S w.p. Tﬂt
(L4 A) VLB 21, y1), (20, ye) ~ Sq,w-p. 1757

Then for ¢ 4+ 1, we have:

~ 2 R . -
6‘t - QPQH - 27’]75 <VRP(9t) + )\tVRQ(et)7 615 - 9PQ>
+2V200:p + 2 (1 + M\ )? G2
" _ .
< |6 = Gra|| =20 (L1 A) = LBra. A ) +2v2081p + 021+ 2)*G3

- 2
Or 41 — 9PQH <

where 0; = HVRP(G,g) + M VRq(6;) — gb||, and at last step we use the convexity of L(-, \;).

According to Lemma[T0| we know that
Elgs) = VRp(0,) + NV Ro(0,), Elexp (57 /0%)] < exp(1)
. Similarly, we have:
Aea1 = NP = A= NP+ 20 (g5, A =A%) +02gh — v
< e = AP+ 2 <RQ(9t) — Rq(0q) — eq — v, M — A*>
+2V2nrip 4 2V 2nhep + 2n2é§
< (1 =m)| A = A? = 20 (L0, A*) = L0, M)
+2V2nrip 4+ 2V 2nhep + 277261‘3\,

where
93 =020, y;) — E(HQJ% Ty, Yp) — beq
and

= Hf(eﬁfﬂtayt) — U0t e, yr) — (RQ(et) - RQ(QQ’t))

and at last step we use the -y concavity of L(0, -). It is easy to see that

Elgi] = Ro(0:) — Ro(0q) — eq. Elexp (Tf/éi)] < exp(1).

,he = |Rq(0g.) — Ro(0g)]
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Putting pieces together we have
-2 _ 2 .
601 = ||+ Ao =X < (|)\t = N2+ |6 = e ) =20 (L(0, \") = LOpq. )
+ 2\[27]5#7 + 2\/57]7%,0 + 2\/§T}ht,0 + 2772@§ + 772(1 + At)2G§

< (|)\t N2+ Het — éPQH2) —2n <L(9t,)\*) _ L(épQ,)\t))

()2
>—T5=

+20°G5 + 17 (1+ V20 + X*)?GG + 2V20p(6, + ¢ + he)

where the last step is due to

L") ~ Lilpg, M) = (00 + X9(00)  (Rp(ra) + Mglng)) 105 4 200

>0

Performing telescoping sum yields:

~ 2 ~ 2 ~ ~
[ GPQH F e — N2 < (Hao - opQH + o — >\*|2> 2202 (14 V2p + A)2G2

t t t
+ 2\/51]/)2 s + Qﬁnpz rs + 2\/§an hs + Tyn(\*)2.
s=0 s=0 s=0

Due to Lemma 4 of [30], we know with probability 1 — 7/2,

T—1 D) T—1 D)
2 A2
;cﬁg,/TUPQq/Slog;,grtS\/TGM/?)log;, 9)

. L2
< )‘xin(ZQ)(lJFz"Q)”eQH 602Qlog(2/7-)(10gt+1)

. 2 _

and also according to Lemma (9, h; Torg N (So)(tr2ra) for o5y =
2

(ne2 (W%My) + MM, ), which yields:

. .12
zt:h zt: Ain(EQ) (1 + 2r¢) HQQH N 603 log(2/7)(log s + 1)
s=0 ) 5=0 §+26Q M (3Q) (s + 2k0)

o

< Cpg - (log(t + 2kg) + 2)?, (10)

< (A;m@m(l +2) o+

602Q log(2/7)
A (o)

min

where Cpg = (1+ QHQ)MgMg + , and in the first inequality we use the fact ZZ=1 1<

1+ flt % < 1+ logt. Putting pieces together yields:

- 2 ~ 2 ~ N
01— Opq|| + et = N2 < 1o = A2+ ||d0 — Bpg| + 202G +12(1 + Vap+ N)2G3

2
+4V2npVTogy/3log ~+ 2V2npCpo(log(t + 2kq) + 2) + Tyn(\*)2.
(11)

Since we choose 1 = % and v = G27, where

P p p p
2V2G " 2(1 + V2o + A) G 16\/60PQ\/10g %’ Crq |

¢y < min
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we conclude that H9t+1 — épQH2 + A1 — A2 < 202

Now by similar analysis we have that for any A > 0

O — G| + e = AP < [0 — G| + 12— N2~ 20(L(0. ) — L(Fpa. M)
+ 202G + (1 + M)*GE
+ 20 (U0 e, ) — (0,0 e, ye) — (L(0e) — £(0Q.1)), Ade — A)
+ 20 (60q) = €0q.), M = A) + 2072 |61 — Og|
< [0~ e+ 13 = AP~ 20(L0 ) ~ Lo, M)
+ 202G + (1 + M)*GE
+ 2071 (A + A) + 20k (A + A) 4 2V208,p.

Since [A; — A*| < V2p we know \; < \* + v/2p. Hence we have

[0t = e+ A = AP < A= A2+ 00— G| — 20(L(0. %) ~ L(Gra. M)

+ 22C8 + (1 + A)2GE + 2y (X 4 V2p) + 20k (X + V2p)
+ 207\ + 20he A + 2208, p.

Performing telescoping sum yields:

T-1
1 1 A
= Z L(B0X) = LBra: M) < g (Po = AP + oo Ira|| )+ 0GR + g S0 (14 0)%G
t=0 t=0
1Tfl 1 IT= T-1
=) o (A + V2 +—th N+ V2) + =) A
OO (RRCATES oA (RRCATES >
1T 1
+ A+\prZ(5t

t=0

By the definition of Lagrangian, we have
= - ,
. . . ,
T Z Rp(0:) + Ag(0:) — 5)‘ — Rp(0pq) — M g(0pq) +§)\t)

t=0 SO

1
7(|A0—A\2+H00—9PQH + nG2+ n21+At 262
T—

§ § 1 —1 1 T-1
Z ()\ +\/§p) th ()\ +\fp) ;rt)\+ftz:%ht)\+\/§pf§5t'

Evoking the bound from (9) and (]'115[) yields:
T-1 - o ”
— Z Rp(6:) + Ag(6:) — 5)\2 — Rp(fpo) + §A§)

’ﬂ

- 2 T
1 A 2 1
+ T\/TG%\\/?)log; ()\* + 2\/§p) + TCPQ - (log(T + 2kq) + 2)* ()\* + \/ip)
1 N 2 1 V2popq,/3log 2
Irée . | 2
t7 TG} Slog;)\-F?CPQ'(10g<T+2HQ)+2) A+ .

VT

(10— A+ 6o —epQH nGA—# TnTZl(HAt)?Gz
t=0
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Plugging in Ay = 0, 6y = 0 and re-arranging the terms yields:

= = 5 1
T Z(RP(@O — Rp(0pq)) + T Z Ag(6:) <2 + 2T> 2
t=0 t=0
7-1 V2popqy/3log 2
P 2 242 2 T
< —+ + = 14+ X)°Gy —vA)) +
S0 TNeNT ;(77( )*Gg —YAY) JT
A 2
+ Cryslos s (A" +2v2p) + lCPQ(log(T +26g) + 2)2(\" 4 2v2p)
VT T
n Gxy/3log % n CPQ(log(T + QHQ) + 2)2 A\
VT T '

By our choice, v = G’gn, so we have

1 B! = , )
T ; — Rp(f — N 2
T & (Rp(at) RP(9PQ)) + 2 Ag () (2 + 277T) A
P o o G SIOg% /e \/ﬁpapQ\/@
=T nGx 1y JT ( 0) 7T
! Ga/31082 O (log(T +2 2)2
+ TCPQ(log(T +2kqg) + 2)2(\* + \/§p) + \/\/: n P (log( ;— kQ) +2) N

Define 9T = % tT:_Ol 07, and then by Jensen’s inequality we have

(Rp(éT) - RP(éPQ)) + )‘(EQ(éT) - RQ(éQ) o GEQ) B (g * 2;T) X

Gx BIOg% V2papg SIOg%
VBT e Va4 V

2
14 A2 A2
< — +nG5 +nGs +
=0T nGex T Nby

VT VT
A 2
1 s Gay/3108 2 Cpo(log(T + 2kq) + 2)?
+ 7Cpqlog(T + 26q) +2)*(\" + V2p) + N T A.
O]

12.2 Proof of Theorem[2]

Proof. Note that Lemmaholds for any A > 0. Now let’s discuss by cases. If A is in the constraint
set, then Opg = 67 and we simply set A = 0 and get the convergence:

CA?,\\/3log% ()\* +2\/§p) N \/ipapQ\/Slogg

— T
+ 4.0 - (08(T'+ 260) +2 (X +v2p).

2
p N N
Sn—T+nG§+nG3+
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If A7 is not in the constraint set, we set A = Rq(0r) WiQ(GQ) %@ "and define g(#) := Rg(6) —
nT

RQ(éQ) — 6e( for notational simplicity, which yields:

5 (3 5 G (9(67))>
Rp(07) — Rp(0 —
(Rp(07) p( PQ))+2(7+U%)
P ) ) Gay/3log 2 \/ﬁpapQ,/?)log%
< =4 nG3 +0G2 + 7<)\*+2\[p)
nT VT VT

1
+ =Crq - (I08(T + 21q) +2)* (A + V2p)

Ga\/3lo82 o - (log(T + 200) +2)2 \ | 9(8r)
+ + 1 (12)
VT r VT

Since A7 is not in the constraint set and 0 pg 1s the projection of it onto inexact constraint set
3(0) := Ro(0) — Rg(fg.r) — 6eg + €9 < 0, by KKT condition we know §(Apg) = 0 and

07 — Opg = s - Vj(fpg) for some s > 0. Defining A := ¢y — (Rq(fg.7) — Ro(60)), and due to
our choice of T' we know A > 0. Then we have

o) — g(07))
g Orq) — (Rq(0q) — Ro(0q.r) + €o)
> <V§ Opq), Or — éPQ> —A= va(éPQ)H

o —ing] -5

where the inequality is due to convexity of g(-). Evoking Lemmalw1th €= 6eg —eg+ RQ (Oo.r)—
RQ(@AQ) gives that ming(g) 0 va épQ H \/)\mm EQ 66Q — €y + RQ (9@ T) RQ(GQ))

VA (20)3eqs 50 g(0r) > /A5 (20)3eq H&T - QPQH — A, where the second inequality is

due to that eg < 3eq.

On the other hand, since 0 pq is the projection of A1 onto constraint set, and 0 p( is in the constraint
set, we know

R L

A~ ~ 2 A
Hence 0p also falls in the set {9 : HH ) H < 2p2}, so the gradient upper bound Gy applies

to épQ. Hence we also know
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Plugging the upper and lower bound of g(fr) into yields:

<\/A;m (50)3¢0 HQT—e)PQH — >

(Rp(0r)—Rp(0pq)) +

(%GQ )
p? ) R GM/3log; ﬂpoPQ,/Blog%
< 4G 4 nGE o ———— ()\*+2\/§p) +
nT VT vT

1
+ Crq - (10g(T + 2q) +2)* (A" + V2p)

G 310g % CPQ . (log(T + 2/{@) + 2)2 \/T ~ ~ N
+ + G 07— bpg|
\/T T C»,,Gg + CT;

Notice the following decomposition:
Rp(0r) — RP(éPQ) > RP(gT) - RP(éPQ) > Gy HgT - éPQH .

Also notice the fact (a — b)? > a* — b% holding for any a > 0,b > 0, we know

R R I R

Putting pieces together yield the following inequality:

_ ~ 2 _ ~
e !
where:

Bﬁ)‘r-;m(iQ)eQ
S(Cnég + i)

A . ) A
b AG(; o /310g 2 N Cpq - (log(T + 2kq) + 2) N
(enG + é) T VT

£+C(CA¥2+G2 +C§7\/310g2 A+ 2v2p) + V2po \/310g2
C:c,, n A 0) A T( p) pPQ T
VT
C - (log(T +2kg) +2)% (A\* +V2 A?
p Colon(T +260) £27 (W4 V) | &7
T AenGy + o)

Cn
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+ G. Solving the above quadratic

Ln

2
. 2 2G4 G +/3log 2
Assume T > [ €re-(loa(TH260)+2)" | o p < “ﬁ
Gayf3log 2 (enG3+L)
inequality yields:

_ . 2
o - g < 2 YETEE b fE
2a a a
8(c, G2 + i)éa +16GoGy/31og 2 . A
3\ hin (BQ)eq VT AL (S0)eo
- ) . A .
N 8(c, G2 + é) \l %} + ¢, (G2 4+ G2) + Gry/3log 2 (A* +2v2p) + V2popg4/3log 2
3\/T>\:11n(EQ)EQ \/T
S(Cnég + i) \/OPQ . (log(T + QHQ) + 2)2 (/\* + \/ip)
+ ——
3\/T)\m1n(EQ)EQ T
B 16(cnég+é)ég+16(§79@>\\/310g% . A N Cpq - (log(T + 2kq) + 2)2 ()\*-i-ﬁp)
)\;in(EQ)EQ\/T Amln(ZQ) 2T
5 + ¢, (G3 + G2) + Gy /3log 2 (\* +2v/2p) + ﬂpapQ\/@
+
2T

2 2 . . . .
where at the last step we use the fact vab < %. Finally, note the following decomposition:

Rp(Opq) — Rp(Opq) = Rp(Opq) — Rp(0r) + Rp(0r) — Rp(0pq)
é ‘QT_QPQH"_RP QT) RP(QPQ)
310g

( an2+— HeT?ePQH

5— en(G3 + G3) + Gy /3log 2 (A +2v2p) +V/2popgy/3log 2
+ n

VT
| Crq - (I0g(T +2rq) + 2)2 (\* +/2p)
T )

2
. 2
Since we assume T > T > | —2Cpq (os(T+2rq)) , we know
G)\ \/Aiin(EQ)eQ log 1/7’

Rp(0rq)~Ffir(Brq) < Go |01 - éPQH + Rp(0r) - Rp(frq)

. 2G 3log 2
(o0 200 v
CnGg'Fa @
2 N N ~
N 2 4 ¢,(G3 + G3) + 2G5\ [3log 2 (A" +2v2p) +ﬂpapQ\/@.

VT
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Plugging bound of HG_T .y PQ H and LemmaHyields:

Rp(0pq) — Rp(0pq)

. 2G\\/3log 2 | 16(c,G3 + 1)Go +16GoGr\ /31082 90 loeT 9
S Gé) + ﬁGQ 1 = —+ PQ 08 —+ €0
Gy + e Mhin(ZQ)e@VT (T + 2rq) )\Ln(f]Q)eQ
) Gx/log 2 gj—&-cn(éi—k@g)#—é)\\/log%()\*+p)+papQ log 2
+48 | Go+ ———FGy o
c,G% + Ci VT
n
Since we choose €y = @, we know 2¢0 2CrQ
07 THra SinGoe  imEoaT2mg)
Now we simplify the above bound. By the definition of ¢,, we know ¢, < CTe , S0 we have
Rp(0pq) — Rp(0pq)
e 2@)\1/310g% (G@—i- )G9+16G9G,\\/310g% 4Cplog T
o+ x +
CUGG +1 )‘min ZQ)GQ\/» )\mm(EQ)EQ(T + ZKQ)
Gy /log 2 £ +c,,(G§—&—@3)—1—@,\\/10g%()\*—|—p)—i—poPQ log 2
+48 | Gy + = .
CnG.g +1 \/T
R 2 (Ga + 2 )Ge + 16G9G)\ 3log % 4Cpglog T
Glo+2C\[3log = V N
T Amin(EQ)EQ\F (T'+ 2kq)
. 2 +cn(G2 +G2) + (()\* +p)CA¥,\+pUpQ) log 2
48 | G + Gy/log =
+ o+ Gay/log . T
2 ~
Again recall we choose: T > }CPQ'(IOgA(TH”QW , SO 1CrglogT < Ga/log 1/,
Gn/An(Sa)eq log1/7 VA (Be)e(T+250) VT

So we have

Rp(0pq) — Rp(Opq)

Gg
. . D) 32 +16G9G,\1/310g7 GM/logf
< (Ge +2G /3 log )
p

AInn(EQ)éQ\f

P’ 2 A2 2
. . ) £ty (G +G)+\/§papQ,/310g;
2 <G9 + 2G4/ 3log 7_) 1 A i

VT

Go o A.A Noe L * A 2
. R 1 2+ GGy /log - (N 4+ p)GA + popg) 1og + +C G
< (G@ + Gy /log ) C !
\/ .

= +
)\gin(EQ)€Q\/T \/T

Finally, by definition of ¢, we know £ > ¢,G2, 2= > pGy and £ > p16v/60pg 4 /log 2 which
il n n
concludes the proof:
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AIJ’I_lin(i]Q)eQ\/T \/T

. . . . 1 %Jrégé’M/log% NGy log%+§:
Rp(0pq) — Br(9pq) S | Go + Gy/log — . + u

13 Proof of the Results of General Loss

In this section we provide the missing proofs in Section [§] We first introduce the following lemma
which establishes the convergence of auxiliary iterates 8¢ ; to  ERM model.

1 1

™ C Tron’ then with

Lemma 12 (High probability convergence of 8¢ ;). If we choose oy =
probability at least 1 — T, for any t > 0 we have:

BolBos) — Folbo) < m1(1+2r0) (2= I VRo(00,0)I” + 2160.0/1%) +6(§’Zlog(2/7)(logt+1)
@\VQ.) — HeQ) = t+ 2 my (t + 2r) '

Proof. We first examine the boundedness of ||6¢ ;||. Define e; = VE(0g +; x¢, y1) — VE(0g,0; T, Yt)
. According to updating rule of g ; we have

10,641 — 0q0ll < 10q,t — e VE€(Oq,t5 e, y1) — (0,0 — VL0051, ye)) |l
+ i [[VUOq.0; 2t vt
— V60 — .0l1* 204 (e1, 8. — 9.0 + o [les]
+ay [[VE(Og,0; 7, yt) |
<|0q.t — Oq.0ll + at [[VE(0q.0; e, yt) |

t
2
< Za? IVL(Oq.0575,y;5)ll
j=0

t

1 1

S sup [|[V4(0g.0;7,9)]
jgo my t+ 2K (z,y)ESQ

1+ log(T + 2k
< LHIBTH20) o VB0 y) (13)
mi (z,y)ESq

where the third step is due to the co-coercivity of the gradient of the convex and smooth functions:
1
(VU(O0q,e; 2, ) — VEOq,03 21, Y1), gt — Og0) = . V€O e, y0) — VE(OG0: 7,30 -

Hence we can bound |6 || as
10,6l < 100, = 6.0l + (10,0l
< 1+ log(T + 2k)

<—————— sup  |[[Vi(0qoiz.y)l-
mi (z,y)€SQ

Hence we can compute sub-Gaussian parameter. By the definition of Go

HVK(%,t;xt,yt) - VRQ(eQ,t)H < 2( Sl)lps V(.0 2, y)l| < 2Ge
z,Y)E€5Q

According to Proposition we know HVZ(HQ,t; ze,y1) — VRo(0g 1) H is G2 sub-Gaussian.
Now, we evoke the result from Theorem 3.7 from [29] that if the gradient noise is G’g sub-Gaussian,
then with our choice of ay, with probability at least 1 — 7 it holds for any integer ¢ > 0 that

mi(1+2k0)|10ol?  6G2log(2/7)(logt + 1)
t+ 2k m1(t + 2k)

Ro(0g.) — Ro(fg) <
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We further bound ||0 |2 as
101> < 2110 — 0,011 + 2ll6q.0l*

4 . .
< —(Rq(0q,0) — Rq(0q)) + 2/l0¢.0l?

my
4. .
< —(Rg(0g.0) — min Rg(0)) + 2000l
< oo Ba(0q0) — min Eo(0)) + 2llfg ol
41 o 2
< 5 —||VERa(bao)|| + 20000

mq 2m1

which concludes the proof.

13.1 Proof of Theorem [

Proof. The proof is almost identical to that of Theorem [2] In Section [T2.2} choosing Cpq =
2 D 2 2 6G2 log(2/7) .. . A
ma(1+ 26)(Z IV Ro(00.0) I + 2000.0]) + 5T and plugging in §(6) = ko (0) -

m

Ro(0o.1) — 3eo + €0, then we have

g Opq) — (Rq(6q) — Ro(6g.r) + €0)
> (S0 b - ra) =[] o ] -

Let 6y be such that g(6p) = 0, and then we have
min [Vg(O)ll = min [[Vg(0o)ll = [V9(6o) = Ve (O)]

§(0)=0
> 1(3eq) — 2ma (9(0o) — g(0)) = r — 2m1g(0o)|5(0)=0

(3¢q) — 2ma(e0 — (Ro(fg.r) — Ro(fg)))
(36@) - 2m1€0

>

r
r

,50 g(07) > (1(3eq) — 2mieo) HéT — éH — A. Since we choose ¢; = C;%Q and T > 4?{;?(:;1 , We

know 7(3eq) — 2m1eg > £7(3€q). The rest of the proof follows the same way.

O
13.2  Proof of Proposition|T]
Proof. By the standard Rademacher complexity analysis (see [26]) we know:
R log 2
sup |R,(0) — R.(0)] <2R,(£oH)+ M, T.
heH 2n,,
Plugging in the upper bound of R, (¢ o H) from Assumption [5|concludes the proof. O

13.3  Proof of Corollary|I]

Proof. First, since Opg € {0 : Ro(8) — Ro(Ag) < 3¢q}, then by Propositionand our choice of
eg we know Eg(0pg) < beg with probability at least 1 — 7 over the randomness of Sg.

Then we discuss by cases. If 6% € {0 : Rg(0) — Rq(fg) < 3eq}, then since Rp(fpg) —
R p(0pg) < ep,by Propositionand our choice of e p we know with probability at least 1 — 27 over
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the randomness of Sp and Algorithm 3]
Ep(0rq) = Rp(Opq) — Rp(0})

= Rp(fpq) — Rp(Opq) + Rp(0pq) — Rp(0pq) + Rp(0pq) — Rp(07)
<0

+ Rp(0p) — Rp(67) < 3ep.

Hence £, (0pq) < 6(3ep).

If0% ¢ {0: Ro(h) — Ro(0g) < 3eq}, then we know Eq(0%5) > e with probability at least 1 — 7
over the randomness of S¢. This is because for any 6 such that £5(8) < €q, it must be in the set

{0: Ro(0) — Ro(0g) < 3eq}. To see this, note that

SQ(Q) < EQ(Q) + 2eq < 3eq.

Hence we know

E(0pq) < 5eq < 5EQ(0p) < 56(ep).

Putting piece together we have with probability at least 1 — 37, it holds that

Eo(Apg) < 5min{eq,d(3ep)} .
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