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Abstract

Existing parameter-efficient fine-tuning (PEFT) methods have achieved significant
success on vision transformers (ViTs) adaptation by improving parameter efficiency.
However, the exploration of enhancing inference efficiency during adaptation
remains underexplored. This limits the broader application of pre-trained ViT
models, especially when the model is computationally extensive. In this paper, we
propose Dynamic Tuning (DyT), a novel approach to improve both parameter and
inference efficiency for ViT adaptation. Specifically, besides using the lightweight
adapter modules, we propose a token dispatcher to distinguish informative tokens
from less important ones, allowing the latter to dynamically skip the original block,
thereby reducing the redundant computation during inference. Additionally, we
explore multiple design variants to find the best practice of DyT. Finally, inspired
by the mixture-of-experts (MoE) mechanism, we introduce an enhanced adapter to
further boost the adaptation performance. We validate DyT across various tasks,
including image/video recognition and semantic segmentation. For instance, DyT
achieves superior performance compared to existing PEFT methods while evoking
only 71% of their FLOPs on the VTAB-1K benchmark.

1 Introduction

With the remarkable success of Vision Transformers (ViTs) [20, 53, 26], fine-tuing pre-trained ViT
on other data domains [90] or task applications [89, 36, 60, 79, 31] is becoming a common practice.
However, as model sizes increase [88, 16, 52], the associated adaptation costs become prohibitive
due to the burden of fine-tuning and inference on the target task. Parameter-efficient fine-tuning
(PEFT) methods (e.g. AdaptFormer [12], LoRA [34], and VPT [36]), are proposed to tackle the
tuning problem by reducing tunable model parameters. They usually update a small amount of
parameters while keeping the original model fixed, which reduces learnable parameters effectively
while maintaining fine-tuning accuracy.

Despite the extensive research in parameter efficiency, the inference efficiency on target tasks is less
explored. We numerically demonstrate the inference efficiency of three representative PEFT methods
in Figure. 1(a), revealing that none of them reduces the computation during inference compared
to full tuning. This limitation poses challenges for adapting pre-trained ViT to downstream tasks,
particularly when the model is computationally extensive. To this end, we aim to unify both parameter
and inference perspectives for efficient ViT adaptations.
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†Corresponding authors, jiasheng.tjs@alibaba-inc.com, youy@comp.nus.edu.sg
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Figure 1: FLOPs and Accuracy of ViT-B/16 [20] on VTAB-1K [89]. “Full tuning” denotes that all
parameters are fine-tuned. AdaptFormer [12], LoRA [34] and VPT [36] are typical PEFT methods.

Dynamic networks [83, 67, 48] demonstrate that token pruning helps to reduce model inference costs.
However, these designs primarily focus on pre-training from scratch or full tuning on the same dataset,
without considering data domain transfer. Furthermore, the token pruning operation constraints these
methods on visual recognition scenarios, limiting their further applications e.g. dense prediction [93].
Our motivation thus arises from how to develop dynamic modules together with PEFT methods to
enhance both parameter and inference efficiency during ViT adaptation, which should also suit a
wide range of visual tasks.

In this paper, we introduce Dynamic Tuning (DyT), an efficient approach for ViTs adaptation that
achieves both parameter and inference efficiency. Specifically, we design a token dispatcher for
each transformer block learning to dynamically determine whether a token should be activated or
deactivated. Only those activated tokens will traverse the entire block and an extra lightweight adapter
module, while the remaining tokens skip the original block and will solely be processed by the adapter.
DyT does not reduce the total number of tokens, making it suitable for both visual recognition and
dense prediction scenarios. Additionally, since the impact of token skipping during adaptation has not
been explored, we propose four model variants to determine the best practice for DyT. Finally, as the
adapter module is set to process all the visual tokens, we propose a mixture-of-expert(MoE)-based
adapter design that further enhances token processing with negligible additional FLOPs. Through
these designs, our DyT fulfills both parameter and inference efficiency for ViTs adaptation.

Comprehensive evaluations for DyT are conducted from multiple perspectives. In the image domain,
as shown in Figure 1(b). DyT surpasses existing PEFT methods while consuming only 71% of the
ViT-B FLOPs on the VTAB-1K benchmark [89]. When visual tokens are scaled up from images to
videos, our DyT shows superior generalization ability on action recognition benchmarks, e.g. K400
[10] and SSV2 [25], with a reduction of 37GFLOPs. In the scenario where labels are scaled up from
recognition to segmentation, our DyT even outperforms full tuning on ADE20K [93] with 21GFLOPs
reduction. These experimental results indicate that the proposed DyT is efficient in both parameter
and inference across various visual tasks and directs a promising field for efficient model adaptation.

2 Related Works

Parameter-efficient fine-tuning. Parameter-efficient fine-tuning (PEFT) is designed to adapt a
pre-trained model to downstream tasks by only tuning a small part of the parameters. Existing PEFT
methods can broadly be categorized into three groups: adapter-based methods, re-parametrization-
based methods, and prompt-based methods. Adapter-based methods [12, 33, 62, 38, 14] insert
some tiny modules into the original model and only these inserted modules are updated during
fine-tuning. Re-parametrization approaches [87, 34, 47, 21, 18] usually cooperate with reparameteri-
zation techniques, directly modifying specific parameters in the pre-trained model. Prompt-based
methods [36, 2, 95, 94, 40, 9, 8] involve appending a small number of learnable tokens to input
sequences, thereby adapting intermediate features in frozen layers. Please refer to [84, 46] to find
more comprehensive reviews.

However, PEFT methods primarily focus on improving parameter efficiency during fine-tuning while
overlooking inference cost reduction. In this paper, we propose to improve the parameter efficiency
and address inference hosts simultaneously for efficient ViT adaptation.
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Dynamic neural networks. Dynamic neural networks[28, 63, 92] can dynamically adjust their
architectures based on the input data, which enables them to control the computational redundancy
based on input data. Existing methods have explored dynamic layer depth [71, 4, 81, 30, 27, 86],
dynamic channel width [32, 43, 29, 82] and dynamic routing [45] in convolutional neural networks.
When it comes to the era of vision transformer, many works [77, 76, 69, 67, 48, 74, 57, 59, 58, 64]
attempt to improve the inference efficiency by reducing the token redundancy. For instance, Liang et
al. [48] identify and consolidate inattentive tokens into only one token in each transformer layer. Rao
et al. [67] progressively discard less informative tokens between layers. Wang et al. [76] adjust the
number of tokens to represent images. A more detailed literature review can be found in [28, 75].
Zhou et al. [96] propose assessing token significance with a ReLU function to effectively tackle
point cloud analysis. Although these approaches have shown significant success in vision tasks,
they require training a model from scratch or fine-tuning all parameters on the same dataset used in
pre-training, making them unsuitable for efficient ViT adaptation.

In contrast to these methods, the proposed method can adapt pre-trained knowledge to diverse
downstream datasets and tasks, while reducing the computational cost during inference by introducing
negligible additional parameters.

3 ViTs Adaptation with Dynamic Tuning

In the following, we first introduce the vision transformer and the adapter architecture in Section 3.1.
Subsequently, we present the proposed dynamic tuning (DyT) and explore its four variants in
Section 3.2 and Section 3.3, respectively. Furthermore, we build an MoE-adapter, which effectively
enhances the adaptation performance without introducing additional computational cost, as elaborated
in Section 3.4. Finally, we introduce the loss functions of our method in Section 3.5.

3.1 Preliminary

Vision Transformer (ViT) consists of a stack of layers. The multi-head self-attention block denoted as
Attn, and multi-layer perceptron block, termed as MLP are the main components in each layer. The
input of each layer can be denoted as X = [xcls,x1,x2, ...xN ] ∈ R(N+1)×C , containing N image
tokens and a classification token xcls.

The adapter architectures have been widely explored in previous PEFT methods [12, 38, 33]. An
adapter is generally designed as a bottleneck module, which consists of a project layer Wdown ∈
RC×d to squeeze the channel dimension and another project layer Wup ∈ Rd×C for dimension
restoration. Here, d denotes the bottleneck dimension and d ≪ C ensures the efficiency of the
adapter. Given an input feature X, the adapter operation is formulated as:

Xadapt = Adapter(X) = σ(XWdown)Wup, (1)

where σ denotes a nonlinear function e.g. ReLU. In this study, we follow this general architecture to
build the adapter within dynamic tuning. We place the adapter in parallel with an Attn block, MLP,
or an entire transformer layer, which will be presented in detail in Section 3.3.

3.2 Dynamic Tuning

In Vision Transformers (ViTs), the computational burden primarily resides in the transformer layers.
Specifically, the operations in Attn and MLP account for approximately 35.8% and 63.5% of
total FLOPs in ViT-B/16 [20]. Previous works [67, 48] have revealed that there exists a token-
redundancy issue in ViTs and found that some tokens can be discarded without sacrificing the
performance. Inspired by this, we propose an efficient ViT adaptation approach, named Dynamic
Tuning (DyT), which not only maintains parameter efficiency during fine-tuning but also reduces
redundant computation during inference. The core idea is dynamically selecting tokens for processing
within transformer blocks. Given the input tokens X of a block, DyT can be formulated as:

X′ = Block(TD(X)) + Adapter(X), (2)

where Block can represent an multi-head self-attention block Attn, a multi-layer perceptron MLP,
or an entire transformer layer. The proposed token dispatcher (TD) learns to selectively activate or
deactivate tokens. Only the activated tokens are input into the Block, while all tokens are processed
by the Adapter.
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Figure 2: Overview of Dynamic Tuning. (a) In the fine-tuning stage, we adopt Gumbel Noise to
enable end-to-end training. (b)In the inference stage, TD selects K activated tokens Xs from X
based on the mask M, which saves the computations on those deactivated tokens in Block. Block
can represent a Attn block, a MLP block, or an entire transformer layer.

Token dispatcher. The key point in DyT is to select partial tokens which will be passed through
Attn and/or MLP. A straightforward approach is randomly selecting tokens with a predefined
probability and adapting the model to conduct downstream tasks with these selected tokens. However,
this simplistic strategy risks discarding informative tokens while retaining less important tokens,
potentially hindering the adaptation performance. To tackle this problem, we propose a token
dispatcher (TD), which learns to select tokens during the adaptation. Specifically, given the input
tokens X ∈ R(N+1)×C , TD learns to selectively activate a sequential of tokens Xs ∈ RK×C , where
K represents the number of activated tokens. To achieve this, it should obtain a mask M ∈ RN+1,
which indicates whether a token should be activated or deactivated.

To obtain M, we adopt a projection layer Wg ∈ RC×1 followed by a sigmoid function to predict the
activation probability S ∈ RN+1. Then, we set 0.5 as the threshold to determine the activation of
each token. This can be formulated as:

S = Sigmoid(XWg), Mn =

{
1 if Sn ≥ 0.5

0 if Sn < 0.5
∈ M. (3)

Mn = 1 denotes that the n-th token is activated and will subsequently undergo the process of Block.
Conversely, if Mn = 0, the token will be deactivated and skip the Block. In practice, we always set
the mask value of the classification token xcls to 1, allowing it to traverse the entire network. Notably,
the number of additional parameters introduced in TD is negligible, with only C parameters in the
linear layer Wg .

Fine-tuning stage. However, directly using threshold makes M a discrete decision, resulting in a
non-differentiable problem during fine-tuning. To address this, we incorporate the Gumbel Noise
[32] into sigmoid to replace the original sigmoid function during fine-tuning. It can be formulated as:

S = Gumbel-Sigmoid(XWg) = Sigmoid(
XWg +G1 −G2

τ
), (4)

where G1, G2 ∼ Gumbel(0, 1). τ represents the temperature and is set to 5.0 by default. Further
details of Gumbel-Sigmoid are provided in the Appendix A.7. Subsequently, we can obtain M using
the same operation in Equation.3. The Gumbel Noise makes the sampling of M stochastic during
training and we adopt S as a differentiable approximation of M. Both of these help TD to be trained
in an end-to-end manner. The calculation of forward and backward propagations during training can
be formulated as:

Xs =

{
Block(X) ·M Forward Propagation
Block(X) · S Backward Propagation

, (5)

The Equation 2 can be reformulated into:

X′ = X+Xs +Adapter(X), (6)
From Equation 5, only the block outputs, Block(X), of those activated tokens are retained, while
others are masked out by M. As shown in Figure 2 (a), during the fine-tuning stage, all tokens within
X still need to traverse the Block.
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Figure 3: Model variants. For brevity, we omit the LayerNorm [1] in Attn and MLP blocks. “DyT”
denotes the dynamic tuning presented in Figure 2.

Inference stage. During inference, we can directly adopt Equation 3 to generate the dispatch mask
M and obtain activated tokens Xs ∈ RK×C in TD. Then, we can only feed them into Block. Only
processing K tokens effectively reduces the computational cost because K < N . In practice, we
add padding to the output from the Block to maintain tensor shape. This results in Equation 2. See
Figure 2 (b) for a detailed illustration of the inference stage.

3.3 Model Variants

The Block in Equation 2 can be instantiated into any blocks in the original ViT, such as a multi-head
self-attention block Attn, a multilayer perceptron block MLP, or even a complete transformer layer
in ViT. Since the impact of skipping tokens in these blocks during the adaptation fine-tuning remains
non-trivial to estimate and has not been explored in previous works, we propose four model variants
and conduct experiments to determine the best practice.

• Attention Dispatch: Considering the quadratic computational complexity of the Attn block
with respect to the token numbers, skipping tokens before applying Attn can significantly
reduce computation. In this design, multi-head self-attention is exclusively performed
between activated tokens, while other tokens are bypassed, which may hurt the interaction
between tokens.

• MLP Dispatch: Based on the analysis in Section 3.2, we observe that MLP takes ∼63.5%
FLOPs in ViT-B/16 and propose to skip tokens only before MLP. It enables that the
interaction between tokens in Attn is not affected.

• Attention-MLP Dispatch: An alternative strategy is skipping tokens before both self-attention
and MLP blocks. This design permits a higher activation rate in both Attn and MLP while
maintaining similar computational efficiency comparable to “Attention Dispatch” and “MLP
Dispatch”. However, it costs double the additional parameters in adapters.

• Layer Dispatch: Inspired by “Attention-MLP Dispatch”, we can dispatch tokens before a
transformer layer. Specifically, tokens are identified by one TD to be activated or deactivated
in the subsequent entire layer. With the same activation rate, its computation is similar to
“Attention-MLP Dispatch” while requiring fewer parameters to build adapters.

We demonstrate the architecture variants in Figure 3. The experimental results and analyses of these
variants are presented in Section 4.2.

3.4 MoE-Adapter

In DyT, the adapter is responsible for processing all tokens, requiring it to have enough capability,
particularly when the downstream tasks e.g. semantic segmentation are challenging to adapt. To
tackle this problem, we propose a MoE-adapter, inspired by mixture-of-experts [68, 80]. It effectively
enhances the capability of the adapter with introducing negligible computation cost.

A MoE-adapter comprises a routing layer Wr ∈ RC×N and N adapter experts, denoted as
{Wi

down ∈ RC×d,Wi
up ∈ Rd×C}Ni=1. The routing layer generates a series of scalar as the weights

for the experts based on input features. The features from different images may yield distinct expert
weights. Specifically, we first conduct average pooling across all tokens to generate a feature as
the global representation of them. Subsequently, this representation is fed into the routing layer to
generate weight scalars {α1, α2, ...αN}. Finally, tokens are processed by each expert independently
and combined with the corresponding weight. We demonstrate this in Figure 4.

However, this increases the computational cost of the adapter in proportion to the number of experts
N . To address this problem, we adopt its mathematical equivalence to process X in practice, which
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can be formulated as:
Xadapt = σ(XWmoe

down)W
moe
up , (7)

where Wmoe
down =

∑N
i=1 α

iWi
down and Wmoe

up =
∑N

i=1 α
iWi

up. The design endows the MoE-
adapter with the same capacity as N individual adapters, while maintaining computational efficiency
equivalent to that of a single adapter (the computational cost in the routing layer is negligible).

3.5 Loss Functions
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Figure 4: The architecture of the MoE-adapter.
It is consist of N adapter experts.

For an image I , we calculate the cross-entropy
loss Lcls = −y log(ŷ) between the predicted
probability ŷ and its corresponding one-hot
label y, to supervise the learning of classifi-
cation. To control the average activation rate
r in the entire model, we add a loss term to
constrain the number of activated tokens in
the dynamic tuning, which can be formulated
as: Lrate = ( 1

L×N

∑L
l=1

∑N
n=1 M

l
n − r)2,

where L denotes the number of layers in ViT.
Ml

n represents the mask generated in TD from
the l-th layer. Additionally, we employ a loss
L′
cls = −y log(y′) to supervise the adaptation

of the complete model, where y′ is the output
probability without employing the token dis-
patcher. Thus, this complete model can also act as a teacher to enhance the dynamic tuning during
adaption by a distillation loss Ldistill = KL(y′, y), where KL represents the Kullback-Leibler diver-
gence loss. Therefore, the overall loss function is defined as L = Lcls + L′

cls + Ldistill + αLrate,
where α serves as the weight of the activation rate loss and is set to 2.0 by default. Note that, DyT
can also achieve competitive performance without the distillation loss (see Appendix A.6).

4 Experiments

4.1 Experiment Settings

Datasets. To evaluate the adaptation performance, we conduct experiments on VTAB-1K [89]
benchmark. The training data in this benchmark is extremely limited, with only 1,000 training
samples for each task. Different from existing PEFT works [12, 38, 39], which mainly focusing
on VTAB-1K, we also conduct experiments on three image classification datasets with complete
training sets, including CIFAR-100 [41], SVHN [24], Food-101 [6]. Additionally, we adopt two
video datasets, Kinetic-400 (K400) [10] and Something-Something V2 (SSv2) [25], to evaluate the
performance when the number of tokens scaled up. All images or frames are resize into 224 ×
224. For the dense prediction task, we evaluate our method on two widely recognized semantic
segmentation datasets, AED20K [93] and COCO-stuff [7]. The results of semantic segmentation are
presented in the Appendix A.4. We run each task three times and report the averaged results. The
error bars are small (< 0.1) and omitted for simplification.

Implementation Details. We conduct all experiments based on the ViT-B/16 [20], which is pre-
trained on ImageNet21K [17] with full supervision, unless otherwise specified. Results based on
ViT-L are presented in the Appendix A.10. The bottleneck dimension d is set to 64 by default. We
adopt the same training schedule as [12]. Detailed hyperparameters for each experiment can be found
in the Appendix A.8. The default setting in experiments is marked in color .

4.2 Analysis

Model variants. In Table 1, we compare the performance of four model variants across both image
and video datasets. We set the activation rate r in “Attention Dispatch” and “MLP Dispatch” variants
to 0.5, and to 0.7 for “Attention-MLP Dispatch” and “Layer Dispatch” variants, and train each
respectively. This results in similar average FLOPs for four variants. We observe that the default
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Table 1: Comparison of model variants. “Params. (M)” indicates the additional parameters in
backbones. “FLOPs (G)” denotes the average FLOPs on CIFAR-100.

Model Variant Params.(M) ↓ FLOPs (G) ↓ Image Accuracy (%) ↑ Video Accuracy (%) ↑
CIFAR-100 SVHN Food-101 K400 SSv2

Attention Dispatch 1.19 14.77 84.58 96.55 86.67 69.67 41.56
MLP Dispatch 1.19 12.21 91.37 97.08 90.32 75.28 45.43

Attention-MLP Dispatch 2.38 12.93 90.03 96.66 88.61 74.62 41.83
Layer Dispatch 1.19 13.08 89.38 96.57 89.05 74.72 43.94

Table 2: Effectiveness of MoE-Adapter. DyT† denotes the DyT with MoE-adapters. Standard
adapter is enough to handle image datasets while MoE-adapter is more suitable for challenging
scenarios, such as video datasets. It theoretically does not increase extra computational cost, but
the FLOPs slightly vary in different models since the learned token dispatch strategy in the TD is
different. N represents the number of experts.

Model Params. (M) ↓ FLOPs (G) ↓ Image Accuracy (%) ↑ Video Accuracy (%) ↑
CIFAR-100 SVHN Food-101 K400 SSv2

DyT 1.19 12.21 91.37 97.08 90.32 75.28 45.43
DyT† N = 2 2.40 12.58 91.07 96.09 89.98 74.55 45.78
DyT† N = 4 4.80 12.29 91.01 96.90 89.77 75.43 46.56
DyT† N = 8 9.60 12.44 90.45 96.84 89.53 75.34 46.06
DyT† N = 12 14.40 12.43 90.31 96.72 89.32 75.17 44.97

setting “MLP Dispatch” achieves superior performance across five datasets while maintaining the
lowest computational cost. Although “Attention-MLP Dispatch” and “Layer Dispatch” also exhibit
good performance on K400, the former incurs double additional parameters while the latter lacks
generalization capability on other datasets. The comparison between “MLP Dispatch” and other
variants proves that only skipping tokens in MLP blocks is a better design. More investigations on
model variants can be found in our Appendix A.3.

Effectiveness of MoE-adapter. We conduct experiments to explore the effectiveness of the MoE-
adapter and the results are illustrated in Table 2. The MoE-adapter design ensures that the FLOPs will
theoretically remain the same as the ordinary adapter, with the computational cost from the routing
function being negligible. However, in practical scenarios, the computational cost is also influenced
by the learned token dispatch strategy within the Token Dispatcher (TD), leading to slightly varying
FLOPs across different models in Table 2.

We observe that the performance on image datasets drops when we increase the expert number in
MoE-adapter. This phenomenon can be attributed to the simplicity of image datasets and the model
does not require too many parameters to adapt. In contrast, for video datasets, such as K400 and
SSv2, the best accuracy is achieved 4 experts. The reason behind this is that the domain gap between
the pre-training dataset and video datasets is large and the model needs sufficient adapter capacity to
learn the adaptation. This proves that we can introduce the MoE-adapter when the target dataset is
difficult to adapt.

Visualization of token activation rate in each layer. In Figure 5, we visualize the token activation
rates across different layers in ViT-B/16 [20]. We observe that the model tends to activate more tokens
in lower layers while deactivating tokens in higher layers. This phenomenon can be attributed to that
the model tends to take more general knowledge from the lower layers of the pre-trained model and
learn more task-specific knowledge in higher levels. Additionally, the activation results vary across
different datasets. For instance, SSv2 demonstrates increased token activation rate in Layer 5 and
Layer 6 compared to other datasets, whereas SVHN experiences substantial token deactivation in
Layer 6, 7, and 8. This discrepancy arises from that the model needs different knowledge from the
pre-trained weights to address dataset-specific challenges.

It is noteworthy that nearly all tokens are deactivated in the final layer across five datasets, especially
CIFAR-100, SVHN, and K400, where the activation rates are exactly 0%. This indicates that on these
datasets, we can directly drop the original MLP block in Layer11 without hurting the performance,
which further reduces about 4.7M *, 5.4% of the ViT-B total parameters.

*There are two linear layers with weights of size 768 × (4 × 768) in a MLP block, results in 2 × 768 ×
(4× 768) ≈ 4.7M parameters
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Figure 5: Token activation rate in different layers. We visualize the token activation rates in
ViT-B/16. “Overall” denotes the mean activation rate in the whole model, which arrives at around
50% when r is set to 0.5. “Layer0” and “Layer11” denote the lowest and highest level, respectively.
Notably, the activation rate in the last layer is exactly 0% on CIFAR-100, SVHN, and K400 datasets.

Visualization of activated tokens. In Figure 6, we visualize two representative samples from
K400. We can observe that the model tends to deactivate those tokens that are less informative e.g.
tokens of the sky in (a) and tokens of grass in (b). In higher layers, such as layer7 and layer10,
only those tokens from the primary objects are activated. This further proves the the existence of
token redundancy problems in ViT and provides validation for the rationality behind our approach.
Additional visualizations are available in Appendix A.11.

Layer1 Layer4 Layer7 Layer10 Layer1 Layer4 Layer7 
7

Layer10

(a) (b)Deactivate less informative tokens from the sky Tokens from the primary object (boy) are always activated

Figure 6: Visualization of activated tokens. We present two representative samples from the K400
dataset. Blue patches represent the tokens activated in token dispatcher (Detailed in Section 3.2).
Results verify that the token dispatcher has learned to identify informative tokens during fine-tuning.

4.3 VTAB-1K Results

Comparison with PEFT methods. To evaluate the adaptation performance when the training
data is limited, we adapt the VTAB-1K [89] benchmark, which a widely employed to evaluate the
performance of adaptation tasks. Following exiting works, we reduce the bottleneck dimension d to
8, resulting in only 0.16M extra parameters. We vary the activation rate r in DyT in the range [0.5,
0.7, 0.9] and conduct fine-tuning, obtaining three models with different inference costs.

The results are presented in Table 3. Although previous methods, such as ConvPass [38] and Res-
Tuning [37], achieve satisfactory performance, they do not improve the efficiency during inference
and even introduce additional FLOPs compared with full fine-tuning. In contrast, with only 12.54
GFLOPs, about 71% of the cost in original ViT-B, our method has outperformed previous methods
e.g. LoRA [34] and VPT [36], by a large margin. Remarkably, the DyT model with r = 0.9 does not
surpass the performance of the DyT model with r = 0.7. This observation suggests the presence of
computational redundancy in the transformer after adaptation, which further validates the significance
of dynmaic tuning. These experimental results validate that DyT effectively improves parameter
efficiency and inference efficiency while maintaining the adaptation performance.

Dynamic tuning achieves actual acceleration. As a hardware-agnostic metric, FLOPs is not the
most suitable choice to evaluate the inference efficiency across diverse platforms. The real inference
speed has usually been ignored in previous PEFT methods. Here, we adopt two GPUs (Tesla V100
and Tesla T4) and a CPU Xeon(R) Platinum 8163 to comprehensively evaluate the efficiency of
our methods and three representative PEFT methods, including LoRA [34], AdaptFormer [12], and
VPT [36]. The batch size during inference is set to 512 and 32 for GPUs and the CPU, respectively.
The results, as summarized in Table 4, reveal that our method achieves better performance while
effectively accelerating inference speed compared to existing PEFT methods on different platforms.
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Table 3: Performance and efficiency comparison on VTAB-1K. “Group Mean” indicates the
averaged accuracy of three groups. “Params. (M)” denotes the number of trainable parameters in
backbones. “FLOPSs (G)” is the average FLOPs across all datasets. Bold font and underline denote
the best and the second-best performance respectively.
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Frozen 63.4 85.0 63.2 97.0 86.3 36.6 51.0 78.5 87.5 68.6 74.0 34.3 30.6 33.2 55.4 12.5 20.0 9.6 19.2 57.64 0.00 17.58

Parameter-efficient tuning methods
Adapter [33] 69.2 90.1 68.0 98.8 89.9 82.8 54.3 84.0 94.9 81.9 75.5 80.9 65.3 48.6 78.3 74.8 48.5 29.9 41.6 73.85 0.16 17.61
BitFit [87] 72.8 87.0 59.2 97.5 85.3 59.9 51.4 78.7 91.6 72.9 69.8 61.5 55.6 32.4 55.9 66.6 40.0 15.7 25.1 65.21 0.10 17.58
LoRA [34] 67.1 91.4 69.4 98.8 90.4 85.3 54.0 84.9 95.3 84.4 73.6 82.9 69.2 49.8 78.5 75.7 47.1 31.0 44.0 74.60 0.29 17.58
VPT [36] 78.8 90.8 65.8 98.0 88.3 78.1 49.6 81.8 96.1 83.4 68.4 68.5 60.0 46.5 72.8 73.6 47.9 32.9 37.8 71.96 0.53 18.30
SSF [38] 69.0 92.6 75.1 99.4 91.8 90.2 52.9 87.4 95.9 87.4 75.5 75.9 62.3 53.3 80.6 77.3 54.9 29.5 37.9 75.69 0.20 17.58

NOAH [91] 69.6 92.7 70.2 99.1 90.4 86.1 53.7 84.4 95.4 83.9 75.8 82.8 68.9 49.9 81.7 81.8 48.3 32.8 44.2 75.48 0.36 17.58*

ConvPass [38] 72.3 91.2 72.2 99.2 90.9 91.3 54.9 84.2 96.1 85.3 75.6 82.3 67.9 51.3 80.0 85.9 53.1 36.4 44.4 76.56 0.33 17.64
AdaptFormer [12] 70.8 91.2 70.5 99.1 90.9 86.6 54.8 83.0 95.8 84.4 76.3 81.9 64.3 49.3 80.3 76.3 45.7 31.7 41.1 74.75 0.16 17.61

FacT-TT [39] 71.3 89.6 70.7 98.9 91.0 87.8 54.6 85.2 95.5 83.4 75.7 82.0 69.0 49.8 80.0 79.2 48.4 34.2 41.4 75.30 0.04 17.58
Res-Tuning [37] 75.2 92.7 71.9 99.3 91.9 86.7 58.5 86.7 95.6 85.0 74.6 80.2 63.6 50.6 80.2 85.4 55.7 31.9 42.0 76.32 0.51 17.67

The proposed Dynamic Tuning
DyT r = 0.5 73.6 94.8 73.0 99.1 91.4 87.0 56.4 87.3 96.1 85.6 76.7 82.8 63.8 52.7 83.7 83.6 57.3 34.6 44.3 77.14 0.16 12.54
DyT r = 0.7 74.4 95.5 73.6 99.2 91.7 87.5 57.4 88.3 96.1 86.7 76.7 83.5 63.8 52.9 83.1 85.7 54.9 34.3 45.9 77.57 0.16 14.92
DyT r = 0.9 74.3 94.9 73.1 99.2 91.4 87.8 57.1 87.9 96.1 85.9 76.0 83.3 64.8 51.5 83.4 84.0 54.8 35.1 46.4 77.30 0.16 17.07
* NOAH cost larger than 17.58 FLOPS since it combines PEFT methods via neural architecture search.

Table 4: Comparison of throughput. “VTAB-1K Accuracy ↑” denotes the averaged accuracy of
three dataset groups in VTAB-1K [89] benchmark.

Method VTAB-1K FLOPs (G) ↓ V100 T4 Xeon(R) 8163
Accuracy ↑ Throughput (img/s) ↑ Throughput (img/s)↑ Throughput (img/s) ↑

Full tuning 68.96 17.58 806.24 435.41 2.12
LoRA [34] 74.60 17.58 806.24 435.41 2.12

AdaptFormer [12] 74.75 17.61 767.30 400.42 1.97
VPT [36] 71.96 18.30 762.55 392.13 1.95

DyT r = 0.5 77.14 12.54 912.30 524.93 3.89

Comparison and compatibility with methods for efficient transformers. We first investigate
the domain adaptation performance of two representative methods DynamicViT [67] and EViT [48].
These methods are designed for efficient vision transformers. We adopt the optimal configurations
outlined in their original papers and conduct experiments on VTAB-1K [89] benchmark. The results,
as summarized in Table 5, reveal that both methods achieve high throughput e.g. > 1000 (img/s),
while the performance is unsatisfying. Combining DynamicViT and EViT with AdaptFormer [12]
results in performance improvements, validating the importance of exploring both parameter and
inference efficiency for vision transformers. Despite these gains, DyT obviously surpasses them,
highlighting the superiority of our approach.

Then, we explore the compatibility of our method with token pruning methods. Specifically, we
combine DyT with ToMe [5], a training-free technique that progressively prunes tokens through token
merging. From the results in Table 5, we find that ToMe can further enhance the throughput of DyT
while maintaining accuracy. This proves the potential of our methods to be combined with existing
token pruning methods e.g. [5, 11, 48]. Additionally, we apply ToMe to full tuning and AdaptFormer
[12] in Table 3 and observe sub-optimal accuracy and throughput. These findings highlight that
directly applying ToMe after fine-tuning or parameter-efficient fine-tuning is less effective compared
to the proposed approach.

4.4 Further Exploration

Effectiveness on image datasets with sufficient training data. Although the results from VTAB-
1K benchmark have proven the superiority of our approach, we extend our investigation to complete
image datasets, to evaluate the adaptation performance with sufficient training data. We conduct
experiments on 6 datasets including CIFAR-100 [41], SVHN [24], Food-101 [6], Air [56], Pet [61],
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Table 5: Comparison with efficient transformers. The throughput is measured on a Tesla V100
GPU. “Params. (M) ↓ ” denotes the number of trainable parameters in backbones.

Method VTAB-1K FLOPs (G) ↓ Param. (M) ↓ Throughput (img/s) ↑Accuracy ↑
DynamicViT [67] 60.10 14.05 88.70 1010.40

DynamicViT+AdaptFormer[12] 75.48 14.23 3.10 954.82
EViT [48] 67.42 11.62 85.80 1233.45

EViT+AdaptFormer[12] 74.63 11.77 0.16 1152.38
Full tuning + ToMe [5] 68.68 13.12 85.80 989.29

AdaptFormer [12] + ToMe [5] 74.30 13.29 0.16 941.70
DyT r = 0.5 77.14 12.54 0.16 912.39

DyT r = 0.5 + ToMe [5] 76.60 9.85 0.16 1114.70

and Car [22]. The results are demonstrated in Table 6. We further explore a straightforward approach,
“Dynamic-Full”, which has a token dispatcher as the same in DyT and is fine-tuned with all parameters.
We observe that its performance becomes unstable and drops significantly on some datasets e.g.
CIFAR-100 and Food-101. This phenomenon may arise due to the potential adverse impact of
dynamic dispatch on the pre-trained parameters during full-tuning adaptation, thereby validating
the importance of DyT. In this data-sufficient scenario, although our method achieves performance
slightly below that of full tuning and AdaptFormer, it brings a significant reduction in FLOPs.

Scaling token counts from images to videos. We conduct experiments on video datasets to show
the performance when the number of tokens scaled up. The number of input frames is set to 8. For
video tasks, similar to [85, 13], we employ a cross-attention layer and a query token to aggregate
features from different frames. The video classification is conducted on the query token. Additional
implementation details are provided in the Appendix A.8. We demonstrate the results in Table 6.
Although DyT achieves slightly lower performance than AdaptFormer and LoRA, it costs obviously
fewer FLOPs. DyT† containing four experts can achieve the best average accuracy with only cost
12.29 GFLOPs, which further verifies the superiority of our design.

Table 6: Results on image and video tasks. “Avg.” denotes the average results from the correspond-
ing task. The FLOPs are evaluated on CIFAR-100 and K400.

Method Params. ↓ Image Datasets Video Datasets
FLOPs ↓ Image Accuracy (%) FLOPs ↓ Video Accuracy (%)

(M) (G) CIFAR-100 SVHN Food-101 Air Pet Car Avg. (G) K400 SSv2 Avg.
Traditional methods

Full tuning 85.80 17.58 90.91 97.29 90.69 80.53 93.11 88.71 90.21 142.53 75.48 45.22 60.35
Linear 0 17.58 85.87 56.29 88.07 40.51 92.78 52.85 69.40 142.53 69.04 27.64 48.34

Dynamic-Full 85.80 12.24 83.43 96.90 84.46 62.50 75.16 70.48 78.82 107.67 74.63 44.94 59.79

Parameter-efficient tuning methods
AdaptFormer [12] 1.19 17.81 92.03 97.23 90.84 78.23 94.46 87.33 90.02 144.39 75.53 45.36 60.45

LoRA [34] 1.19 17.58 91.42 97.36 90.48 76.32 93.62 87.00 89.36 142.53 75.48 45.62 60.55
VPT [36] 0.07 18.32 91.46 95.72 90.41 68.91 93.92 80.72 86.88 148.44 73.46 38.17 55.82

The proposed Dynamic Tuning
DyT 1.19 12.21 91.37 97.08 90.32 78.92 94.45 87.80 89.99 108.31 75.28 45.43 60.36

DyT† N = 4 4.80 12.29 91.01 96.90 89.77 78.27 93.85 87.61 89.56 105.45 75.43 46.56 60.98

5 Discussion and Conclusion

Previous methods for ViT adaptation primarily focus on improving the efficiency during the adap-
tation, thus aiming to reduce additional parameters. However, with the increasing size and com-
putational cost of ViT models, the inference cost after the adaptation is becoming a heavy burden.
In this paper, we unify both of these two problems into the efficiency problem for ViT adaptation
and propose dynamic tuning (DyT) to tackle them simultaneously. We validate its performance and
generalization across various tasks and datasets.

Limitations and future works. DyT is currently designed for vision tasks. We believe it would be
interesting to combine vision backbones with large language models e.g. [72] to build efficient large
multi-modal models e.g. [50, 97]. DyT could be further developed to be compatible with multi-modal
models, which would be our future direction.
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A Appendix

We organize our appendix as follows.

• In Section A.1, we present frequently asked questions along with their corresponding
answers.

• In Section A.2, we detail the difference between our method and other previous works.

• In Section A.3, we present more analysis on the proposed method.

• In Section A.4, we report the results on semantic segmentation datasets.

• In Section A.5, we report the performance on object detection and instance segmentation.

• In Section A.6, we verify the effectiveness of complete model and distillation during
adaption.

• In Section A.7, we provide the details and a formal proof related to the Gumbel-Sigmoid
mechanism.

• In Section A.8, we presents the implementation details for each experiment.

• In Section A.9, we demonstrate the generalization capability of our method with Swin
Transformer [53].

• In Section A.10, we investigate the impact of scaling up the model size to ViT-L [20].

• In Section A.11, we provide additional visualizations of activated tokens in our appraoch.

A.1 Frequent Questions

Why the proposed method outperforms traditional adapters? We list the explanations below:

• The dynamic architecture in DyT enhances generalization. It introduces a form of distur-
bance in the input data, akin to Dropout [70]. This mechanism is particularly crucial when
training data is limited e.g. VTAB-1K.

• The distillation loss in DyT. We adopt the complete model as the teacher of the dynamic
model, significantly enhancing performance. Such a self-distillation mechanism is only
available in the dynamic architecture.

• Previous work [29] and DynamicViT also show dynamic architectures outperforming static
models with fewer FLOPs.

Why Table 6 shows that using MoE-adapter results in fewer FLOPs? It is possible that
MoE-adapter results in slight fewer FLOPs. We list the explanations below:

• The FLOPs of DyT depend on learned token dispatcher during fine-tuning and may slightly
fluctuate around the target FLOPs (controlled by Lrate).

• The extra computational cost of the adapters and the MoE adapters is nearly equivalent.

Thus, a DyT model with the MoE-adapter may activate fewer tokens in the learned token dispatcher,
resulting in slightly reduced FLOPs.

Why the FLOPs of N = 12 are paradoxically lower than that of N = 8 in Table 2? Theo-
retically, the MoE-adapter with any number of experts should have similar FLOPs to the standard
adapter. Meanwhile, the actual activation rate of DiT during inference depends on the learned token
dispatcher after fine-tuning, resulting in slight fluctuations in FLOPs between different models. These
explain why DyT N = 12 may have slight lower FLOPs than DyT N = 8.

A.2 Difference with previous Works

We compare DyT with more previous works and demonstrate the differences between our approach
and these methods.
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Difference with DynamicViT and EViT. Both DynamicViT [67] and EViT [48] are token pruning
methods, whereas DyT is a token skipping method. DynamicViT learns to retain P% tokens at
certain layers e.g. 3th,6th 9th layers in ViT-B. EViT only keeps top-K attentive tokens and fuses the
inattentive tokens at certain layers e.g. 4th,7th, and 10th layer in ViT-B. These methods primarily
focuses on accelerating the model within the same dataset used for pre-training, whereas DyT aims
to improve efficiency during cross-domain adaptation.

Difference with DiffRate. DiffRate [11] is a token compression method that performs token
pruning and merging simultaneously.

• In the DiffRate [11], token pruning and merging is inherently data-independent. After
training, a transformer layer prunes or merges the same number of tokens across all input
data. In contrast, DyT is a data-dependent approach. The router in DyT learns to skip
varying numbers of tokens before each MLP block based on the input data.

• The prune and merge operations in DiffRate do not preserve complete feature maps, pre-
senting challenges for dense prediction tasks. Thus, DiffRate requires modifications to
address these tasks. Conversely, with only performing token skipping, DyT maintains
complete feature maps, allowing it to effectively handle dense prediction tasks without any
modifications.

Difference with ToMe. ToMe [5] is a training-free technique that enhances inference efficiency by
merging tokens based on similarity at each layer. DyT employs token skipping instead of merging
and can be seamlessly integrated with ToMe to further improve efficiency.

Difference with CoDA. CoDA [42] is a PEFT method that can also improve the inference efficiency.

• The token selection strategy in the token dispatcher is different. CoDA selects top-K tokens
in each layer to pass through while DyT adopt learnable dispatchers to select an appropriate
number of tokens for each input.

• The target model is different. Although CoDA [42] also improve both the parameter and
inference during adaptation, CoDA primarily focus on the language model e.g. T5 [66],
while DyT is specifically designed for vision transformers.

• The block to conduct token skipping is different. In CoDA, tokens directly skip the whole
layer. In DyT, we propose four model variants, explore their effectiveness, and find that
skipping the MLP block is the most suitable for vision transformer.

Difference with AdaMix. AdaMix [73] also leverage a mixture of adapters, but it fuses all experts
by weight averaging after training, resulting in an standard adapter akin to AdaptFormer [12]. In
contrast, the proposed MoE-adapter employs a learning-based router to generate scalar weights for
the experts based on input features, allowing features from different images to yield distinct expert
weights.

A.3 More Analysis

A.3.1 Investigations of dispatch level and dispatch strategy

The proposed DyT performs dynamic dispatch at the token level using the token dispatcher (TD). In
addition to token-level dispatch, we also investigate a sample-level dispatch, where all tokens within
the selected samples are activated, while all tokens will be deactivated for other samples. To verify
the importance of TD, we compare it against random dispatch, which randomly activates tokens or
samples during both fine-tuning and inference. The experimental results are presented in Table 7.

Our observations reveal that token-level dispatch with TD consistently achieves superior performance
across all datasets, except for a slight decrease compared to sample-level dispatch on the SVHN
dataset. Notably, TD can achieve much better performance than the random dispatch strategy on
both token-level and sample-level dispatch, particularly on video datasets K400 and SSv2, thereby
validating the dispatch strategy learned in TD. Furthermore, the token-level dispatch surpasses the
sample-level dispatch by a significant margin on most datasets, which demonstrates the importance
of the finer-grained activation.
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Table 7: Investigations of dispatch level and dispatch strategy. Combining the token-level
dispatch and TD strategy results in the best performance. We consider two dispatch levels: “Token”
(where dispatch is performed at the token-level) and “Sample” (where dispatch is conducted at the
sample-level). “TD” and “Random” represent the learned dispatcher and random dispatch strategy,
respectively.

Dispatch Level Dispatch Strategy Image Accuracy (%) ↑ Video Accuracy (%) ↑
Token Sample TD Random CIFAR-100 SVHN Food-101 K400 SSv2

✓ ✓ 91.37 97.08 90.32 75.28 45.43
✓ ✓ 90.70 97.29 89.8 71.14 44.09

✓ ✓ 89.38 96.79 86.39 68.27 40.13
✓ ✓ 87.15 97.07 85.26 68.18 39.79

A.3.2 FLOPs-Accuracy curves of model variants.

In Figure 7, we further visualize the FLOPs-Accuracy curves of four model variants. We control the
FLOPs by changing the activation rate r for the fine-tuning stage. For “Attention Dispatch” and “MLP
Dispatch”, we explore the activation rate in the range [0.1, 0.3, 0.5, 0.7, 0.9]. To maintain similar
FLOPs as “Attention Dispatch” and “MLP Dispatch”, we adjust the activation rate for “Attention-MLP
Dispatch” and “Layer Dispatch” within the range [0.5, 0.6, 0.7, 0.8, 0.9]. Across all datasets, “MLP
Dispatch” consistently outperforms other variants. The performance of “Attn Dispatch” experiences
a significant drop when the activation rate is lower than 0.9, which also indicates that skipping tokens
for self-attention blocks in ViT is not a suitable way, due to the importance of the token mixing
function of self-attention. Remarkably, “MLP Dispatch” can surpass full tuning with obviously fewer
FLOPs on both CIFAR-100 and Food-101, further validating the effectiveness of our approach.
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Figure 7: FLOPs-Accuracy curves of model variants on CIFAR100, SVHN, and Food-101
datasets. “MLP Dispatch” achieve the best FLOPs-Accuracy trade-off. We explore the activation
rate r within [0.1, 0.3, 0.5, 0.7, 0.9] for “Attention Dispatch” and “MLP Dispatch”. For “Attention-
MLP Dispatch” and “Layer Dispatch” models, r is adjusted within the range [0.5, 0.6, 0.7, 0.8, 0.9].
“Full tuning” denotes the traditional full fine-tuning approach. To conserve space, we use simplified
names for the variants.

A.3.3 Different bottleneck dimensions

We investigate the impact of the bottleneck dimensions of the adapter in DyT and the results are
summarized in Table 8, revealing that different datasets prefer different configurations. When the
dataset is easy to adapt, such as CIFAR-100, a bottleneck dimension of d = 4 is sufficient to achieve
satisfactory performance. Conversely, video datasets require larger adapter dimensions e.g. d = 256
to attain better performance. We set the default bottleneck dimension to 64, which achieves a balance
between performance and cost, such as the number of additional parameters and FLOPs. It is worth
noting that the relationship between FLOPs and bottleneck dimension is not strictly monotonic due to
the existence of token dispatcher. For instance, when d = 16, the FLOPs are lower than when d = 1,
since the training may converge at activating fewer tokens as the number of adapter’s parameters
increases.
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Table 8: Different bottleneck dimensions. Different datasets prefer different bottleneck dimensions.
d = 64 strikes a balance between accuracy and cost, such as extra parameters and FLOPs. “FLOPs
(G)” denotes the average FLOPs on CIFAR-100.

Dimension Params. (M) ↓ FLOPs (G) ↓ Image Accuracy (%) ↑ Video Accuracy (%) ↑
CIFAR-100 SVHN Food-101 K400 SSv2

1 0.03 12.11 91.46 95.5 89.65 71.78 36.22
4 0.08 11.89 91.57 96.61 89.99 73.16 39.24

16 0.30 12.06 91.46 96.98 90.24 73.65 42.49
64 1.19 12.21 91.37 97.08 90.32 75.28 45.43

256 4.73 13.32 91.18 97.03 90.42 75.33 46.73

A.3.4 Investigation on the Temperature

We explore the temporal τ of the proposed dynamic tuning. The results are demonstrated in Table 9.
When the temperature is smaller e.g. 0.1, the Gumbel Sigmoid tends to produce binary outputs close
to 0 or 1. Conversely, larger temperatures lead to more uniform outputs, approaching 0.5. Results
demonstrate that the performance is not too sensitive to the temperature and our model can achieve
reasonable performance with all temperatures in the table. We also observe that the model with τ = 1
achieves the best performance on CIFAR-100, SVHN, and SSv2, while decaying the temperature
with a schedule leads to the best result on Food-101, which shows that adjusting the temperature can
help the model to achieve better performance. Since identifying the optimal temperature is not the
primary focus of this paper, we directly set the temperature to 5 by default.

Table 9: Different temperature τ in dynamic tuning. “Schedule” denotes that the temperature
gradually decays from 5 to 0.1 during fine-tuning. The default setting is marked in color .

Temperature Image Accuracy (%) ↑ Video Accuracy (%) ↑
CIFAR-100 SVHN Food-101 K400 SSv2

0.1 90.91 96.24 89.72 73.16 44.84
1 91.61 97.20 90.08 74.38 45.69
5 91.37 97.08 90.32 75.28 45.43

Schedule 91.58 97.13 90.39 74.57 45.51

A.4 Generalization in semantic segmentation

We also conduct experiments on two well-recognized semantic segmentation datasets ADE20K [93]
and COCO-stuff [7] to demonstrate the ability of DyT on dense prediction tasks. Results are presented
in Table 10. Following previous works [3, 19], we adopt the UperNet [78] as the segmentation head,
and all images are resized into 512 × 512. We observe that the computational cost of semantic
segmentation is much higher than the image and video discrimination tasks, primarily due to the
high-resolution feature maps. Both DyT and DyT† still can reduce the computational cost obviously
and achieve better performance than other PEFT methods, only slightly lower than full tuning on
COCO-Stuff dataset.

A.5 Generalization in Object Detection and Instance Segmentation

We conduct experiments on COCO [49] to explore the generalization of our method in object detection
and instance segmentation. We adopt ViTDet [44] as the detector and fine-tune it for 12 epochs on
the COCO dataset. The bottleneck dimension d in adapters is set to 128. As shown in Table 11,
DyT exhibits superior performance compared to AdapterFormer [12], with fewer FLOPs. Our MoE-
adapter further enhances DyT without additional computational cost, validating the effectiveness of
our design.

However, full tuning achieves the best performance, surpassing other methods significantly. This is
likely due to the gap between bounding box regression and the pre-training of the vision transformer,
necessitating more parameter updates in the backbone. This challenge motivates us to design more
powerful PEFT methods and integrate them with DyT to reduce the performance gap with full tuning.
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Table 10: Results on semantic segmentation. “Avg.” denotes the average results from the corre-
sponding two datasets. The FLOPs is measured ADE20K.

Method Params. ↓ Semantic Segmentation Datasets
FLOPs ↓ mIOU

(M) (G) ADE20K COCO-stuff Avg.
Traditional methods

Full tuning 85.80 605.36 47.66 45.89 46.78
Linear 0 605.36 43.86 44.46 44.16

Dynamic-Full 85.80 582.46 45.74 45.20 45.47

Parameter-efficient tuning methods
AdaptFormer [12] 1.19 606.57 47.52 45.33 46.43

LoRA [34] 1.19 605.36 47.34 45.53 46.44
VPT [36] 0.07 606.36 46.38 44.87 45.63

The proposed Dynamic Tuning
DyT 1.19 584.57 46.90 45.63 46.27

DyT† N = 4 4.80 584.40 47.67 45.71 46.69

Table 11: Results on object detection and instance segmentation. We only measure the FLOPs in
backbone and feature pyramid module.

Method Params. ↓ COCO Datasets
FLOPs ↓ BBox mAP Seg mAP(M) (G)

Full tuning 85.80 554.86 44.67 39.78
AdaptFormer [12] 2.56 564.53 38.71 35.27

DyT 2.56 468.40 39.78 36.11
DyT† N = 4 10.24 466.32 40.97 37.11

A.6 Effectiveness of the Complete Model and Distillation

In the main paper, we adopt the complete model as our teacher, which does not employ a token
dispatcher to skip tokens. Our proposed dynamic tuning allows the model to act as its own teacher
during adaptation, a capability not achievable by other PEFT methods. We consider it to be a
significant advantage of our approach. Joint training of the dynamic and complete models mitigates
overfitting during adaptation, particularly with limited training data, such as VTAB-1K. Furthermore,
the complete model, acting as a teacher, enhances the dynamic model’s learning. These factors
contribute to DyT’s superior performance. Experimental results in Table 12 demonstrate that both
complete model loss and distillation loss are useful for improving the performance of DyT. We also
notice that introducing the complete model during training results 1.8 × longer training time. Given
that our primary contribution focuses on improving parameter and inference efficiency, the additional
training time introduced by the complete model would be acceptable.

In Table 13, we further present the results across all datasets in detail. We can find that, DyT without
L′
cls + Ldistill can still outperform most previous PEFT methods, further validating the superiority

of our method.

A.7 Details about Gumbel-Sigmoid

Gumbel-Softmax is proposed in [35] to conduct the differentiable sampling from a distribution. Given
an unnormalized log probability † {Ei}Ni=1, the Gumbel-Softmax can be formulated as:

pi =
exp ((Ei +Gi) /τ)∑N

n=1 exp ((En +Gn) /τ)
, (8)

†The original definition in [35] assumes the input {Ei}Ni=1 to be normalized log probability, while practical
implementations [65] demonstrate its effectiveness even with unnormalized inputs. We also follow [65] to
formulate and implement the Gumbel-Softmax.
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Table 12: Effectiveness of loss functions The default loss function in DyT is L = Lcls + L′
cls +

Ldistill + αLrate. We gradually remove the complete model loss L′
cls and distillation loss Ldistill

from it, and find the performance drops.

Method VTAB-1K Training time
Accuracy ↑

DyT 77.14 1.8 ×
DyT w/o Ldistill 76.70 1.8 ×

DyT w/o L′
cls + Ldistill 75.73 1.0 ×

Table 13: Performance and efficiency comparison on VTAB-1K. “Group Mean” indicates the
averaged accuracy of three groups. “Params. (M)” denotes the number of trainable parameters in
backbones. “FLOPSs (G)” is the average FLOPs across all datasets. Bold font and underline denote
the best and the second-best performance respectively.
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Traditional methods
Full tuning 68.9 87.7 64.3 97.2 86.9 87.4 38.8 79.7 95.7 84.2 73.9 56.3 58.6 41.7 65.5 57.5 46.7 25.7 29.1 68.96 85.8

Frozen 63.4 85.0 63.2 97.0 86.3 36.6 51.0 78.5 87.5 68.6 74.0 34.3 30.6 33.2 55.4 12.5 20.0 9.6 19.2 57.64 0
Parameter-efficient tuning methods

Adapter [33] 69.2 90.1 68.0 98.8 89.9 82.8 54.3 84.0 94.9 81.9 75.5 80.9 65.3 48.6 78.3 74.8 48.5 29.9 41.6 73.85 0.16
BitFit [87] 72.8 87.0 59.2 97.5 85.3 59.9 51.4 78.7 91.6 72.9 69.8 61.5 55.6 32.4 55.9 66.6 40.0 15.7 25.1 65.21 0.10
LoRA [34] 67.1 91.4 69.4 98.8 90.4 85.3 54.0 84.9 95.3 84.4 73.6 82.9 69.2 49.8 78.5 75.7 47.1 31.0 44.0 74.60 0.29
VPT [36] 78.8 90.8 65.8 98.0 88.3 78.1 49.6 81.8 96.1 83.4 68.4 68.5 60.0 46.5 72.8 73.6 47.9 32.9 37.8 71.96 0.53
SSF [38] 69.0 92.6 75.1 99.4 91.8 90.2 52.9 87.4 95.9 87.4 75.5 75.9 62.3 53.3 80.6 77.3 54.9 29.5 37.9 75.69 0.20

NOAH [91] 69.6 92.7 70.2 99.1 90.4 86.1 53.7 84.4 95.4 83.9 75.8 82.8 68.9 49.9 81.7 81.8 48.3 32.8 44.2 75.48 0.36
ConvPass [38] 72.3 91.2 72.2 99.2 90.9 91.3 54.9 84.2 96.1 85.3 75.6 82.3 67.9 51.3 80.0 85.9 53.1 36.4 44.4 76.56 0.33

AdaptFormer [12] 70.8 91.2 70.5 99.1 90.9 86.6 54.8 83.0 95.8 84.4 76.3 81.9 64.3 49.3 80.3 76.3 45.7 31.7 41.1 74.75 0.16
FacT-TT [39] 71.3 89.6 70.7 98.9 91.0 87.8 54.6 85.2 95.5 83.4 75.7 82.0 69.0 49.8 80.0 79.2 48.4 34.2 41.4 75.30 0.04

Res-Tuning [37] 75.2 92.7 71.9 99.3 91.9 86.7 58.5 86.7 95.6 85.0 74.6 80.2 63.6 50.6 80.2 85.4 55.7 31.9 42.0 76.32 0.51

The proposed Dynamic Tuning without L′
cls + Ldistill

DyT r = 0.5 70.4 94.2 71.1 99.1 91.7 88.0 51.5 87.1 95.3 84.2 75.8 79.2 61.8 51.0 82.4 79.7 52.3 35.3 44.5 75.73 0.16
DyT r = 0.7 73.9 94.9 72.1 99.4 91.8 88.4 55.5 87.2 95.6 86.2 75.9 80.3 61.8 51.7 83.1 81.6 53.7 35.3 45.2 76.69 0.16
DyT r = 0.9 74.0 95.1 72.9 99.3 91.7 87.6 56.9 87.7 95.7 85.4 76.1 81.6 63.2 50.1 83.0 83.3 52.0 34.5 44.5 76.74 0.16

The proposed Dynamic Tuning with distillation
DyT r = 0.5 73.6 94.8 73.0 99.1 91.4 87.0 56.4 87.3 96.1 85.6 76.7 82.8 63.8 52.7 83.7 83.6 57.3 34.6 44.3 77.14 0.16
DyT r = 0.7 74.4 95.5 73.6 99.2 91.7 87.5 57.4 88.3 96.1 86.7 76.7 83.5 63.8 52.9 83.1 85.7 54.9 34.3 45.9 77.57 0.16
DyT r = 0.9 74.3 94.9 73.1 99.2 91.4 87.8 57.1 87.9 96.1 85.9 76.0 83.3 64.8 51.5 83.4 84.0 54.8 35.1 46.4 77.30 0.16

where Gi denotes the Gumbel Noise sampled from a Gumbel distribution (Gi ∼ Gumbel(0, 1)).
We can consider the special case, where N = 2 and E2 = 0, then p1 can be defined as:

p1 =
exp

(
E1+G1

τ

)
exp

(
E1+G1

τ

)
+ exp

(
G2

τ

) (9)

=
1

1 + exp
(
−E1+G1−G2

τ

) (10)

= Sigmoid(
E1 +G1 −G2

τ
) (11)

= Gumbel-Sigmoid(E1), (12)
obtaining the formulation of Gumbel-Sigmoid. Researchers in previous works, such as [23, 51], have
also leveraged the Gumbel-Sigmoid formulation to facilitate end-to-end training of neural networks.

A.8 Implementation Details for each Task

Experimental settings on VTAB-1K. Following previous works [38, 39, 37], we fine-tune the
model for 100 epochs on each dataset in VTAB-1K [89]. We do not use any data augmentation
strategy in these experiments. We adopt the AdamW [55] optimizer. The learning rate is set to 1e-3
and gradually decays to 0 based on a cosine schedule [54].
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Experimental settings on complete image datasets. We adopt the settings in Table 14 to fine-tune
the ViT with the proposed dynamic tuning. Experiments on other parameter-efficiency methods such
as AdaptFormer [12], LoRA [34], and VPT [36] also follow the settings in Table 14. When we train
a model with full tuning, we adopt a 1/10 base learning rate to make the training stable, otherwise,
the model can not achieve reasonable results.

Table 14: Experimental settings for complete image datasets. We present the hyperparameters in
DyT. Following previous methods, we train the model with a 1/10 base learning rate in the full tuning
setting. lr = base_lr × batch_size/256

Optimizer AdamW [55]
Base learning rate 1e-3
Weight decay 0.01
Batch size 1024
Training crop size 224
Learning rate schedule Cosine decay [54]
GPU numbers 8
Warmup epochs 20
Training epochs 100
Augmentation RandomResizedCrop

Experimental settings on video datasets. We adopt two video datasets, Kinetic-400 (K400) [10]
and Something-Something V2 (SSv2) [25], to evaluate the performance as the token count scales up.
The experimental settings are demonstrated in Table 15. Most of the settings are borrowed from [60].
The number of input frames is set to 8. We adopt multi-view during the test, which is a common
practice in video action recognition. However, the original ViT lacks temporal modeling capabilities.
To address this limitation, we draw inspiration from [85, 13]. By introducing a cross-attention layer
after the ViT, along with a query token, we effectively aggregate temporal information across different
frames. The final video action classification is performed based on this query token. Experiments on
parameter-efficient fine-tuning methods also follow these settings. We adopt a 1/10 base learning rate
for those experiments on full tuning.

Table 15: Experimental settings for video datasets. We follow most of settings in [60]. The number
of input frames is set to 8 in all experiments. lr = base_lr × batch_size/256

Configuration K400 [10] SSV2 [25]

Optimizer AdamW [55]
Base learning rate 1e-3
Weight decay 0.01
Batch size 128
Training Epochs 12 50

Training Resize ShortSideJitter
224 - 256 RandomResizedCrop

Training crop size 224
Learning rate schedule Cosine decay [54]

Frame sampling rate 16 dynamic, evenly covering
the whole video

Mirror ✓ ✗
RandAugment [15] ✗ ✓

Num. testing views 1 spatial × 3 temporal 3 spatial × 1 temporal

Experimental settings on semantic segmentation datasets. We conduct experiments on ADE20K
[93] and COCO-stuff [7] to demonstrate the ability of DyT on dense prediction tasks. ADE20K
contains 20,210 images from 150 fine-trained semantic concepts. COCO-Stuff consists of about
164k images with 172 semantic classes. The experimental settings are demonstrated in Table 16. All
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experiments for parameter-efficient fine-tuning methods also follow these settings. For the experiment
on full tuning, we set adopt 1/10 learning rate for stable training and better performance.

Table 16: Experimental settings for semantic segmentation datasets. Following previous methods,
we train the model with a 1/10 learning rate in the full tuning setting.

Configuration ADE20K [93] COCO-stuff [7]
Optimizer AdamW [55]
Learning rate 1e-3
Weight decay 0.05
Batch size 16
Training crop size 512
Learning rate schedule cosine decay [54]
Training iterations 160K 80K

A.9 Generalization Capability of Transformer Architecture

To verify the generalization of the proposed dynamic tuning, we conduct experiments based on
Swin-B [53]. The dynamic tuning can be directly applied to MLP blocks in the swin transformer
without any modifications. The bottleneck dimension d of the adapter in dynamic tuning also is set to
64. The results are demonstrated in Table 17. We can observe that the dynamic tuning can reduce
both the tunable parameters and FLOPs while achieving comparable or even better performance
across three datasets. This verifies the generalization capability of the dynamic tuning.

Table 17: Generalization Capability on Swin Transformer [53]. The experiments are conducted
based on Swin-B. “Param. (M)” denotes the number of trainable parameters in backbones. “FLOPs
(G)” denotes the average FLOPs on CIFAR-100. The bottleneck dimension d is set to 64.

Method Params. (M) ↓ FLOPs (G) ↓ Image Accuracy (%) ↑
CIFAR-100 SVHN Food-101

Full tuning 86.74 15.40 91.82 97.66 93.05
DyT r = 0.1 1.55 10.72 90.55 97.43 89.84
DyT r = 0.3 1.55 12.07 91.26 97.38 90.66
DyT r = 0.5 1.55 13.25 91.62 97.40 91.30
DyT r = 0.7 1.55 14.05 92.14 97.21 91.96
DyT r = 0.9 1.55 15.23 92.31 97.37 92.21

A.10 Scaling-up Model Size

We verify the effectiveness of dynamic tuning when the model size is scaled up. We conduct
experiments on ViT-L [20] and compare dynamic tuning with full tuning. The bottleneck dimension
d of the adapter in dynamic tuning is also set to 64. The results are demonstrated in Table 18. We can
observe that with the activation rate set to 0.3, DyT has outperformed “full tuning” obviously on both
CIFAR-100 and Food-101, while resulting in significantly lower computational cost.

We further compare the proposed dynamic tuning with full tuning on the VTAB-1K benchmark
[89]. The results are demonstrated in Table 19. With only 0.44M tunable parameters and 43.52
GFLOPs, dynamic tuning surpasses full tuning across most datasets and achieves much better average
performance.
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Table 18: Scale up the model size to ViT-L [20]. “Param. (M)” denotes the number of trainable
parameters in backbones. “FLOPs (G)” denotes the average FLOPs on CIFAR-100. The default
setting is marked in color . The bottleneck dimension d is set to 64.

Method Params. (M) ↓ FLOPs (G) ↓ Image Accuracy (%) ↑
CIFAR-100 SVHN Food-101

Full tuning 303.3 61.60 92.05 97.44 90.62
DyT r = 0.1 3.17 32.56 91.26 97.04 89.98
DyT r = 0.3 3.17 36.77 92.66 97.27 90.85
DyT r = 0.5 3.17 43.79 93.49 97.38 91.49
DyT r = 0.7 3.17 51.11 93.28 97.25 91.60
DyT r = 0.9 3.17 60.05 93.44 97.23 91.59

Table 19: Performance and efficiency comparison on VTAB-1K. “Group Mean” indicates the
averaged accuracy of three groups. “Full tuning” indicates fine-tuning all parameters. “Param. (M)”
denotes the number of trainable parameters in backbones. “FLOPSs (G)” is the average FLOPs
across all datasets. The bottleneck dimension is set to d = 8.
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A.11 Additional Visualizations of Activated Tokens

We provide more visualizations of activated tokens from samples in K400 [10] and SSv2 [25] in
Figure 8 and Figure 9, respectively. Results demonstrate that most activated tokens in higher layers
e.g. Layer10 come from the primary objects. This proves that the proposed token dispatcher learns to
activate informative tokens.
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Figure 8: Visualization of activated tokens. We present representative samples from the K400 [10]
dataset. Blue patches represent the tokens activated in token dispatcher. Results verify that the token
dispatcher has learned to identify informative tokens during fine-tuning. Zoom in for better view.

25



Layer1 Layer4 Layer7 Layer10

(a)

(b)

(c)

(d)

(e)

(f)

(g)

Layer1 Layer4 Layer7 Layer10

(i)

(j)

(k)

(l)

(m)

(n)

(h)

(o)

(p)

(q)

(r)

Figure 9: Visualization of activated tokens. We present representative samples from the SSv2 [25]
dataset. Blue patches represent the tokens activated in token dispatcher. Results verify that the token
dispatcher has learned to identify informative tokens during fine-tuning. Zoom in for better view.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: See Abstract

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: See Conclusion

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: See Method
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: See Experiments
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: We have released the code.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: See Experiments
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: See Experiments
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
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• It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: See Experiments
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: See the main paper
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [NA]
Justification: No negative societal impacts. Our model is only designed for fine-tuning.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
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generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: Not release of data or models that have a high risk
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: we cite all related paper.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
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Answer: [NA]
Justification: See the main paper.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: See the main paper.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: Not involve crowdsourcing nor research with human subjects
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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