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Abstract

Accurate outlier detection is not only a necessary preprocessing step, but can itself give important insights into the data. However, especially, for non-linear regression the detection of outliers is non-trivial, and actually ambiguous. We propose a new method that identifies outliers by finding a subset of data points $T$ such that the marginal likelihood of all remaining data points $S$ is maximized. Though the idea is more general, it is particularly appealing for Gaussian processes regression, where the marginal likelihood has an analytic solution. While maximizing the marginal likelihood for hyper-parameter optimization is a well-established non-convex optimization problem, optimizing the set of data points $S$ is not. Indeed, even a greedy approximation is computationally challenging due to the high cost of evaluating the marginal likelihood. As a remedy, we propose an efficient projected gradient descent method with provable convergence guarantees. Moreover, we also establish the breakdown point when jointly optimizing hyper-parameters and $S$. For various datasets and types of outliers, our experiments demonstrate that the proposed method can improve outlier detection and robustness when compared with several popular alternatives like the student-t likelihood.

1 INTRODUCTION

Many real world data sets contain outliers, i.e. data points that are not representative of the majority of samples. For example, the output of a broken sensor might lead to an outlier observation. It is well known that estimating the parameters of a statistical model from data which contains outliers, can often lead to arbitrarily bad estimates, and therefore various robust learning techniques have been proposed (Rousseeuw and Leroy, 2005; Basu et al., 1998; Fujisawa and Eguchi, 2008).

Once the model has been robustly trained, we can detect outliers by ranking them according to the absolute value of the residuals, or remove some of the outliers in order to improve predictive performance. However, the success hinges on choosing the correct hyper-parameters for the robust training procedure.

Here in this work, we address the issue by proposing the use of the trimmed marginal likelihood. Let $M$ be some probabilistic model, and denote by $p(y_S|M)$ the marginal likelihood of data samples index by $S$. Let $\Omega = \{1, 2, \ldots, n\}$ denote the index set of all training samples. Given some trimming factor $\nu$, we propose to find the set $T$, such that $p(y_S|M)$ is maximized, with $S = \Omega \setminus T$, and subject to $|T| = \lfloor \nu n \rfloor$.

The trimmed marginal likelihood is particularly attractive for Gaussian process (GP) regression where the marginal likelihood has an analytic solution. In particular, we focus here on non-parametric regression model:

$$y = f(x) + \epsilon,$$

where $y$ and $x$ are the response and covariates, respectively; $f$ is sampled from a GP, and $\epsilon$ is some random noise, for example, $\epsilon \sim N(0, \sigma^2)$.

For GP regression, $\nu$ can be easily specified, since, as we prove in Section 3.1, $\nu$ corresponds to the breakdown point of our proposed method. In case where knowledge about the upper bound on the ratio of outliers is not available, we propose an iterative procedure for estimating $\nu$ (see Section 5).

However, the optimization over the set of data points $S$ is NP hard and even a greedy approximation is computationally challenging. As a remedy, we propose an efficient projected gradient descent method with provable convergence guarantees (see Section 4.1).

Our experiments on various datasets and types of
outliers demonstrate that the proposed method improves outlier detection and robustness when compared to several popular alternatives. Building on GPyTorch [Gardner et al., 2018], we also provide a computationally efficient implementation of our proposed method: https://github.com/andreade-stats/TrimmedMarginalLikelihoodGP

2 RELATED WORK

Using the marginal likelihood for outlier detection has been proposed in [Shotwell and Slate, 2011]. However, different from their works, we use the trimmed marginal likelihood, which has the advantage that we do not require any probabilistic model for the outliers.

Our proposed method is related to the trimmed likelihood approach for linear regression [Rousseeuw and Leroy, 2005, Rousseeuw and Van Driessen, 2006] (also known as trimmed least squares). Extending the trimmed likelihood approach beyond linear regression, was explored in Müller and Neykov [2003], though, they did not consider non-parametric models.

It is well known that the trimmed least squares method tends to underestimate the true variance, and therefore asymptotic correction factors [Rousseeuw and Leroy, 2005] and correction factors based on simulations [Pison et al., 2002] were previously proposed.

Another general approach for robust parameter estimation is to replace the Kullback-Leibler-divergence, underlying the maximum likelihood estimate, by the $\beta$ or $\gamma$-distribution [Basu et al., 1998, Fujisawa and Eguchi, 2008]. This approach has also been extended to Bayesian inference in general [Nakagawa and Hashimoto, 2020-Futami et al., 2018] and Gaussian processes [Knoblauch et al., 2019] in particular. However, how to specify the hyper-parameters of these methods is less clear [Nakagawa and Hashimoto, 2020].

The most popular method for robust GP regression is to replace the Gaussian likelihood function by a student-t distribution [Jylänki et al., 2011]. However, the student-t distribution assumes that outliers are symmetric, i.e. an approximate even number of unusual large and small values. Furthermore, when combined with a GP prior, the marginal likelihood is not analytically tractable anymore.

Recently, also several other methods for robust GP regression have been proposed, which can roughly be categorized into likelihood robustification methods and residual-based methods.

Likelihood Robustification Methods The methods in [Daemi et al., 2019a, b] propose to use a mixture of two normal distributions for noise: one for modeling inliers and one for modeling outliers. [Lindfors et al., 2020] proposes to use a G-confluent distribution which generalizes the $t$-distribution, but still assumes symmetric outliers. In contrast, the work in [Alodat and Shakhatreh, 2020] and [Benavoli et al., 2021] propose to use the skew-normal distribution instead of the normal likelihood. However, all of the above methods make a particular assumption on the type of noise/outliers through the choice of the likelihood function.

Residual-based Methods The method in [Li et al., 2021] proposes to first train an ordinary GP regression model and then remove the data points with the largest residuals. Afterwards the GP regression model is trained again on the smaller set of data points, and the procedure of removing and retraining is repeated after a pre-defined number of steps. However, it is not difficult to see that their proposed method has a break down point of 1, meaning that one data can have an arbitrarily large impact on the posterior distribution: consider one outlier with $y_i \to \infty$, then the residual to the outlier $i$, will always be smaller than the residual of all other data points, which will lead to $i$, being never removed. Similarly, [Ramirez-Padron et al., 2021] proposes to assign weights to each observation, based on the distance of the response to other neighboring data points. However, the method is sensitive to the choice of the neighborhood.

The method in [Park et al., 2021] introduces a bias vector $\delta \in \mathbb{R}^n$, where $n$ is the number of samples. If and only if $\delta_i \neq 0$, then sample $i$ is considered an outlier. They propose to learn $\delta$ using the $\ell_1$-penalty. However, it can be shown that if there is even only one outlier with $y_i \to \infty$, then $\forall i : \delta_i \neq 0$, meaning all samples are considered as outliers (see supplement material for details).

3 PROPOSED METHOD

Let $\Omega := \{1, \ldots, n\}$ denote the indices of all observations. Let $M$ denote some probabilistic model (likelihood + prior), and $\log p(y_S|M)$ the log-marginal likelihood of a given subset $S \subseteq \Omega$ of observations. For detecting a set of outliers $T \subseteq \Omega$, with $|T| = \lfloor \nu n \rfloor$, we propose to use the $\nu$-trimmed marginal likelihood given as follows

$$\hat{S} := \arg \max_{S \subseteq \Omega} \log p(y_S|M), \text{ subject to } |S| = \lfloor (1 - \nu) n \rfloor,$$

where $\bar{T} := \Omega \setminus \hat{S}$ is the set of potential outliers. This is a natural way to define the set of outliers and inliers, since the set $\hat{S}$ contains the samples that are best explained given model $M$.

In particular, for our model, we assume a zero mean GP process prior with covariance function $k$, and a Gaussian likelihood, that is

$$f \sim GP(0, k), \quad y \sim N(f(x), \sigma^2).$$

For our analysis and experiments we consider the scaled
squared exponential covariance function, i.e.
\[
k_{\eta,l}(x_{i_1}, x_{i_2}) = \eta e^{-\sum_{j=1}^{d} \|x_{i_1}(j) - x_{i_2}(j)\|^2},
\]
where \(\eta\) is the variance of the signal, and \(l_j\) are the length-scale parameters which control the change in correlation when the data points differ in dimension \(j\). We assume that \(l = (l_1, \ldots, l_d) \in D\), where \(D\) is a compact subset of \(\mathbb{R}_+^d\). Furthermore, we assume \(\sigma^2 \in \mathbb{R}_+\) and \(\eta \in \mathbb{R}_+\).

Let \(K_{\eta,l} \in \mathbb{R}^{n \times n}\) denote the covariance matrix of all training data points, when using the covariance function from Equation (1). We assume that \(K_{\eta,l}\) is a positive definite matrix for all \(l \in D\).

The log marginal likelihood \(\log p(y|X, \eta, I, \sigma^2)\) is therefore given by
\[
-\frac{1}{2} y^T (K_{\eta,l} + \sigma^2 I)^{-1} y - \frac{1}{2} \log |K_{\eta,l} + \sigma^2 I| - \frac{n}{2} \log 2\pi.
\]

Since a fully Bayesian approach, i.e. integrating out the hyper-parameters \(\theta := (\eta, I, \sigma^2)\), is computationally too expensive, we use empirical Bayes. For \(S \subseteq \Omega\), let \((y_S, X_S)\) denote the corresponding subset of the data. We define the \(\nu\)-trimmed marginal likelihood GP by
\[
\maximize_{S, \theta} \log p(y_S|X_S, \theta), \text{ subject to } |S| = [(1-\nu)n].
\]

3.1 ASYMPTOTICALLY CORRECT OUTLIER REJECTION

Similar in spirit to the definition of an outlier-prone model [O’Hagan, 1979], we define an outlier rejection method as asymptotically correct, if the set of observations with \(y_i \to \infty\), or \(y_i \to -\infty\) are detected as outliers. The following proposition ensures asymptotic correctness.

**Proposition 1.** Assume the covariance function from Equation (1). Let \(V\) denote the true set of outliers, with \(y_i \to \infty\), or \(y_i \to -\infty\), for \(i \in V\). Let \(U\) denote the true set of inliers, with \(y_i\) being bounded, for \(i \in U\). Then, eventually (i.e. for \(i \in V\)), \([y_i| y_i \text{ is large enough}]\), we have
\[
S \subseteq U,
\]
where \(S\) is the set of observations selected by the \(\nu\)-trimmed marginal likelihood GP, with \([\nu n] \geq |V|\).

We defer the proof to the supplement material. Note that the proof were trivial, if the hyper-parameters \(\theta\) were fixed. However, since \(S\) and \(\theta\) are jointly optimized, a careful, non-trivial proof is required.

Also note that Proposition[1] expresses that the \(\nu\)-trimmed marginal likelihood GP has a breakdown point of \(\nu\), in the sense that \(\nu\) is the minimal ratio of data points that need to be contaminated in order to lead to an arbitrary bad posterior[2].

4 OPTIMIZATION

Though conceptually easy, the \(\nu\)-trimmed marginal likelihood GP, as defined in Equation (2), is a computationally difficult optimization problem. Even if the hyper-parameters \(\theta\) were fixed, the remaining discrete optimization problem over \(S \subseteq \Omega\) is still NP-hard.

In the following let \(m := [(1-\nu)n]\). After initializing all hyper-parameters \(\theta\), we iterate between the optimization of \(\theta\) and \(S\), as follows:

1. For fixed \(\theta\), find the set \(S\) that approximately maximizes the marginal likelihood, subject to the constraint \(|S| = m\).
2. For fixed \(S\), optimize \(\theta\) using one gradient descent step.

We repeat Step 1 and Step 2 till the marginal likelihood is not improved anymore. Step 2 is equal to the typical hyper-parameter optimization for GPs.

The complete algorithm is shown in Algorithm 1. When the step size \(\xi(t)\) is set small enough to ensure that \(\ell(t)\) decreases, Algorithm 1 is guaranteed to converge. In our implementation, we set step size \(\xi(t)\) and search direction \(\Delta \theta(t)\) using Adam [Kingma and Ba, 2015] as Optimizer \(\mathcal{O}\).

The optimization problem in Step 1 can be expressed as follows. Find the set of samples \(S \subseteq \{1, 2, \ldots, n\}\), with \(|S| = m\), that maximize the marginal likelihood
\[
-\frac{1}{2} y_S^T (K_S + \sigma^2 I)^{-1} y_S - \frac{1}{2} \log |K_S + \sigma^2 I| - \frac{m}{2} \log 2\pi,
\]
where \(K_S \in \mathbb{R}^{m \times m}\) is a sub-matrix of the positive-definite matrix \(K \in \mathbb{R}^{n \times n}\), such that \(K_S\) contains the rows and columns of \(K\) indexed by \(S\). Step 1 is challenging, since even a greedy search algorithm is computationally expensive due to the need for the repeated evaluation of the marginal likelihood.

4.1 PROJECTED GRADIENT DESCENT (PGD)

For finding a computationally feasible solution to Step 1, we proceed as follows. Assuming that the outliers are in the responses \(y\), and not in the covariates, we can ignore

[1] For a more formal definition of the classical concept of breakdown point see [Rousseeuw and Leroy, 2005], which should be read by replacing “parameters” with “hyper-parameters”.

[2] We denote by \(\mathbb{R}_+\) the set of positive reals which excludes 0 and \(\infty\).
Algorithm 1: Trimmed-GP (Joint Optimization)

Input: $X, y, \nu$
Output: set of inliers $S^{(t)}$, hyperparameters $\theta^{(t)}$

1. $m := \lceil (1 - \nu)n \rceil$
2. $t := 1$; $\ell^{(t)} := \infty$
3. initialize $\theta^{(t)}$
4. initialize optimizer $O$ with global learning rate $\xi_0$.
5. repeat
   // Step 1: Optimize $S$ with PGD or Greedy
   $S' := \arg\min_{S \subseteq \Omega, |S| = m} \log p(y_S|X_S, \theta^{(t)})$
   if $\log p(y_S|X_S, \theta^{(t)}) > \log p(y_{S'}|X_{S'}, \theta^{(t)})$ then
      $S^{(t+1)} := S'$
   else
      reset history of optimizer $O$.
   end
   $S^{(t+1)} := S^{(t)}$
   // Step 2: increase log $p(y_{S^{(t+1)}}|X_{S^{(t+1)}}, \theta)$ by updating $\theta$
   find step size $\xi^{(t)}$ and direction $\Delta \theta^{(t)}$ with $O$.
   $\theta^{(t+1)} := \theta^{(t)} + \xi^{(t)} \Delta \theta^{(t)}$
   $\ell^{(t+1)} := -\frac{1}{m} \log p(y_{S^{(t+1)}}|X_{S^{(t+1)}}, \theta^{(t+1)})$
   $t := t + 1$
until $\ell^{(t-1)} < \ell^{(t)}$

Here, the smallest Lipschitz constant of $f$ is given by
$$\max_{x, \|x\| = 1} 2(K + \sigma^2I)^{-1}x_2 = \frac{1}{\lambda_{\text{min}}(K + \sigma^2I)}.$$ 
A local minima can then be found by iterating
$$\mathbf{b}_{k+1} = \text{proj}_{C} \left[ \mathbf{b}_{k} - \frac{1}{c} \nabla f(\mathbf{b}_{k}) \right],$$
where
$$\nabla f(\mathbf{b}) = 2(K + \sigma^2I)^{-1}(\mathbf{y} + \mathbf{b}),$$
and $\text{proj}_{C}$ denotes the projection onto the set $C := \{ \mathbf{x} \in \mathbb{R}^n \mid \|\mathbf{x}\|_0 \leq n - m \}$, which is given by
$$\text{proj}_{C}[\mathbf{b}] = \arg\min_{\mathbf{x}, \|\mathbf{x}\|_0 \leq n - m} \|\mathbf{b} - \mathbf{x}\|_2^2.$$ 

Note that, though the constraint $\|\mathbf{b}\|_0 = n - m$ is not convex, we can prove that the proposed projected gradient algorithm is guaranteed to converge to a stationary point:

Theorem 1. Any sequence $\{\mathbf{b}_k\}$ generated by the projected gradient descent algorithm for Problem (P1) globally converges to a stationary point with locally linear convergence rate.

The proof is in the supplement material. We note that since $(K + \sigma^2I)^{-1}$ is fixed, each iteration involves only one matrix-vector multiplication which is in $O(n^2)$ and can be efficiently computed with GPUs.

4.2 Greedy Methods

Recall that our goal is to maximize the marginal likelihood, Equation (3). However, the projected gradient descent method described in the previous section optimizes the simplified objective in (P1). Therefore, we also compare to a greedy method that directly optimizes Equation (3).

The greedy method starts with the index set of all data points $S := \{1, 2, \ldots, n\}$, and then removes the data point $i_*$ that leads to the largest marginal likelihood, i.e.
$$i_* := \arg\max_{i \in S} \left( \log p(y_{S \setminus \{i\}}|X_{S \setminus \{i\}}, \theta) \right).$$

This is repeated until $|S| = \lceil (1 - \nu)n \rceil$. Naively solving the optimization in Equation (3) is in $O(n^4)$, since we need to repeat $n$-times the calculation of the determinant and inverse of $K_{S \setminus \{i\}}$, where $K_{S \setminus \{i\}}$ denotes the covariance matrix (plus $\sigma^2I$) of the data points in $S \setminus \{i\}$. However, using the block matrix inversion lemma (together with the Woodbury formula) and the cofactor representation of the determinant, we can solve it in $O(n^3)$ (details in supplement material). Since the computation needs to be repeated $\lceil \nu n \rceil$ times, the
greedy algorithm can still be too computationally expensive. Therefore, we also propose a batched version: first evaluate the leave-one-out (loo) estimate \( \log p(y_{\mathcal{S}\setminus i}|X_{\mathcal{S}\setminus i}, \theta) \) for all \( i \in \{1, 2, \ldots, n\} \), and, second, remove at once the \( \nu m \) samples with the highest loo estimate. We call the original greedy method Greedy (1-by-1), and the batched version Greedy (batch).

\section{Improved \( \nu \) Estimate}

The upper bound \( \nu \) on the ratio of the number of outliers might be too conservative, and as a consequence can lead to statistical inefficiency. Therefore, we propose the following procedure to improve upon the initial upper bound \( \nu \):

1. Using \( k \)-fold cross-validation, we estimate the residuals \( r \) of all data points.
2. Based on the residuals \( r \), we calculate a robust estimate of the noise variance \( \sigma^2 \).
3. We count the number of data points which residuals \( r \) are within two standard deviations \( \sigma \), and use this number to get a new estimate for \( \nu \).

In Step 3, if the new estimate is smaller than the original \( \nu \), we repeat the above procedure. The details of the algorithm are shown in Algorithm 2, where \( k \) denotes the number of folds, and \((\text{train}, \text{test})\) denotes the training and test indices of one fold. For our experiments we use \( k = 10 \), i.e. 10-fold cross-validation. Furthermore, note that within the cross-validation, we use \( \nu_* \) (defined in line 5) instead of \( \nu^{(t)} \) due to a possibly uneven split of outliers in \((\text{train}, \text{test})\). In line 7, \( E[\tilde{y}_{\text{test}}|X_{\text{test}}, X_S, y_S, \theta] \) denotes the predicted mean response at data points \( X_{\text{test}} \) using the GP with training data points \( (X_S, y_S) \) and covariance function hyperparameters \( \theta \). Note that in line 9, \( r_{(w)}^2 \) denotes the \( w \)-th smallest squared residual, and \( Q_{\chi^2(1)} \) denotes the quantile function for the \( \chi^2 \) distribution with 1 degree of freedom. The robust variance estimator, in line 9, is a generalization of the estimator proposed in \cite{rousseeuw1984} and is explained in more detail in the supplement material.

Algorithm 2 is inspired by the iterative procedure for least trimmed squares described in the book \cite{rousseeuw2005} (pages 132ff). However, the difference is that, since \cite{rousseeuw2005} only use a linear model, they ignore possible over-fitting and estimate the residuals without any cross-validation procedure.

\section{Experiments}

In this section, we evaluate the proposed method and several baselines on the task of correctly identifying outliers and in terms of predictive performance.

**Baselines and Implementations** We compare to a GP with student-t likelihood for estimating \( E[y|x] \), denoted as \( t \)-GP. Note that the student-t likelihood does not explicitly distinguish between inliers and outliers. Therefore it is essentially a noise model for both the inliers and outliers. We also compare our method to a standard GP trained by minimizing the KL-divergence (GP), and one trained by minimizing the \( \gamma \)-divergence (\( \gamma \)-GP). All hyper-parameters are estimated with empirical Bayes using the complete data set \((X, y)\).

All methods were implemented using GPYtorch \cite{gardner2018} and the full dataset (no inducing points) was used. For the proposed method \((\nu \text{-GP})\) we set \( \nu = 0.5 \) and use Algorithm 2. Note that 0.5 is also the breakdown point of the student-t distribution. In Algorithm 1 (line 6) we use the proposed projected gradient descent (PGD) method (if not mentioned otherwise).

We released the source code of the proposed method and all baselines here \url{https://github.com/andrade-stats/TrimmedMarginalLikelihoodGP}.

**Synthetic Datasets** For illustration of the differences between each method, we created a simple one-dimensional bow-shaped data, shown in Figure 1 with \( n = 400 \) (bow). Furthermore, we use the Friedman data set as in \cite{friedman1991} \cite{naish2007} with \( d = 10 \), and \( n = 100 \) (F100), and \( n = 400 \) (F400).
Real Datasets We also evaluated all methods on three commonly used regression datasets: bodyfat (\(d = 14, n = 252\)), housing (\(d = 13, n = 506\)) and spacega (\(d = 6, n = 3107\)) that are available from the LIBSVM archive[4].

Outlier Types A random subset of data points is replaced by the following three types of outliers.

- **uniform** The position (=covariates) of the outliers is unchanged, but the response is changed by randomly adding or subtracting a value which is uniformly drawn between 3 and 9 standard deviations of the original response.

- **focused** The position of the outliers is the median of each dimension plus some jitter. The response is set to the original response minus 3 times the standard deviation of the original response plus some jitter.

- **asymmetric** Same as uniform, but the responses, corresponding to the outliers, are changed by either always adding or always subtracting a uniformly drawn positive number.

In all cases, we change 10% of the existing data points to outliers. For all experiments we report the average over 10 times randomly adding outliers (and standard deviation in brackets). Additional details on data preprocessing and hyper-parameter initialization are provided in the supplement material.

6.1 RESULTS

The results for the bow-shaped data are shown in Figure 2. First, looking at the results for uniform outliers, we observe that all methods approximately infer the true underlying function, while only the standard GP shows a few deviations. As a consequence, all methods correctly identify all outliers. However, for the focused outliers, the situation is quite different: \(t\)-GP and \(\gamma\)-GP assume that the focused outliers are part of the true function, and the top of the bow are the outliers, while our proposed method \(\nu\)-GP infers the opposite. Both results are plausible, and show that \(\nu\)-GP can detect different types of outliers than the popular \(t\)-GP. Finally, for the asymmetric outliers all robust GP methods are able to infer the correct function, while only the standard GP is influenced by the outliers.

While we used the bow-shaped data to show the qualitative differences between the GP methods, we next evaluate all methods also quantitatively on the more challenging datasets F100, F400, and the three real datasets (bodyfat, housing, spacega). We investigate each method’s performance in terms of ranking the set of outliers correctly using the residuals. Since we know the total number of outliers, we use R-precision for evaluation. Let \(r\) be the total number of outliers, then R-precision is defined as the number of true outliers within the top-\(r\) largest residuals divided by \(r\).

The results, summarized in Table 1, show that the proposed method is better in identifying outliers than other robust GP methods. As can be seen in Table 2 this also leads to better prediction performance at test time. Notably, for all real datasets we achieve considerable improvements in root mean squared error (RMSE) when compared to other robust GP methods. In terms of runtime, our proposed method is slower, but still in the same order as other robust methods for the largest dataset (details in supplement material).

7 ANALYSIS

Here we investigate several aspects of the proposed \(\nu\)-GP.

7.1 ESTIMATION OF \(\nu\)

The values of \(\nu\) estimated with Algorithm 2 were around 2% for the datasets without added outliers, and around 8% for the datasets with added outliers. That means, the estimated \(\nu\) were considerably smaller than the initial value of 50%, but slightly lower than the true ratio of outliers (which is 10%). This might be because, some of the outliers do not conflict with the smoothness properties of the covariance function and thus cannot be distinguished from inliers.

7.2 MARGINAL LIKELIHOOD OPTIMIZATION

In order to optimize the marginal likelihood in Equation 2, we proposed Algorithm 1 either with a projected gradient descent (PGD) method (Section 4.1) or a greedy method (Section 4.2). Here, we compare the solutions of these different optimization methods with respect to the marginal

---


At least for the synthetic data, bow, F100 and F400; for the real data the true number of outliers is unknown, but assumed to be at least the number of extra added outliers.
Figure 2: Shows uniform (top), focused (middle) and asymmetric (bottom) outliers for the synthetic bow-shaped data. Note that here focused outliers (middle) are at around position (0, -2). Red shows the predicted function of each method. Pink and blue dots are the true outliers and inliers, respectively. Black line shows true function.

Table 1: Evaluation of all methods in terms of outlier ranking performance (R-precision). 10% of data points are outliers.

<table>
<thead>
<tr>
<th></th>
<th>uniform outliers</th>
<th>focused outliers</th>
<th>asymmetric outliers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GP</td>
<td>γ-GP</td>
<td>t-GP</td>
</tr>
<tr>
<td>bow</td>
<td>1.0 (0.0)</td>
<td>1.0 (0.0)</td>
<td>1.0 (0.0)</td>
</tr>
<tr>
<td>F100</td>
<td>0.92 (0.17)</td>
<td>0.86 (0.22)</td>
<td>1.0 (0.0)</td>
</tr>
<tr>
<td>F400</td>
<td>1.0 (0.0)</td>
<td>0.97 (0.02)</td>
<td>0.98 (0.02)</td>
</tr>
<tr>
<td>body</td>
<td>0.84 (0.05)</td>
<td>0.86 (0.05)</td>
<td>0.86 (0.05)</td>
</tr>
<tr>
<td>house</td>
<td>0.85 (0.06)</td>
<td>0.84 (0.04)</td>
<td>0.84 (0.04)</td>
</tr>
<tr>
<td>spacega</td>
<td>0.99 (0.0)</td>
<td>0.87 (0.07)</td>
<td>0.95 (0.01)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>bow</td>
<td>0.57 (0.06)</td>
<td>0.18 (0.1)</td>
<td>0.2 (0.06)</td>
</tr>
<tr>
<td>F100</td>
<td>0.59 (0.16)</td>
<td>0.44 (0.21)</td>
<td>0.39 (0.14)</td>
</tr>
<tr>
<td>F400</td>
<td>0.41 (0.08)</td>
<td>0.47 (0.17)</td>
<td>0.64 (0.34)</td>
</tr>
<tr>
<td>body</td>
<td>0.54 (0.13)</td>
<td>0.54 (0.09)</td>
<td>0.56 (0.18)</td>
</tr>
<tr>
<td>house</td>
<td>0.34 (0.26)</td>
<td>0.46 (0.12)</td>
<td>0.46 (0.13)</td>
</tr>
<tr>
<td>spacega</td>
<td>0.23 (0.02)</td>
<td>0.18 (0.02)</td>
<td>0.17 (0.01)</td>
</tr>
</tbody>
</table>

7.3 HIGHER NUMBER OF OUTLIERS

Finally, we compare the performance of all methods under higher contamination, setting the ratio of outliers to \{0.2, 0.3, 0.4\}. For these experiments, we fixed \(\nu\) to 0.5, meaning that we expect up to 50% of all data points to be outlier. The average outlier detection performance is shown

"Due to the long runtime of the greedy methods, here, we fix \(\nu\) to 0.2 for all methods."
Table 2: Root mean squared error (RMSE) of predictions on test data.

<table>
<thead>
<tr>
<th>Method</th>
<th>no extra added outliers</th>
<th>uniform outliers</th>
<th>focused outliers</th>
<th>asymmetric outliers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GP</td>
<td>γ-GP</td>
<td>θ-GP</td>
<td>ν-GP</td>
</tr>
<tr>
<td>F100</td>
<td>0.15 (0.06)</td>
<td>0.15 (0.06)</td>
<td>0.15 (0.06)</td>
<td>0.15 (0.06)</td>
</tr>
<tr>
<td>F400</td>
<td>0.15 (0.06)</td>
<td>0.15 (0.06)</td>
<td>0.15 (0.06)</td>
<td>0.15 (0.06)</td>
</tr>
<tr>
<td>bow</td>
<td>0.15 (0.06)</td>
<td>0.15 (0.06)</td>
<td>0.15 (0.06)</td>
<td>0.15 (0.06)</td>
</tr>
<tr>
<td>house</td>
<td>0.35 (0.07)</td>
<td>0.35 (0.07)</td>
<td>0.35 (0.07)</td>
<td>0.35 (0.07)</td>
</tr>
<tr>
<td>spacega</td>
<td>0.41 (0.03)</td>
<td>0.41 (0.03)</td>
<td>0.41 (0.03)</td>
<td>0.41 (0.03)</td>
</tr>
</tbody>
</table>

Table 3: Average marginal likelihood of solution found by different optimization methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>PGD</th>
<th>Greedy (batch)</th>
<th>Greedy (1-by-1)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>bow</td>
<td>F100</td>
<td>F400</td>
</tr>
<tr>
<td></td>
<td>1.0 (0.0)</td>
<td>1.0 (0.0)</td>
<td>1.0 (0.0)</td>
</tr>
</tbody>
</table>

Table 4: Average outlier ranking performance (R-precision) of different optimization methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>PGD</th>
<th>Greedy (batch)</th>
<th>Greedy (1-by-1)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>bow</td>
<td>F100</td>
<td>F400</td>
</tr>
<tr>
<td></td>
<td>1.0 (0.0)</td>
<td>1.0 (0.0)</td>
<td>1.0 (0.0)</td>
</tr>
</tbody>
</table>

Table 5: Average root mean squared error (RMSE) on test data of different optimization methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>PGD</th>
<th>Greedy (batch)</th>
<th>Greedy (1-by-1)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>bow</td>
<td>F100</td>
<td>F400</td>
</tr>
<tr>
<td></td>
<td>0.15 (0.05)</td>
<td>0.29 (0.06)</td>
<td>0.24 (0.04)</td>
</tr>
<tr>
<td></td>
<td>0.24 (0.04)</td>
<td>0.29 (0.06)</td>
<td>0.24 (0.04)</td>
</tr>
<tr>
<td></td>
<td>0.38 (0.11)</td>
<td>0.43 (0.05)</td>
<td></td>
</tr>
</tbody>
</table>

Table 6: Average runtime in minutes of each optimization method.

<table>
<thead>
<tr>
<th>Method</th>
<th>PGD</th>
<th>Greedy (batch)</th>
<th>Greedy (1-by-1)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>bow</td>
<td>F400</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.08 (0.1)</td>
<td>0.08 (0.1)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.42 (0.14)</td>
<td>0.42 (0.14)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.43 (0.05)</td>
<td>0.38 (0.04)</td>
<td></td>
</tr>
</tbody>
</table>

8 CONCLUSIONS

The ν-trimmed marginal likelihood (ν-GP) approach is a natural extension of the empirical Bayes framework to robust Gaussian Process (GP) regression. While for GP regression it is common to optimize the covariance function parameters by maximizing the marginal likelihood, here, we additionally proposed to optimize (= select) the subset of data points that maximize the marginal likelihood. We showed that the trimming ratio ν is an intuitive hyper-parameter since it corresponds to an upper bound on the outlier ratio and has the theoretic guarantee of controlling the breakdown point. Note that this is in contrast to the hyper-parameters of commonly used robust methods like the student-t likelihood and the γ-divergence, which are difficult to interpret. In case where prior knowledge about an upper bound on the outlier ratio is unknown, we proposed to iteratively refine a conservative estimate of ν = 0.5, which is the same break-down point as the student-t likelihood.

In practice, the success of ν-GP hinges on an efficient method for optimizing the subset of inliers. For that purpose, we proposed a projected gradient descent (PGD) method, proved its theoretic convergence guarantees, and showed empirically that the quality of the optimization is at par with greedy methods, while being computationally much more efficient. Finally, the resulting ν-GP with PGD compared favorable against common robust GP methods in terms of outlier detection and test prediction.
Table 7: Evaluation in terms of outlier ranking performance (R-precision) with different ratio of outliers; average over the outlier types "uniform", "focused", and "asymmetric".

<table>
<thead>
<tr>
<th></th>
<th>20% outliers</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GP</td>
<td>γ-GP</td>
<td>t-GP</td>
<td>ν-GP</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>bow</td>
<td>0.87 (0.17)</td>
<td>0.72</td>
<td>0.73</td>
<td>0.99</td>
</tr>
<tr>
<td>F100</td>
<td>0.78 (0.12)</td>
<td>0.66</td>
<td>0.81</td>
<td>0.96</td>
</tr>
<tr>
<td>F400</td>
<td>0.8 (0.2)</td>
<td>0.87</td>
<td>0.77</td>
<td>0.99</td>
</tr>
<tr>
<td>body</td>
<td>0.8 (0.23)</td>
<td>0.76</td>
<td>0.77</td>
<td>0.99</td>
</tr>
<tr>
<td>house</td>
<td>0.67 (0.39)</td>
<td>0.74</td>
<td>0.83</td>
<td>0.94</td>
</tr>
<tr>
<td>spacega</td>
<td>0.7 (0.34)</td>
<td>0.7</td>
<td>0.69</td>
<td>0.97</td>
</tr>
</tbody>
</table>

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>30% outliers</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>bow</td>
<td>0.77 (0.19)</td>
<td>0.66</td>
<td>0.72</td>
<td>0.8</td>
</tr>
<tr>
<td>F100</td>
<td>0.75 (0.11)</td>
<td>0.6</td>
<td>0.65</td>
<td>0.98</td>
</tr>
<tr>
<td>F400</td>
<td>0.77 (0.17)</td>
<td>0.72</td>
<td>0.86</td>
<td>1.0</td>
</tr>
<tr>
<td>body</td>
<td>0.76 (0.18)</td>
<td>0.71</td>
<td>0.72</td>
<td>1.0</td>
</tr>
<tr>
<td>house</td>
<td>0.67 (0.32)</td>
<td>0.85</td>
<td>0.86</td>
<td>0.96</td>
</tr>
<tr>
<td>spacega</td>
<td>0.7 (0.28)</td>
<td>0.61</td>
<td>0.58</td>
<td>0.98</td>
</tr>
</tbody>
</table>

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>40% outliers</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>bow</td>
<td>0.71 (0.2)</td>
<td>0.61</td>
<td>0.6</td>
<td>0.66</td>
</tr>
<tr>
<td>F100</td>
<td>0.75 (0.12)</td>
<td>0.6</td>
<td>0.66</td>
<td>0.93</td>
</tr>
<tr>
<td>F400</td>
<td>0.76 (0.15)</td>
<td>0.69</td>
<td>0.77</td>
<td>0.93</td>
</tr>
<tr>
<td>body</td>
<td>0.74 (0.16)</td>
<td>0.67</td>
<td>0.66</td>
<td>1.0</td>
</tr>
<tr>
<td>house</td>
<td>0.68 (0.25)</td>
<td>0.83</td>
<td>0.84</td>
<td>0.98</td>
</tr>
<tr>
<td>spacega</td>
<td>0.73 (0.19)</td>
<td>0.55</td>
<td>0.57</td>
<td>0.98</td>
</tr>
</tbody>
</table>

9 LIMITATIONS AND FUTURE WORK

Due to the cross-validation, the computational costs of Algorithm 2 can be too high for large datasets. Moreover, for non-parametric regression there is an inherent ambiguity in whether a group of samples should be considered as outliers or as samples from the inlier distribution. Therefore, our future work aims to identify not only one partition of outliers and inliers, but different plausible partitions, similar in spirit to the works in [Riani et al., 2014].
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