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"A traditional chinese building"
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Figure 1: Stylized images generated by our training-free method, SADis. (Up) Example of texture
(left) and color (above) conditioned text-to-image (T2I) generation. This approach offers creators
enhanced color control, including the use of color palettes as shown in the last two columns. (Down)
Example with conditioning on content image (left) and color (above), showing it extends to color-only
stylized image generation.

Abstract

Recent advances in Text-to-Image (T2I) diffusion models have transformed image
generation, enabling significant progress in stylized generation using only a few
style reference images. However, current diffusion-based methods struggle with
fine-grained style customization due to challenges in controlling multiple style
attributes, such as color and texture. This paper introduces the first tuning-free
approach to achieve free-lunch color-texture disentanglement in stylized T2I gen-
eration, addressing the need for independently controlled style elements for the
Disentangled Stylized Image Generation (DisIG) problem. Our approach leverages
the Image-Prompt Additivity property in the CLIP image embedding space to de-
velop techniques for separating and extracting Color-Texture Embeddings (CTE)
from individual color and texture reference images. To ensure that the color palette
of the generated image aligns closely with the color reference, we apply a whitening
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and coloring transformation to enhance color consistency. Additionally, to prevent
texture loss due to the signal-leak bias inherent in diffusion training, we introduce
a noise term that preserves textural fidelity during the Regularized Whitening and
Coloring Transformation (RegWCT). Through these methods, our Style Attributes
Disentanglement approach (SADis) delivers a more precise and customizable solu-
tion for stylized image generation. Experiments on images from the WikiArt and
StyleDrop datasets demonstrate that, both qualitatively and quantitatively, SADis
surpasses state-of-the-art stylization methods in the DisIG task.

1 Introduction

Stylized Image Generation [11, 30, 36] aims to transfer a style from a reference image to a target
image. This field has evolved through several technological paradigms, beginning with CNN-
based feature manipulation [20, 65, 36], advancing to attention mechanisms [4, 75, 46], and further
developing through GAN-based image translation [37, 83, 73]. A significant advancement came
with multimodal CLIP guidance [19, 40, 51], which bridged the gap between visual and textual
representations. This breakthrough enabled a novel approach where style transfer could be guided by
textual descriptions rather than being limited to reference images [19, 41, 35]. The field underwent
another transformation with the emergence of Text-to-Image (T2I) diffusion models [56, 59, 57],
which demonstrated remarkable capabilities in personalized image generation [58, 18, 48, 7].

T2I diffusion models catalyzed new developments in stylized image generation [54, 67, 62] — a
specialized paradigm that focuses on creating new images that incorporate specific visual characteris-
tics from reference styles, rather than simply transferring style between existing images. Initially,
many approaches [18, 2] relied on extensive fine-tuning using datasets of similarly styled images.
However, this requirement proved impractical in real-world scenarios, where collecting cohesive
style-specific datasets is often challenging. Addressing these limitations, recent research has focused
on developing tuning-free (free-lunch) methods [76, 54, 38]. These approaches eliminate the need
for costly retraining while maintaining efficient style integration capabilities. Despite their method-
ological differences, both tuning-based and tuning-free approaches share a common characteristic:
they transfer entangled style representations during the image generation process, simultaneously
incorporating both color and texture elements from the style images into the final output.

Although existing stylized image generation methods offer promising advancements, for content
creators, these methods have critical limitations. A key challenge is the lack of granular control
over style elements. Content creators often need to adopt specific aspects of a reference style while
preserving elements of their original vision [13, 27]. Color palettes, in particular, play a crucial
role in this process — they are often meticulously crafted to evoke specific emotions or maintain
brand consistency. Creators may wish to preserve these while adopting textural4 elements from other
reference styles. However, current approaches force an all-or-nothing choice, where accepting a
reference style means incorporating all its visual (texture and color) characteristics simultaneously,
seriously limiting artistic freedom and practical applicability.

To address these limitations, we introduce the problem of Disentangled Stylized Image Generation
(DisIG), which aims to decompose reference styles into independently controllable attributes like
color, texture, and semantic content. This formulation enables artists to selectively transfer spe-
cific style elements while maintaining control over the content using text prompts. One potential
workaround for DisIG using existing methods is to specify desired style attributes through text
prompts. However, this approach requires extensive prompt engineering [47, 77, 72] expertise and
considerable trial-and-error to achieve results that can be obtained more intuitively through image
prompts. Even with significant effort in crafting precise textual descriptions, text prompts often fall
short of capturing the nuanced characteristics of the target style. This limitation stems from the
inherent expressiveness gap between text and visual information — compared with text prompts,
image prompts inherently contain more fine-grained semantic information that is difficult to describe

4In this paper, we use the term texture to refer to the arrangement, repetition, and local patterns of visual
elements such as shapes, edges, intensities, and gradients and excluding color aspects.
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accurately in text, including style attributes such as color and texture. Such nuanced details contribute
to improved generation quality (as shown in Fig. 2-2nd row.).

Figure 2: Compared to SOTA stylization meth-
ods, SADis enables more precise and fine-grained
control of color and texture by leveraging style
element images, which allows for more accurate
specification of visual attributes5.

In this work, we propose what we believe to
be the first DisIG method that enables inde-
pendent control of color and texture through
separate reference images, without any training.
Such application and performance can be seen
from Fig. 1. To achieve this, we first analyze
the additivity property — a characteristic previ-
ously studied in textual spaces [50, 6, 33] — and
demonstrate that it also holds true in the image
prompt space. Then, we work with each style
component separately: we isolate the color rep-
resentation through feature subtraction between
the original color image and its grayscale equiv-
alent, while deriving the texture representation
using a grayscale version of the texture reference
image and SVD rescaling. Finally, to ensure ac-
curate color matching while preserving textures,
we introduce RegWCT , an enhanced whitening
and coloring transform with noise regularization,
which counteracts the signal-leak bias [16, 80]
in diffusion models.

In experiments, we use images from the WikiArt [64] and StyleDrop [62] datasets and evaluate our
approach based on the SDXL model [53]. By comparing against several state-of-the-art stylization
methods, SADis consistently outperforms these baselines over both qualitative and quantitative results,
particularly in achieving accurate color and texture expression for the stylized T2I generation. In
summary, our contributions are as follows:

• We introduce the Disentangled Stylized Image Generation (DisIG) problem, a critical challenge in
real-world applications that enables richer semantic control in diffusion-based stylization.

• We are the first to identify and use the image-prompt additivity property in the CLIP image encoder,
showing how image features can be decomposed and combined similarly to text embeddings.

• We present the first tuning-free (free-lunch) style attribute disentanglement method, SADis, em-
phasizing color and texture as key style attributes. Our color-texture extraction (CTE) and reg-
ularized whitening-coloring transformation (RegWCT) techniques enable effective disentangled
color-texture stylization without additional tuning.

• Through thorough qualitative and quantitative evaluations in standard style transfer benchmarks,
SADis consistently outperforms existing baselines in realistic generation under the DisIG scenario.

2 Related Work

Stylized image generation [30, 11, 37, 83], also related to classical style transfer, aims to generate
images with the artistic style of a reference image. Early research focused on statistical feature
manipulation to transfer artistic styles from reference images. Gatys et al. [20] pioneered this
direction by using covariance matrices for style representation. Following works like AdaIN [36]
improved efficiency by transferring feature statistics between style and content feature maps, while
WCT [45] introduced whitening and coloring transformations to match covariance matrices. Recent
architectural innovations have enhanced stylization capabilities.

A significant paradigm shift occurred with the introduction of CLIP [55], enabling connections
between text and image representations in a shared embedding space. This advancement spawned
methods like ClipStyler [41] to combine global and patch-level CLIP losses for image stylization.

5Here we use the prompt “A ballerina” as an example. The prompt used in InstantStyle and DEADiff is a
detailed description of the color reference image generated by GPT-4o [1].
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Figure 3: Our method, SADis, begins with color-texture extraction (CTE), leveraging the Image-
Prompt Additivity property, which is verified in this paper for the first time. The color embedding
Embclr is obtained by exploiting the Image-Prompt Additivity property, while the texture embedding
Embtx is extracted via a singular value decomposition (SVD) operation. Afterwards, we incorporate
these embeddings into the style cross-attention layer of the SDXL model. Subsequently, we refine
the latent variable zt−1 at each inference step with our proposed RegWCT transformation, aligning
color palettes precisely while retaining essential texture details.

Nowadays, T2I Diffusion models [61, 29, 8] have emerged as the new state-of-the-art models for text-
to-image generation. Then the existing T2I stylization methods [23, 60, 12, 81, 66, 22, 82, 69, 43]
achieve stylized image generation via fine-tuning generative models on few style reference images.
However, this process is time-consuming and struggles to generalize to real-world scenarios where
gathering a suitable subset of shared-style images can be difficult. To address these limitations, interest
in tuning-free (free-lunch) approaches for stylized image generation has grown [10, 15, 70, 71, 26, 24].
These methods introduce lightweight adapters that extract style information from reference images
and inject it into the diffusion process via self-attention or cross-attention layers. Representative
examples include IP-Adapter [76] and Style-Adapter [71], which employ a decoupled cross-attention
mechanism that separates cross-attention layers for handling text and image features independently.
DEADiff [54] introduces a different approach by focusing on extracting disentangled representations
of content and style using paired datasets.

Although existing stylization methods show promise, they lack granular control over individual style
elements - a crucial need for content creators who often want to selectively adopt specific aspects of
reference styles. This introduces a challenge we term the Disentangled Stylized Image Generation
(DisIG). Focusing on color and texture as the most significant style attributes, this paper introduces
the first free-lunch approach to color-texture disentanglement for stylized image generation.

3 Method

3.1 Preliminaries

T2I Diffusion Models. We built on the SDXL [53] model, consisting of two primary components:
an autoencoder and a diffusion model ϵθ(zt, t, τξ(P)), where ϵθ is a UNet, conditioning a latent input
zt, a timestep t ∼ U(1, T ), and a text embedding τξ(P). More specifically, text-guided diffusion
models generate an image from the textual condition as Ctext = τξ(P), where τξ is the CLIP text
encoder [55]6. The cross-attention map is derived from ϵθ(zt, t, Ctext). After predicting the noise,
diffusion schedulers [63, 49] are used to predict the latent which we simplify as zt−1 = G(zt, t, Ctext).

IP-Adapter. Building on T2I diffusion models, the IP-Adapter [76] introduces additional controlla-
bility by conditioning the T2I model on a conditional image Iip. Practically, this involves leveraging
a pre-trained T2I diffusion model and incorporating a cross-attention layer to the (projected) image
condition following each text-prompt conditioning layer. The conditional image is encoded in the
low-dimensional CLIP image embedding space [55] to capture high-level semantic information. By
denoting the CLIP image encoder as τϕ and IP-Adapter projection as IP, this process is adding a
new image condition Cimg = IP(τϕ(Iip)) to the T2I model as zt−1 = G(zt, t, Ctext, Cimg).

6SDXL uses two text encoders and concatenate the embeddings.
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Figure 4: a) Image-prompt additivity: Image encoder latent space enables color extraction via
grayscale subtraction. This color information can then be added to latent representations of other grey-
scale images; b) By subtracting the grayscale image embeddings from the color image embeddings,
we can effectively remove the texture information and isolate the color information.

3.2 Disentangled Stylized Image Generation

In a typical artistic workflow, creators draw inspiration from multiple sources to produce their final
results. They might select a color palette from a sunset photograph, adopt textural patterns from
a baroque painting, and incorporate structural elements from architectural blueprints—all while
maintaining precise control over which elements they adopt from each reference. We term this ideal
multi-target style transfer problem as Disentangled Stylized Image Generation (DisIG).

This multi-source approach to artistic creation (DisIG) contrast to current computational stylization
methods [45, 9, 40], which typically extract and apply a bundled representation of “style” from a
single reference image. To address the limitation, we first analyze how color and texture are entangled
in existing stylization approaches. We focus specifically on these two attributes because they represent
fundamental, measurable components of visual style that artists frequently manipulate independently.

Problem Setup. We formally define the DisIG task as follows: Given a text prompt P , a color
reference image Iclr, and a texture reference image Itx, our goal is to generate an image that
semantically aligns with P while independently adopting the color distribution of Iclr and the
textural characteristics of Itx. The color reference Iclr can be either a standard RGB image or a
discrete color palette. Unlike traditional style transfer that applies a holistic "style" from a single
reference, our formulation enables precise, attribute-specific control by explicitly disentangling and
separately transferring color and texture components.

3.3 Style Attributes Disentanglement

Here, we present our Style Attributes Disentanglement method (SADis). An overview is provided
in Fig. 3. To successfully extract the color and texture information, we exploit the image-prompt
additivity property as in Sec. 3.3.1. Next, we explain the color-texture extraction (CTE) in Sec. 3.3.2,
and the noise-regularized whitening-coloring transformation (RegWCT) is detailed in Sec. 3.3.3.

3.3.1 Image-Prompt Additivity

To achieve disentangled stylization, we first analyze the additivity property of image prompts. This
property is the main insight on which our color-texture disentanglement is based. It is illustrated
using the CLIP image encoder, as adopted in the IP-Adapter [76]. Note that this property has been
explored in text prompt spaces [50, 6]; here we show that it also holds in the image embedding space.

Consider the image embedding space as shown in Fig. 4-(a). Here we show a PCA plot of the
embedding space for a distribution of images generated with three different text prompts. The
embedding of a color image contains all information of the image (see e.g. points A and B). If
we compare this embedding with the embedding of its grey-scale version (A′, B′), the difference
between the two embeddings is due to the removal of color information. We here hypothesize that
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Figure 5: We extract texture information and suppress gray expression through SVD reweighting,
and color alignment is improved by RegWCT .‘Baseline’ denotes color-texture disentanglement with
Image-Prompt Additivity only (i.e., without SVD and RegWCT). (a) shows the Roles of SVD and
RegWCT within SADis. (b) Our approach enables more precise color alignment with Iclr via RegWCT ,
whereas direct WCT manipulation compresses texture details and high-frequency components. (c)
RegWCT rectifies the latent distribution that is affected by WCT. The distribution of the image latent
generated with RegWCT technique is closer to that of the image generated without WCT in the
frequency domain, across diverse time steps.

adding this difference to the embedding of another grey image, would transfer the color information
to this image. This is illustrated for the figure of the grey bird image C. We can also see that the
differences of A−A′ and B −B′ form a relatively compact distribution.

3.3.2 Color-Texture Extraction

Leveraging this image-prompt additivity, we disentangle color and texture representations from their
respective reference images. For color extraction, we take the color image embedding and subtract
the grayscale image embedding:

Embclr = τϕ(Iclr) –⃝ τϕ(GS(Iclr)) (1)

where GS is the grayscale operation, Embclr ∈ Rnt×c. This strips away semantic information to
retain only the color attributes (See Fig.4-b).

For texture extraction, we first convert the texture reference image to grayscale to remove any
influence of its color palette, which is formulated as Emb∗

tx = τϕ(GS(Itx)), Emb∗
tx ∈ Rnt×c.

However, using only the grayscale texture embedding creates a mismatch in scale between the color
and texture branches, often resulting in overly gray tones in T2I generations (as shown in Fig. 5
(a)-2nd col.). To address this, we average the gray texture image to obtain a pure gray image, which
summarizes the main gray tone information in the GS(Itx) image. Following that, we concatenate
both embeddings from token-wise to obtain the initial texture representations:

Emb
′

tx = Emb∗
tx c⃝ τϕ(Avg(GS(Itx))) (2)

Emb
′

tx ∈ R2nt×c. Next, we conduct the Singular-Value Decomposition (SVD) over the texture
representations. Inspired by [21, 44], we assume that the main singular values of Emb

′

tx correspond
to the shared fundamental information of these two grayscale images, specifically the grayscale
tone. We then have: Emb

′

tx = UΣVT , where Σ = diag(σ0, σ1, · · · , σnt
, · · · , σ2nt−1),the singular

values σ0 ≥ · · · ≥ σ2nt−1. To suppress the gray tone expression and extract the texture information,
we introduce the augmentation for each singular value as:

σ̂ = βe−γσ ∗ σ. (3)

where e is the exponential, γ and β are parameters with positive numbers. We then recover it as
Embre = UΣ̂VT , with the updated Σ̂ = diag(σ̂0, σ̂1, · · · , σ̂2nt−1). The texture embedding is
obtained by Embtx = Embre[ : nt, : ]. That effectively reduces residual gray-color influences
while preserving texture details. After extracting both color and texture reference image embeddings,
we achieve a baseline of the DisIG problem. The T2I inference process is now formulated as:
z

′

t−1 = G(zt, t, Ctext,Embtx ⊕ Embclr). Note that, we only inject the disentangled embedding
Embtx ⊕Embclr into the first decoder layer to compute cross-attention maps, which shows better
stylization performance as previous works proved [67, 68, 2, 66]. Examples shown in Fig. 6 (2nd
cols.) demonstrate the effectiveness of our proposal.
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3.3.3 Regularized Whitening-Coloring Transforms

WCT: whitening-coloring transformation. Solely applying our CTE method does not fully ensure
a precise color palette match between the reference color image Iclr and the generated output (see
Fig.5). We hypothesize that while CLIP embeddings capture high-level semantic information, they
may not fully represent nuanced color distribution details. To better align the color distributions
of the generated image with the color reference, we incorporate a whitening-coloring transform
(WCT) [45, 9, 31] applied to the noisy latent as zwct

t = WCT(z
′

t) (detailed WCT formulas in
the Supplementary). This approach allows for a more faithful color transfer by aligning the latent
representations with the reference color palette, enhancing the stylistic consistency of generated
images. Examples of applying the WCT transform during the T2I generation process are presented
in Fig. 5-(b), demonstrating an improved alignment of color palettes between the generated images
and the reference color images. This enhancement visually confirms the effectiveness of WCT in
achieving more accurate color transfer, resulting in a closer match to the desired color distribution.

Noise Regularization for WCT. However, as shown in Fig. 5-(b), the WCT process tends to compress
texture details, distorting high-frequency information, which is also observed in previous works [80,
42]. This issue is attributed to the signal-leak bias [16] and the inverted latent distribution gap from
the inversion process [80]. These terms essentially describe the same underlying phenomenon: during
training, the distribution of zT —the latent representation after adding Gaussian noise to z0—does
not perfectly match a standard Gaussian. Instead, it always contains the leakage or some certain
prior information towards the original image, causing the residual structure to persist even at high
noise levels. This biased noise in the forward diffusion process leads to a slight misalignment in
texture representation during generation. To address this, we propose adding a small-scale noise to
the latent as zt = zwct

t + λ · δ, δ ∼ N (0, 1), determined by a scale hyperparameter λ, to recover the
lost high-frequency details. By introducing this noise regularization term, the regularized whitening-
coloring transformation (RegWCT) achieves improved generative performance, better aligning both
color and texture in the generated images with the reference images. Given a latent z

′

t at timestep
t, the color rectified latent zt after RegWCT is formulated as zt = (1− ω) z

′

t + ω ·RegWCT(z
′

t),
where ω acts as a balance weight. To prevent the inference trajectory from deviating too much
from the original one, we only perform the RegWCT transformation during the intermediate steps as
[Tstart, Tend]. With all these techniques, including color-texture extraction (CTE) and Regularized
WCT transformation (RegWCT), our method SADis achieves customizable and flexible Disentangled
Stylized Image Generation (as shown in Fig. 5 (a)-4th col.).

3.3.4 ControlNet-based real image stylization

Our method can be integrated with ControlNet [79] CN to facilitate content-based stylized image
generation, as illustrated in Fig. 1 (down) and Fig. 7 (a). By using any pretrained ControlNet model
(e.g. Canny-conditioned) as the base pipeline while maintaining all other hyperparameters consistent
with SADis, we are able to significantly broaden the applicability of our method. More specifically,
we have an input Ic as the content image, it is passed through the ControlNet CN (Ic) as conditions
for T2I generation model as z

′

t−1 = G(zt, t, CN (Ic),Embtx ⊕Embclr), where zT ∼ N (0, 1) and
the textual prompt as null P = “”.

4 Experiments

4.1 Experimental Setups

Datasets. To ensure a fair comparison, we randomly select 40 images in total from the WikiArt [64]
and StyleDrop [62] datasets. For our method, SADis, each of these images serves as either a color
reference or a texture reference to enable color-texture disentanglement. In contrast, since the
comparison methods lack disentanglement capabilities, we treat each of these 40 images as a style
reference for these methods, supplemented by auxiliary text prompts generated from GPT-4o [1] as a
strong captioning model. For quantitative comparisons, we used 20 images as the color reference set
and 20 as the texture reference set. We also sampled 10 content prompts from StyleDrop, resulting in
4,000 stylized images per method to ensure fair and extensive comparisons with numerous images.
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Figure 6: Disentangled Stylized Image Generation (DisIG) compared with baseline methods. For
other approaches, we used GPT-4o to generate color descriptions based on the color reference image,
incorporating these descriptions into the text prompts (details shown in the Supplementary). Our
SADis accepts separate color and texture reference images to achieve flexible control.

Evaluation Metrics. We evaluate our method using multiple quantitative metrics. (1) For a general
quality evaluation, we use CLIP-Score (CLIP) [28] to evaluate the T2I generation performance,
specifically measuring the semantic consistency between the generated image and the text prompt.
(2) For the evaluation of color attribute alignment, the MS-SWD [25] metric specifically evaluates
color distance between generated and reference images. Color histogram distance (C-Hist) computes
the distance between both color histograms. The GPT-4o color score [1] requests the GPT model
to rate from 0-5 according to the color consistency between the color reference and the generated
image. (3) For the texture quality, the Kernel-Inception Distance (KID) [5] is assessing the quality of
generated images by measuring the dissimilarity between the real and generated image distributions
(We use feature dimension as 2048 and evaluate on the 4000 images). CLIP-I is used to evaluate the
similarity between the texture image and the generated image in grayscale.

Implementation Details. We build our method SADis upon the SDXL [53]. To apply the image
embeddings as additional conditions to the T2I model, we use the IP-Adapter [76] pretrained
projectors. Both of these models are based on the CLIP model [55], where the SDXL model utilizes
the CLIP text encoder to generate textual embeddings and the IP-Adapter leverages the CLIP image
encoder to extract image embeddings before the embedding projector. For the hyperparameters, we
set λ = 0.01, Tstart = 0.8T, Tend = 0.6T, ω = 0.5, γ = 0.003, β = 1.0. For the time cost, we
reported for 50-step DDIM. All the experiments are conducted on a single L40s GPU.

Comparison Methods. We compare with several state-of-the-art tuning-free stylization approaches
based on the T2I diffusion models: DEADiff [54], InstantStyle [67], IP-Adapter [76], CSGO [74],
DreamStyler [3], StyleDrop [62] and Artist [39]. For these baseline methods, we utilize the GPT-
4o [1] model to generate captions from the color reference image, which are appended to the original
textual prompt to guide the T2I generation. Additionally, SDXL [53] and Artist model are included in
comparisons by generating captions from both the color and texture reference images, appending these
captions to the textual prompts to guide the generation process. We include much more experimental
setup details, qualitative and quantitative results in the Supplmentary Material.

4.2 Experimental Results

Qualitative Comparison. In our comparison of generation quality, visual results under the Disentan-
gled Stylized Image Generation (DisIG) scenario are shown in Fig. 6 and Fig. 7. While baseline
methods manage to capture some style information from the style reference image (the texture image
for SADis), they fail to represent the color palette provided by the color reference accurately. The
IP-Adapter and InstantStyle methods even retain original layouts and elements from the style images,
deviating from the intended stylization. Other baselines, such as Artist [39] and DEADiff [54], exhibit
poor generation quality, reflecting a limited understanding of both color and texture attributes. In
contrast, our method, SADis, allows for both texture and color reference inputs, offering precise, con-
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Table 1: Quantitative Comparison with existing image stylization methods. The best and second-best
numbers are marked with bold and underlined respectively.

Method CLIP Color Texture Time Cost (s) User study (%)
MS-SWD↓ C-Hist↓ GPT4o↑ CLIP-I↑ KID↓ Color↑ Texture↑ Both↑

SDXL [53] 0.272 9.51 1.20 3.01 0.69 0.08 9.26 16.99 5.84 11.65
IPAdapter [76] 0.233 11.54 1.23 2.84 0.84 0.043 9.52 6.08 22.54 14.55

InstantStyle [67] 0.261 12.53 1.32 2.80 0.74 0.056 9.31 4.81 24.94 13.10
Artist [39] 0.269 10.48 1.39 2.82 0.69 0.089 12.32 9.38 1.79 3.40

DEADiff [54] 0.267 11.20 1.24 2.73 0.69 0.087 1.86 4.57 2.59 2.67
StyleDrop [62] 0.275 13.52 1.43 2.67 0.70 0.054 6.91 5.07 3.57 5.34
DreamStyler [3] 0.277 12.17 1.26 2.39 0.71 0.060 5.23 4.67 3.57 5.39

CSGO [74] 0.280 14.25 1.36 2.63 0.69 0.071 15.99 6.59 9.73 6.06
SADis (Ours) 0.281 5.57 0.96 3.34 0.74 0.049 10.30 41.83 25.42 37.84

Table 2: Ablation by removing each components in our method SADis.

Method Color Texture Time cost (s)MS-SWD↓ C-Hist↓ CLIP-I↑
SADis (Ours) 5.57 0.96 0.74 ≈ 10.30

− SVD 5.70 1.01 0.76 ≈ 10.29
− RegWCT 8.05 1.06 0.75 ≈ 9.42

− SVD − RegWCT 8.93 1.10 0.76 ≈ 9.41

trollable T2I stylization. The generated images by SADis exhibit significantly improved color fidelity
and texture detail compared to other approaches, demonstrating its effectiveness in disentangled
style attribute transfer. To further validate SADis’s robustness, we conduct two tests: (1) swapping
the color and texture reference images as shown in Fig. 7 (c), and (2) modifying their saturation
and illumination levels, as shown in Fig. 7 (d). Unlike existing approaches such as InstantStyle,
which cannot preserve image content under these conditions (detailed in Supplementary), SADis
successfully applies color and texture independently while keeping the content largely unchanged.

Quantitative Comparison. A detailed quantitative comparison is provided in Tab. 1 to further support
our findings. Our method, SADis, retains text-image alignment quality at a level comparable to the
base SDXL model [53], as indicated by the CLIP score. This comparison demonstrates that SADis
preserves alignment with the textual prompt better than other methods. Regarding color alignment,
SADis significantly outperforms other approaches. For texture representation, the IP-Adapter-based
methods, including InstantStyle [67] and SADis, show superior performance over other baselines.
They achieve higher texture-related metrics at the expense of color fidelity and text-image alignment
quality. The high texture scores for IP-Adapter can be explained by the fact that they control all
cross-attention layers; However, this leads to high-semantic content leakage (like the same stars in
the Van Gogh bear in Fig. 6). We decided to prevent this by only controlling the cross-attention of the
low-level layers following InstantStyle [67, 2, 66]; Therefore, our texture results are close to those
of InstantStyle, but at the same time we greatly improve color fidelity. In addition, their generated
images follow the same structure as the original texture image, showing that they do not disentangle
structure from texture but overfit to the contents of the texture images.

Ablation Study. The ablation study for each component of SADis is listed in Tab. 2. Results show
that SVD rescaling in the CTE process and the noise-regularized RegWCT techniques significantly
enhance color alignment while only slightly reducing texture precision, which is almost undetectable
in the CLIP-I metric. The trade-off between texture and color alignment is optional for users, allowing
them to adjust the balance based on the requirements.

User Study. To better assess alignment with human preferences, as shown in Tab. 1(right), we
conducted a user study with 24 participants (30 sextuplets/user), collecting 720 data for each method.
Each was asked to “select the best image from pairs of generated images, taking into account overall
quality (considering both color and texture alignments), color alignment, and texture alignment,
respectively.” Our method outperformed other baseline approaches with at least a 20% improvement.
This demonstrates the potency of SADis and its high alignment with human preference.

4.3 Additional Features

Image-based stylization. SADis Integrated with ControlNet achieves image-based stylized gen-
eration, as shown in Fig. 7 (a). Here, we adopt ControlNet (Canny) as the base model, setting its
conditioning scale to 0.6. This integration broadens the application scenarios of SADis.
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Figure 7: (a) SADis allows for real-image stylization. (b) SADis effectively disentangles color and
material elements from separate images, enabling precise control over color and material in image
generation. (c) SADis remains effective when exchanging texture and color images. (d) SADis can
capture color image properties such as saturation and illuminant. This further demonstrates the
robustness of SADis in realistic DisIG scenario.

Figure 8: SADis is compatible with MMDiT-based models. (a) demonstrates color-texture disentan-
gled stylization results on FLUX.1-dev, while (b) shows the corresponding results on SD3.5.

Color and material transfer. Given color and material references from separate images, SADis is
also capable of disentangling color and material elements, and provides precise controls over color
and materials in T2I generation. The color and material transfer results are shown in Fig. 7 (b). This
capability of SADis highlights its potential applications in artistic creation and industrial design.

Compatible with MMDiT-based models. SADis is also compatible with MMDiT-based models
(SD3.5 [14] and FLUX.1-dev7) to achieve color-texture disentangled stylization. Specifically, we use
SD3.5 and FLUX.1-dev as the base models. These models employ the original text encoders (i.e.,
T5, CLIP-L, and CLIP-G) for content control. We utilize SigLIP [78] with a pretrained adapter8,9

for style control. Color-texture embeddings are extracted and disentangled from SigLIP features,
following the same workflow as illustrated in Fig. 3. As shown in Fig. 8, SADis achieves color-texture
disentanglement and enables stylized image generation on these MMDiT-based models as well. This
demonstrates that the color-texture disentanglement capability of SADis does not rely on the U-Net
architecture and can be generalized to MMDiT-based models for stylized image generation. It also
indicates that SADis is not limited to specific CLIP models and can be applied to other text-image
pretrained encoders.

5 Conclusion

We addressed a critical challenge in stylized image generation by introducing the concept of disen-
tangled stylized image generation (DisIG). We focused on color and texture as key style attributes,
presenting the first approach, named style attribute disentanglement (SADis), for independent control
over these elements. Using the image-prompt additivity property, we proposed novel techniques,
including the color-texture extraction (CTE) and regularized whitening-coloring transformation
(RegWCT), to ensure enhanced color-texture consistency and more accurate results. Experimental
evaluations demonstrate that SADis significantly outperforms existing stylization methods, both qual-
itatively and quantitatively. This work also opens new avenues for more flexible and customizable
image generation, paving the way for future innovations for art creators.

7https://huggingface.co/black-forest-labs/FLUX.1-dev.
8https://huggingface.co/InstantX/SD3.5-Large-IP-Adapter.
9https://huggingface.co/InstantX/FLUX.1-dev-IP-Adapter.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: See Abstract and Introduction.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: See Appendix A.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: Sec. 4.1
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• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: Supplementary Material.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: Sec. 4.1
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [NA]
Justification: Not applicable.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
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• It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: Appendix (Supplementary Material).
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: We have carefully checked the NeurIPS code of ethics.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: See Appendix A.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
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generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: Not applicable.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: We politely cited the existing assets and read their usage license.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
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Answer: [NA]

Justification: Not applicable.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [Yes]

Justification: Sec.4.2 and Supplementary Material.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: Not applicable.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [Yes]
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Justification: Supplementary Material.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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Appendix

A Statements

Limitations. The present study focuses on disentangling the color and texture elements in a training-
free manner, and performing stylized image generation using these elements. This method can offer a
flexible and customizable image generation for art creators and designers. However, when applying
to content-consistency stylization, the consistency generation ability of this work can be further
improved. In our future work, we will explore deeper with the consistency and expand our research
into content-consistency stylization.

Broader Impacts. SADis enhances the flexible stylization capability in text-to-image synthesis by
disentangling the color and texture elements. However, it also carries potential negative implications.
It could be used to generate false or misleading images, thereby spreading misinformation. If SADis
is applied to generate images of public figures, it poses a risk of infringing on personal privacy.
Additionally, the automatically generated images may also touch upon copyright and intellectual
property issues.

Ethical Statement. We acknowledge the potential ethical implications of deploying generative
models, including issues related to privacy, data misuse, and the propagation of biases. All models
used in this paper are publicly available. We will release the modified codes to reproduce the results of
this paper. We also want to point out the potential role of customization approaches in the generation
of fake news, and we encourage and support responsible usage.

Reproducibility Statement. To facilitate reproducibility, we will make the entire source code and
scripts needed to replicate all results presented in this paper available after the peer review period. We
will release the code for the novel color metric we have introduced. We conducted all experiments
using publicly accessible datasets. Elaborate details of all experiments have been provided in the
Appendices.

B Image-Prompt Additivity

B.1 Broader Property of Image-Prompt Additivity

We demonstrate the broader property of Image-Prompt Additivity in Fig. 9. For instance, in Fig. 9-(a),
subtracting the embedding of a hat from the embedding of a person wearing a hat results in the
generation of a person without a hat. Similarly, in Fig. 9-(b), adding the embedding of glasses to
a person results in the generation of that person wearing glasses. We refer to this phenomenon as
Image-Prompt Additivity. We hypothesize this property originates from the image-text paired training
in CLIP models [55]. The training process endows the image branch with the additivity property
inherent to the text embedding space [50, 33, 6]. Although the person identities are altered after
embedding additivity manipulations, this approach demonstrates a promising property for enabling
our training-free color-texture disentanglement. Building on this property, we develop our method,
SADis, to extract color and texture information from reference images and effectively apply these
attributes in T2I generation.

In future work, we aim to address the limitations of Image-Prompt Additivity by enhancing identity
consistency after additivity manipulations. This could broaden the impact and applicability of this
property, advancing its utility in the field of image generation.

B.2 Extra Analysis on Image-Prompt Additivity

As another illustration of image prompt additivity, we construct a set of blue, red, and green images.
For example, the blue set is constructed by setting the red and green color channels to zero of a set of
100 images (similarly, for the green and red set). We isolate the color representation by performing
a feature subtraction between the blue image and its grayscale equivalent. We plot their projected
embeddings as blue dots in Fig. 10-(Right); note how these embeddings always maintain close to the
pure blue embedding and are far from the green and red embeddings. Also, generated images with
these subtraction blue color embeddings keep the bluish color palette as expected (see the car and
t-shirt). An extended analysis is presented in Fig. 11, where we apply similar manipulations using
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Figure 9: By subtracting or adding the object image embeddings from the input image embeddings,
we can effectively remove or add the object to the scene, although some degree of identity information
for the person is also diminished.

Figure 10: (Left) By subtracting the grayscale image embeddings from the color image embeddings,
we can effectively remove the texture information and isolate the color information. Combined
with the prompt “A photo of a bird” we can generate images in the same color schemes as the
input images. (Right) By subtracting the bluish image embeddings with the grayscale embeddings
for random generated images with 100 prompts, we visualize the subtracted embedding via PCA
decomposition. We observe them gathering around the pure blue image. The generation with these
subtracted embeddings further prove the consistency.

colorful images as color references. The successful clustering further confirms that the resulting
embeddings effectively preserve essential color information.

C Implementation details

We develop our method, SADis, based on the SDXL model [53], which is among the leading open-
source T2I generative models available. To construct the experimental datasets, we randomly select
40 images from the WikiArt dataset [64] and StyleDrop [62] image collections. Each image can be
used either as a color reference or a texture reference in the experiments. All input images are resized
to 512×512 before feeding into models. Also, for quantitative comparisons, 20 images are designated
as the color reference set, while the remaining 20 serve as the texture reference set. Additionally,
we sample 10 content prompts from StyleDrop, yielding a total of 4000 stylized images for each
method for comparison. Since some comparison methods (such as SDXL [53] and Artist [39]) require
text prompts as style controls for image generation, we employ the state-of-the-art vision-language
model GPT-4o as the image captioning tool to generate precise color and texture prompts from the
reference images. Subsequently, the content, color, and texture prompts are concatenated in the
format: ‘{content prompt}, {texture prompt} in the color {color prompt}’. As for the comparison
models (like DEADiff [54], IP-Adapter [76], Instantstyle [67], DreamStyler [3], StyleDrop [62], and
CSGO [74]) that require text prompts for color control, the text prompt is constructed as: ‘{content
prompt}, in the color {color prompt}’. All experiments were conducted on an NVIDIA-L40s GPU.
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Figure 11: By subtracting the color image embeddings with the grayscale embeddings for random
generated images with 100 prompts, we visualize the subtracted embedding via PCA decomposition.
We observe them gathering around the color reference image. The generation with these subtracted
embeddings further prove the consistency.

We further include the details of each evaluation metric. CLIP Score [55] is used to evaluate the
semantic alignment between the text prompt and the generated image. We calucate the CLIP Score
according to configuration of the T2I-CompBench repository [34]. For the color alignment evaluation,
we use MS-SWD [25], color histogram distance (C-Hist), and GPT4o to calculate the color attribute
similarity between the color reference and the generated image. MS-SWD [25]: since the generated
imgae are usually not spatially aligned with the color reference image, we use MS-SWD to better
evaluate the color attribute alignment according to the default setting of their repository [25]. C-Hist:
we first compute the RGB histograms of the color reference and generated images. Afterwards, the
Bhattacharyya distance is used to measure the differences between their color histograms. GPT-
4o score [1]: to comprehensively evaluate the color alignment performance, we furture adopt the
multimodal model GPT-4o to compute the color alignment score between the generated image and
the color reference image. Specifically, the GPT-4o metric is computed according to Fig. 12. Firstly,
following the previous work[17], we extract dominant colors by ColorThief. Afterwards, we feed the
extracted color names to GPT-4o as the reference color from the color image, and ask GPT-4o to give
1-5 points according to the criteria shown in Fig. 12.

D WCT transformations formulas

Given a latent z
′

t ∈ RC×H×W and a color reference latent zct ∈ RC×H×W at timestep t, we adopt
Whitening and Coloring Transforms (WCT) [45, 9, 31] to transform z

′

t to match covariance matrix
of color reference latent zct . There are two step for WCT: Whitening transform and Coloring
transform.

Whitening transform: the latent z
′

t is firstly centered by subtracting its mean vector m, and then an
uncorrelated latent ẑt

′
is obtained by:

ẑt
′
= ED−1/2ETz

′

t, (4)

where D denotes a diagonal matrix of z
′

tz
′T
t ∈ RC×C and E is the corresponding orthogonal matrix

of eigenvectors which satisfy z
′

tz
′T
t = EDET.
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Figure 12: GPT-4o metric for color alignment evaluation.

Figure 13: Some color and texture prompts generated by GPT-4o for comparison methods in the
main paper for qualitative evaluation.

Coloring transform: it’s the reverse process of Whitening transform [32, 45]. Beforehand, the
color reference latent zct is centered by subtracting its mean vector mc. Subsequently, we obtain the
transformed latent zwct

t which satisfies the desired correlations zwct
t zwct

t
T
= zct z

c
t

T = I:

zwct
t = EcD

−1/2
c ET

c ẑt
′
, (5)

where Dc is a diagonal matrix with the eigenvalues of the covariance matrix zct z
cT
t and Ec is the

corresponding orthogonal matrix of eigenvectors. Finally, we re-center the WCT transformed latent
zwct
t by adding the mean vector mc of the color reference latent zct :

zwct
t = zwct

t +mc. (6)

E Additional Experimental Results

In Fig. 14, we include more color-texture disentanglement examples of our method SADis, which is
under the Disentangled Stylized Image Generation (DisIG) scenario.

Additional comparison results with complex prompts. To further evaluate performance with
complex prompts, we conducted additional experiments by randomly sampling 10 complex prompts
from DREAMBENCH++ [52], together with 10 color and 10 texture images from our dataset,
resulting in 1000 generated images for evaluation. As shown in Tab. 3, compared to other methods,
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Figure 14: Additional experimental results of SADis.

our approach achieves the best disentanglement of color and texture, resulting in a more balanced
performance in both color and texture consistency. Specifically, our method attains significantly
higher color consistency, while other methods often exhibit strong color-texture entanglement, with
color being overly influenced by the texture reference image. Although IP-Adapter achieves the
highest numerical score for texture consistency, it suffers from severe semantic leakage from the
texture reference image (Row 2 and Row 3 in Fig. 6), leading to poor text-image alignment (CLIP
score: 0.257), which is inadequate for stylization. In contrast, except for IP-Adapter, our method
achieves the highest scores in both texture consistency and text-image alignment.

Image-based stylization. Furthermore, our method, SADis, can be seamlessly integrated with
ControlNet [79] to enable image-based stylized generation and material transfer, as demonstrated
in Fig. 16 and Fig. 15(the last row) respectively. Here, we adopt ControlNet (Canny) as the base
pipeline, setting its conditioning scale to 0.6. All other hyper-parameters are kept consistent with
those of SADis. This integration broadens the application scenarios of our proposed approach.

Color and material transfer. Given color and material references from separate images, our method,
SADis, is also capable of disentangling color and material elements, and provides precise controls
over color and materials in T2I generation. The color and material transfer results are shown in
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Figure 15: Stylized images generated by our training-free method, SADis. (Up) As shown in the first rows, it
enables disentangled control over color and style attributes in text-to-image diffusion models using separate
image prompts. This approach offers creators enhanced color control, including the use of color palettes as in
the last two columns. (Down) SADis also enables real-image stylization by incorporating a content image as
an additional condition via ControlNet. Furthermore, it extends to color-only stylized generation and material
transfer for more flexible image generation.

Table 3: Quantitative comparison with complex prompts. The complex prompts are sampled from
DREAMBENCH++ [52]. The best and second-best numbers are marked with bold and underlined
respectively.

Method CLIP Color Texture
SWD↓ C-Hist↓ GPT4o↑ CLIP-I↑ KID↓

SDXL [53] 0.291 9.00 1.14 3.07 0.698 0.091
IPAdapter [76] 0.257 9.99 1.15 2.96 0.817 0.058

InstantStyle [67] 0.278 11.21 1.25 2.85 0.751 0.065
Artist [39] 0.253 11.15 1.24 2.67 0.742 0.082

DEADiff [54] 0.280 10.01 1.14 2.80 0.718 0.090
StyleDrop [62] 0.290 11.90 1.35 2.83 0.731 0.078
DreamStyler [3] 0.300 11.27 1.21 2.57 0.677 0.083

CSGO [74] 0.299 12.60 1.22 2.64 0.728 0.081
SADis (Ours) 0.301 6.08 0.95 3.14 0.751 0.064

Fig. 19 and Fig. 15(the last row). This capability of SADis highlights its potential applications in
artistic creation and industrial design. We also desire to note that, the term “color palette” typically
refers to the overall color scheme of an image, not specific local regions. Our SADis does not control
the color palette of individual objects in general. However, Fig. 19 demonstrates controlled color and
material transfer using a masking mechanism with our method SADis.

Color and texture transfer from the same image. SADis performs exceptionally well when
using the same image as both the color and texture reference (as shown in Fig. 20), showcasing its
remarkable flexibility and adaptability. This ability highlights the method’s robustness in leveraging a
single source to effectively guide both color and texture information, ensuring consistent and coherent
results. The comparative experimental results are presented in Tab. 4. In terms of texture consistency,
our method achieves the best performance among all methods except for IP-Adapter. However, it
is important to note that although the IP-Adapter achieves the highest numerical score for texture
consistency, it introduces severe semantic leakage from the texture reference image (see Row. 2
and Row. 3 of IP-adapter results in Fig. 6), resulting in poor text-image alignment (CLIP: 0.260 in
Tab. 4), which fails to meet the requirements of stylization. In contrast, excluding the IP-Adapter,
our method achieves the highest scores in color consistency (MS-SWD: 3.19), texture consistency
(CLIP-I: 0.754), and text-image alignment (CLIP: 0.302).

Robust to color variations. As shown in Fig.21 and Fig. 22, we vary the saturation and illuminant
continuously. To be specific, for saturation, we developed a Python-based saturation adjustment tool
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Figure 16: Our work is compatible with ControlNet to achieve image-based stylization.

Figure 17: Visualization of ablating each component of SADis.

utilizing HSV (Hue, Saturation, Value) color space transformation. The tool linearly modifies the
saturation channel using factors of [0.2, 0.6, 1.0, 1.5, 3.0], respectively, before converting the images
back to RGB format. The results of saturation variations are shown in Fig. 21. Regarding the color
of the illuminant, we modify images by applying calibrated RGB channel multipliers. For warm
temperatures (red) as shown in Fig. 22, red increases by 30%, green reduces by 10%, and blue by
20%. The intensity of these adjustments can be controlled (0-1 range), enabling fine-grained color
temperature manipulation. We present 3 increasing intensities in Fig. 22. Our method SADis is able
to generate images with smooth change along with the saturation and illuminant color variations,
while the other method InstantStyle [67] fails. That further proves the robustness of our method
SADis for Disentangled Stylized Image Generation (DisIG).

Each component works independently. The T2I generations in Fig. 18-left provide evidence that
the color and texture branches in SADis function independently. Additionally, the visualization for
our ablation study in Fig. 17 further demonstrates improved color alignment with minimal texture
degradation, achieving a good trade-off. However, the trade-off between texture and color alignment
is optional for users, allowing them to adjust the balance based on the requirements of specific
application scenarios.

Stability of different sampling rounds. We conducted additional experiments to assess the stability
of color and texture in repeated generations. For each setting, the process was repeated five times,
generating 1,000 images per round and computing the relevant metrics. As summarized in Tab. 5,
the results show minimal variation in color and texture consistency across rounds, demonstrating the
robustness and stability of our method.
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Figure 18: SADis can control color and texture generation separately using reference images.

Figure 19: SADis effectively disentangles color and material elements from separate images, enabling
precise control over color and material in image generation.
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Figure 20: SADis performs well using the same image as both the color and texture reference,
demonstrating its flexible capability.

Table 4: Quantitative comparison where both color and texture are derived from the same image. The
best and second-best numbers are marked with bold and underlined, respectively.

Method CLIP Color Texture
MS-SWD↓ C-Hist↓ GPT4o↑ CLIP-I↑ KID↓

SDXL [53] 0.292 9.12 1.15 3.04 0.696 0.090
IPAdapter [76] 0.260 4.18 0.63 3.44 0.815 0.057

InstantStyle [67] 0.277 4.21 0.64 3.41 0.753 0.066
Artist [39] 0.272 10.98 1.18 2.83 0.744 0.077

DEADiff [54] 0.295 10.81 1.14 2.66 0.721 0.089
StyleDrop [62] 0.292 12.16 1.28 2.51 0.717 0.090
DreamStyler [3] 0.301 11.90 1.09 2.53 0.691 0.095

CSGO [74] 0.298 6.43 0.83 3.09 0.716 0.089
SADis (Ours) 0.302 3.19 0.53 3.51 0.754 0.066

Figure 21: Compared to InstantStyle, SADis preserves the content more effectively under saturation
variations.

F Ablation studies on RegWCT

RegWCT scales. Given a latent z
′

t at timestep t, the color rectified latent zt after RegWCT is presented
as:

zt = (1− ω) z
′

t + ω ·RegWCT(z
′

t). (7)
Here, we ablate the balancing factor ω, as shown in Tab. 6. With the increasing scale ω of RegWCT ,
the color score of SADis improves significantly, while texture preservation remains largely unaffected.
Based on the ablation results in Tab. 6, we set ω to 0.5 to achieve a balanced performance between
color and texture alignment.
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Figure 22: Compared to InstantStyle, SADis preserves the content more effectively under diverse
illuminant variations.

Table 5: Quantitative results for different sampling rounds.

Round CLIP Color Texture
MS-SWD↓ C-Hist↓ GPT4o↑ CLIP-I↑ KID↓

1 0.301 6.08 0.95 3.14 0.751 0.064
2 0.301 6.05 0.95 3.15 0.750 0.065
3 0.300 6.23 0.96 3.12 0.752 0.064
4 0.301 6.16 0.95 3.12 0.751 0.066
5 0.304 6.08 0.95 3.14 0.749 0.066

Timestep intervals. The ablation study on different timesteps to apply RegWCT is shown in Fig. 23-
(a). During the denoising process, applying RegWCT to the latent enhances the color alignment
performance but sacrifices texture preservation. As observed in Fig. 23-(a), the early stages of
denoising contribute more to the color than the latter stages, which is also supported by previous
works [17, 81, 66]. Therefore, we only apply RegWCT during the early stages of the denoising,
specifically within [0.8T, 0.6T ] to achieve a balance between the color and texture generation.

Scale λ of noise injection. The ablation study on the noise scale λ is illustrated in Fig. 23-(b).
Without noise injection (λ = 0), applying WCT improves color alignment but also causes great
texture degradation for DisIG. This issue is alleviated by injecting the specific degree of latent noise
zT , which is demonstrated in Fig. 23-(b). To achieve a balanced color and texture alignment, we set
λ to 0.01 in the experiments based on the results shown in Fig. 23-(b).

G Ablation studies on CTE.

Scale γ of SVD. The ablation results of the scaling factor γ and β is presented in Tab. 7 and Tab. 8,
respectively. As the scaling factor γ increases, the color scores (such as MS-SWD and C-HIST)
improve, with the sacrifice of the slightly texture performance degradation (revealed by CLIP-I).
When β increases beyond 1, the texture consistency metric (CLIP-I) improves, indicating enhanced
texture alignment. However, this comes at the cost of decreased color consistency, as reflected by the
MS-SWD and C-Hist scores. Therefore, to achieve a better balanced performance between texture
and color consistency, we set the default values to β = 1 and γ = 0.003 in our main experiments.
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Table 6: Ablation studies of RegWCT scales. considering the trade-off of texture and color alignment,
the RegWCT scale is set as 0.5 by default.

RegWCT Scale 0 0.3 0.5 0.7 1.0

Color MS-SWD (↓) 8.05 5.65 5.57 5.23 5.18
C-Hist (↓) 1.06 0.98 0.96 0.89 0.889

Texture CLIP-I (↑) 0.747 0.744 0.743 0.741 0.740

Figure 23: Ablation studies on applying RegWCT to different timestep intervals (left). Ablation
studies on the scale λ of noise injection (right) during applying RegWCT . By default, λ is set to 0.01.

Figure 24: Results of different scales of color embedding Embclr. Here, the scale of Embtx is fixed
as 1.

Table 7: Ablation studies of scaling factor γ. γ is set to 0.003 according to the ablation results.

γ (β = 1) 0 0.001 0.003 0.005 0.007 0.009 0.011

Color MS-SWD (↓) 5.70 5.71 5.57 5.36 5.22 5.21 5.20
C-Hist (↓) 1.01 1.017 0.962 0.939 0.897 0.887 0.861

Texture CLIP-I (↑) 0.759 0.755 0.743 0.736 0.730 0.723 0.713

Table 8: Ablation studies of scaling factor β. β is set to 1 according to the ablation results.

β (γ = 0.003) 0.5 0.7 0.9 1 1.1 1.3 1.5

Color MS-SWD (↓) 5.20 5.28 5.45 5.57 5.70 5.92 6.17
C-Hist (↓) 0.890 0.923 0.949 0.962 0.973 0.992 1.011

Texture CLIP-I (↑) 0.711 0.729 0.740 0.743 0.747 0.749 0.752
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Table 9: Ablation results of controlling different cross-attention layers of SADis.

Different CA layers CLIP Color Texture
MS-SWD↓ C-Hist↓ GPT4o↑ CLIP-I↑ KID↓

b0a1(ours) 0.301 6.08 0.95 3.14 0.751 0.064
b0a0+b0a1 0.292 6.54 0.981 3.13 0.785 0.057

b0a0+b0a1+b0a2 0.292 6.53 0.982 3.12 0.793 0.056
b0a1+b1a0 0.291 6.55 0.981 3.11 0.791 0.057
b0a1+b1a1 0.300 6.54 0.983 3.12 0.751 0.065
b0a1+b1a2 0.297 7.19 1.005 3.10 0.753 0.066

b0+b1 0.291 7.21 0.998 3.07 0.794 0.055
b0+b1+b2 0.278 7.24 1.003 3.08 0.807 0.056

Color-texture scales. As shown in Fig. 24, we fix the scale of the texture embedding Embtx to 1
while varying the scale of the color embedding Embclr from 0 to 1.8. With a greater weight for the
color embedding, the color score improves. However, it is worth noting that when the scale of the
color embedding is set too high, it may negatively impact texture preservation and introduce artifacts
that are not derived from either the color or texture reference images.

H Ablation studies on controlling different cross-attention layers.

The purpose of employing multiple Cross-Attention (CA) layers in IP-Adapter is to ensure consistency
in the identity of the input. Prior researches [67, 68] indicate that different CA layers in IP-Adapter
control different attributes. For example, some are more associated with content, while others relate
more to style. Our decision to inject at the first decoder layer was initially inspired by InstantStyle [67].
Experiments with multiple CA layers are provided in Tab. 9. Here, ‘bidx0aidx1’ denotes the ‘idx1’-th
CA layer in the ‘idx0’-th decoder block of the denoising UNet. As shown in the table, injecting into
additional CA layers beyond the style-relevant one (i.e., the first decoder layer) improves texture
metrics but degrades color representation. Moreover, we observed that controlling additional CA
layers leads to generated images containing more semantic content from the texture reference image
(similar to IP-Adapter’s results shown in Fig. 1), which is inconsistent with the goal of texture transfer.
This observation is consistent with the findings reported in InstantStyle.
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