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Abstract

Drug-target interaction (DTI) prediction plays a vital role in accelerating drug
discovery by identifying potential drug candidates. Despite significant advances
in large language models, challenges such as prediction inconsistencies and AI
hallucinations hinder the effective use of large language models (LLMs) in this
domain. This paper proposes a multi-agent framework to address these issues
and enhance the reliability of DTI predictions. Inspired by collaborative human
problem-solving, the framework decomposes the prediction process into special-
ized sub-tasks including molecule analysis, protein sequence analysis, and bind-
ing affinity prediction. All tasks are managed by distinct LLM agents. These
agents collaborate within a mixture-of-experts model, with a debate-based ensem-
ble method resolving discrepancies and ensuring robust final predictions. Using
the BindingDB dataset, the framework is tested against baseline LLMs, achiev-
ing a notable 15% improvement in accuracy and a 40% enhancement in predic-
tion consistency. The findings suggest that this multi-agent approach not only
advances DTI prediction but also holds promise for broader scientific discovery
applications where naive LLM deployment is insufficient.

1 Introduction

Drug discovery is a complex and resource-intensive process, with drug-target interaction (DTI) pre-
diction playing a pivotal role in identifying viable drug candidates. Accurate DTI predictions have
the potential to significantly accelerate the drug development pipeline, enabling the discovery of
treatments for various diseases and advancing human health.

While machine learning models have shown promise in predicting binding affinities and analyz-
ing protein-ligand interactions, the recent emergence of large language models (LLMs) offers a
potentially transformative approach for tackling most complex scientific problems, including DTI
prediction. However, applying LLMs directly to DTI prediction presents the risk of AI hallucina-
tions, generating factually incorrect or inconsistent outputs, hindering their reliability in scientific
applications requiring high precision and rigorous validation.

This work introduces a novel, domain-knowledge-guided, multi-agent framework designed to ad-
dress these challenges and achieve robust and reliable DTI prediction. Inspired by the principles of
distributed problem-solving and human expert deliberation, we propose a mixture-of-experts (MoE)
architecture. Specifically, each group individually decomposes the prediction process into special-
ized sub-tasksprotein sequence analysis, drug molecule analysis, and binding affinity predictioneach
managed by dedicated LLM agents. Within each group, these specialized agents collaborate to gen-
erate a candidate DTI prediction. This parallel group structure allows for exploration of diverse
solution pathways and enhances robustness against individual agent biases or errors.
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Then, a "judge" agent, also a dedicated LLM, plays a pivotal role in consolidating the predictions
generated by the individual groups. This judge agent does not perform its own DTI prediction but
instead analyzes the outputs from each group, considering factors such as agreement among group
members, confidence scores associated with individual predictions, and consistency with retrieved
domain knowledge. Through this deliberative process, the judge agent synthesizes the diverse per-
spectives offered by the individual groups and arrives at a final, consolidated DTI prediction.

We evaluate our framework on BindingDB, a comprehensive resource of experimentally determined
protein-ligand binding affinities. Performance is benchmarked against established LLMs, including
GPT-4o [OpenAI, 2024], and GLM-4-FlashX [Zhipu AI, 2024]. Results demonstrate that the multi-
agent framework significantly improves both prediction accuracy and consistency. For instance, the
debate-based ensemble method not only enhances prediction reliability but also reduces variance
across multiple runs. Furthermore, we explore the different agents’ decision-making processes,
providing insights into the framework’s robustness and interpretability.

Beyond advancing DTI prediction, this multi-agent framework provides a scalable and adaptable
solution for addressing scientific challenges in other domains. Its modular design and emphasis
on collaborative decision-making make it a promising tool for applications requiring high levels of
expertise, consistency, and interpretability. By enhancing the utility of LLMs in DTI prediction, this
work lays the foundation for accelerated drug discovery and broader scientific exploration.

This work makes the following key contributions:

• Domain-Knowledge-Guided Multi-Agent Framework: Proposes a novel multi-agent
framework that integrates domain knowledge to enhance the accuracy and reliability of
drug-target interaction predictions, addressing limitations of single-agent LLM systems.

• Debate-Based Ensemble Method: Introduces a debate-based ensemble approach to re-
solve discrepancies between agents, ensuring robust and consistent predictions while re-
ducing prediction variance.

• Experimental Validation and Benchmarking: Demonstrates superior performance of the
proposed framework through extensive experiments on the BindingDB dataset, outperform-
ing state-of-the-art baseline LLMs.

2 Related Work

2.1 Drug-Target Interaction Prediction with LLM

LLMs offer a novel approach for DTI prediction compared to traditional computational methods.
LLMs can leverage the vast amount of biomedical experimental data, learning complex relationships
between drugs and targets encoded within scientific literature, patents, and clinical trial reports. This
ability to capture domain knowledge allows LLMs to identify potential interactions that might be
missed by methods relying solely on structural or sequence data. Furthermore, LLMs offer the
advantage of generating interpretable predictions by highlighting the textual evidence supporting a
predicted interaction [Luo et al., 2022].

Embeddings from specialized LLMs are commonly used for DTI prediction within specific domains
[Singh et al., 2023, Hayes et al., 2024]. Additionally, general-purpose LLMs have attracted re-
searchers’ interest. A notable achievement [Singhal et al., 2023] is the development of a question-
answering agent with performance comparable to medical students, achieved by fine-tuning a large
language model on a carefully curated benchmark. Similarly, Galactica [Taylor et al., 2022], trained
on scientific knowledge, can predict protein-drug interactions. While their application in drug dis-
covery has been explored, there remains room for improvement. Although the field is still in its
nascent stages, the potential of LLMs to provide DTI predictions is significant, paving the way for
accelerated drug discovery and development.

2.2 Multi-Agent Collaboration

Recently, multi-agent frameworks based on LLMs have garnered significant interest in both industry
and academia. Naively chaining LLMs often leads to cascading hallucinations. Advanced models
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like MetaGPT [Hong et al., 2023] have shown promising results in complex, cooperative AI appli-
cations. In the field of drug discovery, models like DrugAgent demonstrate the capability of large
language models for reasoning and explainable AI in drug repurposing [Inoue et al., 2024].

3 Method

3.1 Problem Description

In this report, we focus on the Drug Target Interaction prediction task. Given the information about
a protein target and a small molecule as context, with the goal of answering whether they can bind
(binary classification) or assessing their binding affinity (regression). The input of this task is a
protein sequence p and a molecule smiles string m. The framework will output the predicted binding
affinity:

Binding Affintiy = LLMθ(p,m) (1)

Notably, the term "agent" refers to the pre-trained general-purpose large language model.

3.2 Overview

We propose a domain-knowledge-guided, multi-agent collaboration framework to address the issues
of inconsistency and hallucination that often arise when using a single LLM agent for drug-target
interaction (DTI) prediction. Our motivation is inspired by how humans tackle complex real-world
tasks: by breaking them down into several standard operating procedures, each defining a sub-task
managed by specialized individuals or units. This approach allows each person to focus on a single,
clearly defined, and manageable problem.

As shown in Fig 1, we have a group of agents consisting of a molecule analysis agent (Molecule
Agent), a protein sequence analysis agent (Protein Agent) and a binding affinity prediction agent
(Bind Agent), where the Bind Agent takes the output from the other two agents. Furthermore,
multiple groups of agents perform predictions independently, and a Judge Agent will then evaluates
these arguments and selects the most reliable prediction, forming a mixture-of-experts model based
on LLM agents as shown in Fig 1b.

(a) Illustration of one group of collaborating agents (b) MoE framework with multiple groups

Figure 1: Overview of our methods: A multi-agent collaboration and mixture framework for reliable
drug-target interaction prediction using LLM agents

3.3 Decompose complex work into standard operation procedures

Predicting interactions between drugs and targets is inherently complex and requires expertise from
various domains. Relying on a single LLM for such predictions can be overly challenging, leading
to errors and hallucinations. To address this and mimic how real-world pharmaceutical experts
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approach complex problems, we decompose the overall task into several sub-tasks, including protein
sequence analysis, drug molecule analysis, and binding analysis. Each agent is assigned a specific
role to solve one of these sub-tasks, and their collective outputs are integrated to generate the final
prediction. Our pipeline mimics how human beings actually

To be specific, we define the following agents to solve our binding affinity task.

Molecule Analysis Agent The goal of this agent is to analyse the fragment, structures and proper-
ties of a given molecule. The example prompt is shown in Figure 2.

Figure 2: Sample Case of Molecule Analysis Agent

Protein Sequence Analysis Agent The goal of this agent is to analyse the protein sequence. Iden-
tify important residues. The example prompt is shown in Figure 3.

Figure 3: Sample Case of Protein Sequence Analysis Agent

Binding Affinity Prediction Agent The goal of this agent is to take the analysis report from the
molecule analysis agent and protein sequence analysis agent, and analysis whether those two can
bind together. The example prompt is shown in Figure 4.
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Figure 4: Sample Case of Molecule Analysis Agent

3.4 Multi Group Ensemble as Mixture-Of-Experts

To improve prediction robustness and consistency in DTI tasks, we introduce a Mixture-of-Experts
(MoE) framework. This approach involves multiple independent groups as shown in Fig 1b. Each
group operates autonomously, analyzing molecular and protein sequence data and integrating their
findings to predict interaction affinity. This assemble design introduces diversity into the predictions,
as different groups may follow distinct reasoning pathways, enhancing the exploration of binding
mechanisms.

In cases of prediction discrepancies among groups, a debate process is initiated. During the de-
bate process, the Bind Agent from each group presents its reasoning, detailing the analysis steps,
evidence, and assumptions that led to its conclusion. This collaborative yet competitive process
ensures that all potential solutions are critically evaluated. Therefore, the MoE framework not only
leverages the collective expertise of multiple groups but also systematically resolves disagreements,
improving the reliability of the final predictions.

3.5 LLM as judge

In the final step of our multi-agent collaboration framework, an agent serves as the judge to ar-
bitrate among conflicting predictions generated by the MoE framework. The judge synthesizes the
reasoning provided by each group, critically evaluating their methodologies and conclusions to deter-
mine the most plausible prediction. During this arbitration process, the LLM-based judge evaluates
not only the logical consistency of each group’s reasoning, but also the strength of the evidence
presented, including the molecule and protein sequence analysis summaries. To further enhance
reliability, the judge agent cross-references the outputs with known experimental data and domain-
specific knowledge. This arbitration process mitigates the risk of biased or erroneous predictions
from individual groups, transforming potential inconsistencies into a well-reasoned and reliable fi-
nal output. The example prompt is shown in Figure 5.

4 Experiment Results

4.1 Experiment Settings

In this study, we use the BindingDB dataset [Liu et al., 2007] as the benchmark for evaluating the
performance of our multi-agent framework in predicting protein-drug affinity. BindingDB dataset
contains measured drug-target binding affinities from various sources, including patents, journals,
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Figure 5: Sample Case of Judge Agent

and assays. BindingDB includes three experimentally determined binding affinity types: dissoci-
ation constants (Kd), inhibition constants (Ki), and half-maximal inhibitory concentration values
(IC50). These affinity values are crucial for assessing the interaction strength between target pro-
teins and potential drug candidates.

Due to the time and resource limitation, for each label type, we random select 100 samples as the
test set.

The proposed multi-agent framework is compared with single large language baseline models, in-
cluding GLM-4-FlashX by [GLM et al., 2024] and GPT-4o by [OpenAI, 2024] and These baseline
models represent SOTA LLMs in the field, allowing us to assess the contribution of the collaborative
mode within our framework in improving performance compared to a single LLM.

To assess the performance of our multi-agent framework, we utilize multiple evaluation metrics
focusing on both prediction accuracy and consistency. For accuracy, we use Root Mean Squared Er-
ror (RMSE) and Mean Absolute Error (MAE) to measure the standard deviation of prediction errors,
emphasizing larger deviations. Additionally, we calculate the Pearson Correlation to evaluate the lin-
ear correlation between predicted and true affinity values, and the Spearman Correlation Coefficient
to assess rank correlation, providing insights into the monotonic relationship between predictions
and experimental values. To evaluate consistency, we compute the variance of predictions across
multiple runs, capturing the stability of the framework and ensuring that predictions remain reliable
under varying conditions or configurations. These metrics will validate the ability of our multi-agent
framework to deal with the hallucinations and discontinuities of naive LLMs in DTI prediction.

4.2 Results on BindingDB

4.2.1 Effectiveness of Multi-agent collaboration

as shown in Tables 1 and 2, the multi-agent collaboration framework significantly enhances the per-
formance of single Large Language Models (LLMs) across various metrics. For GLM-4-FlashX,
the framework consistently improves accuracy, as evidenced by reductions in error metrics such as
RMSE and MAE across all evaluated categories, with a maximum reduction of approximately 15%.
Additionally, the predictions exhibit greater stability, with a substantial decrease in varianceshow-
ing up to a 40% improvement. This enhanced consistency indicates that the multi-agent approach
effectively minimizes prediction variability, leading to more reliable and robust outputs.

Notably, the improvement for GPT-4o was less significant than for GLM-4-FlashX, likely due to su-
perior baseline performance of GPT-4o. This underscores that for less capable models, decomposing
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Table 1: Test Results for GLM-4-FlashX
Category Model RMSE↓ MAE↓ Variance↓ Pearson↑ Spearman↑

IC50 single LLM 1.916 2.304 2.349 -0.040 -0.024
Multi Agents 1.655 1.916 1.489 0.020 0.021

Ki single LLM 2.318 2.733 2.864 -0.055 -0.072
Multi Agents 2.265 2.413 1.647 -0.003 0.010

Kd single LLM 1.508 2.065 2.625 0.088 0.111
Multi Agents 1.481 1.778 1.724 -0.016 0.003

Table 2: Test Results for GPT-4o
Category Model RMSE↓ MAE↓ Variance↓ Pearson↑ Spearman↑

IC50 single LLM 1.415 1.548 0.731 -0.004 0.009
Multi Agents 1.429 1.518 0.526 0.027 0.033

Ki single LLM 1.452 1.601 0.733 0.089 0.115
Multi Agents 1.434 1.552 0.606 0.103 0.100

Kd single LLM 1.313 1.467 0.759 0.043 0.021
Multi Agents 1.244 1.414 0.660 -0.079 -0.078

complex tasks into structured standard operating procedures and leveraging multi-agent collabora-
tion can provide a more substantial boost in performance.

4.2.2 Effectiveness of Mixture of Experts

We are still refining this part of the study. Preliminary results suggest that incorporating multiple
expert groups and using an LLM agent as a judge to aggregate results from these groups does not
lead to improved performance. For IC50 prediction, the comparison between the mixture of expert
groups and the single group approach is presented in Table 3.

Although the mixture of expert groups with a judging mechanism achieves the best correlation met-
rics (Pearson and Spearman), it performs significantly worse than the naive single-group multi-agent
approach in terms of RMSE, MAE, and Variance. This indicates that the predictions generated by
the mixture of experts may lack consistency and appear somewhat random. Further investigation is
needed to understand the underlying causes and refine this approach.

Table 3: Test Results for GLM-4-FlashX
Category Model RMSE↓ MAE↓ Variance↓ Pearson↑ Spearman↑

IC50 single LLM 1.916 2.304 2.349 -0.040 -0.024
Multi Agents 1.655 1.916 1.489 0.020 0.021

Multi Groups with judge 2.492 2.788 3.004 0.036 0.023

4.3 Time Analysis

As shown in Figure 6, the current multi-agent system incurs significantly higher computational costs
compared to the single-agent approach. Multi-agent system costs GLM-4-FlashX 6.67x end-to-end
time and GPT-4o 5.02x time than single LLM setting. This represents a limitation of the framework.
Addressing this inefficiency and reducing the computational overhead will be a focus of future work
and improvements.

7



Figure 6: Comparison of Time Used Between Single LLM and Multi-Agent Collaboration.

5 Future Work

Due to time constraints, our exploration only covers a portion of the project’s potential. Several
avenues for future work could further enhance the framework:

• More Advanced Task Decomposition: The current decomposition follows a simple
framework. Future efforts could introduce more roles and incorporate domain-specific,
knowledge-guided procedures to handle complex tasks more effectively.

• Enhanced Collaboration Mechanism: Refining the collaboration strategy among agents
could improve overall efficiency and performance, potentially enabling more seamless and
dynamic interactions.

• Expanded Dataset Testing: Evaluating the framework on a broader range of test data
would provide deeper insights into its generalizability and robustness across different do-
mains.

• Integration of Additional Technologies: Exploring complementary methods, such as
retrieval-augmented generation and in context learning, could further enhance the frame-
work’s capabilities and adaptability.

6 Conclusion

This work proposes a domain-knowledge-guided, multi-agent framework for reliable drug-target in-
teraction (DTI) prediction, addressing critical challenges such as AI hallucinations and prediction
inconsistencies. By decomposing the prediction task into specialized sub-tasks managed by dedi-
cated LLM agents, the framework achieves significant improvements in accuracy and consistency
compared to single-agent LLM systems, as demonstrated using the BindingDB dataset. While we
are still in the process of integrating a debate-based ensemble method, we believe it will further
enhance performance. The results underscore the potential of multi-agent collaboration in advanc-
ing DTI prediction and offer a scalable solution for broader scientific discovery tasks that require
robustness and reliability.
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