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ABSTRACT

Transformers have achieved remarkable successes across a wide range of appli-
cations, yet the theoretical foundation of their model efficiency remains under-
explored. In this work, we investigate how the model parameters –mainly at-
tention heads and head dimensions– should be allocated across layers to balance
expressivity and efficiency. We first provide mathematical analysis on the role
of early layers in information extraction from an approximation perspective, with
a theoretical characterization on the trade-off between the number of heads and
head dimension under a fixed parameter budget. In addition, we uncover and
prove the saturation behavior of softmax activations: Continuously increasing
head dimensions can lead to diminishing returns in learning errors, particularly
for long sequences. Supported by both theory and experiments, this saturation
pattern suggests that later layers can operate more efficiently with reduced param-
eters. Combining these insights, we propose principled strategies for allocating
attention heads and dimensions across Transformers’ layers, shedding light on
theoretically-grounded model efficiency of Transformer-based architectures.

1 INTRODUCTION

Transformers have achieved remarkable success across natural language processing (Devlin et al.,
2019; Brown et al., 2020; Grattafiori et al., 2024), computer vision (Dosovitskiy et al., 2021; Liu
et al., 2021; Wu et al., 2021), and beyond, serving as the backbone of modern large language models
(LLMs) and multi-modal systems due to their ability to capture long-range dependencies and scale
efficiently (Vaswani et al., 2017). Their impact spans healthcare, supporting diagnostics and research
(Meng, 2024; Busch, 2025); robotics, enabling natural language instruction following (Zeng et al.,
2023; Liu et al., 2025); and chemistry, aiding molecular design and synthesis optimization (Bran
et al., 2024; Jablonka et al., 2024).

Despite the popularity in practice, the theoretical understanding of why Transformers are effective,
and more crucially, whether current parameter allocation (e.g., how to assign the number of heads
and head dimensions per head, given fixed total budgets of model dimensions) is efficient, still re-
mains limited. That is, while probing studies and interpretability analyzes have begun to shed light
on the functions of different layers and heads (Rogers et al., 2020; Meng et al., 2022) in Trans-
formers, a rigorous framework to explain their representational efficiency and parameter trade-offs
is still lacking. This motivates principled investigations into how the parameters of Transformers
(mainly attention heads and head dimensions) should be allocated, if one aims to bridge practical
performance with deeper theoretical foundations.

To this end, we start with parameter allocation on individual layers of Transformers. A growing body
of work shows that Transformer layers exhibit a division of labor pattern: Lower layers primarily en-
code surface-level and token-specific features, middle layers capture increasingly abstract syntactic
relations, and higher layers emphasize semantic and task-specific information (Tenney et al., 2019;
Jawahar et al., 2019; Clark et al., 2019; Van Aken et al., 2019; Rogers et al., 2020). Complementing
these findings, Chen et al. (2024) demonstrated a case study on sparse linear regression, showing
that multi-head attention is heavily activated in the first layer for input preprocessing, whereas sub-
sequent layers typically rely on only a single dominant head to perform simplified optimization,
revealing a “preprocess-then-optimize” mechanism. To sum up, these studies suggest that Trans-
formers distribute representational and computational resources unevenly across layers, with early
layers dedicated to token-level information extraction, and later layers consolidating and refining
this information for higher-level reasoning.
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Based on these insights, we first analyze parameter allocation in low layers for information extrac-
tion by establishing the approximation error estimate. In our analysis and established bound, one
component of the error decreases with larger head dimensions (“dim”), while another decreases
with more heads (“head”). Given a fixed budget of total parameters (say, dim × head fixed), this
naturally implies a trade-off between the number of heads and head dimensions. In addition, we fur-
ther prove the saturation pattern in softmax activations: Continuously increasing head dimensions
can lead to diminishing returns in learning errors, particularly for long sequences. This saturation
pattern suggests that one can operate more efficiently with reduced parameters (head dimensions)
without significantly degrading performance, particularly for later layers that empirically activate
only a few head (Chen et al., 2024). Both theoretical results (approximation error estimate and soft-
max saturation) are numerically verified through multiple simulations under varied settings, leading
to principled parameter allocation strategies.

Our main contributions are summarized as follows:

• We establish the approximation error estimate on the information extraction in early Trans-
former layers, which implies the parameter trade-off between the number of heads and head
dimensions.

• We uncover and prove the saturation pattern in softmax activations, which enables further
parameter reduction, particularly in later Transformer layers.

• Both theoretical results are numerically verified, leading to principled strategies for efficient
parameter allocation of heads and dimensions across layers.

Notations. For k ∈ N+, let [k] = {1, 2, ..., k}. For a vector v and 1 ≤ p ≤ ∞, we denote the
ℓp-norm of v by ∥v∥ℓp . For a matrix A = (aij), we denote the spectral norm of A by ∥A∥2, and
∥A∥∞ denotes the maximum norm, i.e., the maximum absolute entry of A; ∥A∥2,∞ is defined by
first computing the ℓ2 norm of each column of A, and then taking the maximum among them. For
an event S, we define the indicator I{S}, which equals to 1 when S occurs and 0 otherwise. We use
the standard big-O notation O to hide absolute positive constants. For a matrix X , we denote the
a-th to b-th columns by Xa:b.

2 RELATED WORKS

Approximation ability of Transformers. Yun et al. (2019) is the first work that established the
universal approximation property of Transformers. Subsequent studies analyzed the efficiency of
Transformers in representing specific functions or tasks, including sparse functions (Edelman et al.,
2022), targets with nonlinear temporal kernels (Jiang & Li, 2023), practical computer programs (Gi-
annou et al., 2023), long but sparse memories (Wang & E, 2024), induction heads (Sanford et al.,
2024a;b; Rajaraman et al., 2024), and memorization and reasoning (Chen & Zou, 2024). Moreover,
several studies suggest that Transformers achieve in-context learning by effectively approximat-
ing gradient-based iterations across layers (Garg et al., 2022; Akyürek et al., 2022; Von Oswald
et al., 2023; Mahankali et al., 2023; Bai et al., 2023; Shen et al., 2023). Other work has examined
limitations of Transformers’ expressivity, particularly in modeling formal languages or simulating
circuits (Hahn, 2020; Weiss et al., 2021; Bhattamishra et al., 2020; Merrill et al., 2022; Merrill &
Sabharwal, 2023).

Attention structure. Several studies have analyzed the representational capabilities and structural
properties of self-attention in Transformers. Likhosherstov et al. (2023) demonstrated that a fixed
self-attention layer can approximate arbitrary sparse patterns with hidden size growing only loga-
rithmically with the sequence length. Wang et al. (2020) and Choromanski et al. (2020) proposed
substituting standard attention with linear structures for efficiency. Bhojanapalli et al. (2020) ad-
dressed the low-rank bottleneck in attention heads by setting head size proportional to the input
sequence length, independent of the number of heads. Amsel et al. (2024) showed that a single
full-rank attention head can implement nearest-neighbor search for any sequence length, whereas
exponentially many low-rank heads are needed even for short sequences. Kajitsuka & Sato (2023)
showed that one-layer, single-head Transformers possess memorization capacity for finite samples,
whereas Hahn (2020) proved that self-attention cannot model certain formal languages unless the
number of layers or heads grows with input length.
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Property of softmax. Recent work has increasingly questioned the ubiquity of softmax attention
in Transformers and investigated its theoretical and practical limitations. Mudarisov et al. (Mu-
darisov et al., 2025) develop a rigorous framework with distance, geometric, and gradient bounds,
showing that as sequence length grows, attention weights collapse toward uniformity, token sep-
arability saturates, and gradients become unstable—phenomena empirically observed in GPT-2.
Saratchandran et al. (Saratchandran et al., 2024) argue that the strength of softmax arises primarily
from implicit Frobenius norm regularization rather than its probabilistic interpretation, and demon-
strate that polynomial activations can match its effectiveness. Zheng et al. (Zheng et al., 2025)
propose SA-Softmax (e.g., x · softmax(x)) to counteract gradient vanishing, validating its benefits
empirically. Yan et al. (Yan et al., 2025) further provide theoretical evidence that sigmoid attention
may achieve higher sample efficiency than softmax. Complementing these theoretical perspectives,
Nakanishi (Nakanishi, 2025) introduces Scalable-Softmax (SSMax), which preserves sharper atten-
tion distributions as context length increases and outperforms softmax in focusing on salient tokens.
Together, these studies highlight the limitations of softmax and motivate deeper theoretical analyses
as well as the development of alternative normalization schemes.

3 PRELIMINARIES

In this work, we focus on each single layer of the Transformer architecture to provide sufficient
quantitative characterizations for parameter allocation, mainly how to decide the number of heads
and head dimensions. The Transformer maps input sequences to output sequences as follows.

Input sequence. We assume that the input sequence has length L, and each token xt (t ∈ [L]) is
in Rd, and the input matrix is X = (xt)t∈[L] ∈ Rd×L. Also, we assume the ℓ2 norm of tokens are
uniformly bounded by B.

Embedding layer. For each token xt, we transform it into a D-dimensional vector through a linear
mapping x

(0)
t = WExt + bE (WE ∈ RD×d, bE ∈ RD). We denote the embedded input matrix by

X(0) ∈ RD×L.

Transformer layer. The embeddings (X(0)) are then passed through N Transformer layers, each
composed of a multi-head self-attention (MHSA) layer and a feed forward network (FFN):

X(n− 1
2 ) = X(n−1) +MHSA(n)(X(n−1)), n ∈ [N ],

X(n) = X(n− 1
2 ) + FFN(n)(X(n− 1

2 )), n ∈ [N ].

Here

MHSA(n)(X(n−1)) = W
(n)
O · Concat

((
Attn(n,h)(X(n−1))

)H
h=1

)
,

Attn(n,h)(X(n−1)) = W
(n,h)
V X(n−1)softmax

(〈
W

(n,h)
Q X(n−1),W

(n,h)
K X(n−1)

〉
+R(n,h)

)
,

where W
(n,h)
K ,W

(n,h)
Q ,W

(n,h)
V ∈ Rd

(n)
h ×D, and W

(n)
O ∈ RD×D are learnable parameters (weight

matrices) corresponding to the key, query, value and output matrix of the h-th head at the n-th
layer, and

〈
A,B

〉
= A⊤B. The activation function softmax(·) is performed in a column-wise

sense, and Concat(·) acts vertically concatenates H matrices and the sum of their dimension is H .
R(n,h) denotes the relative positional encoding (RPE) matrix (Vaswani et al., 2017; Devlin et al.,
2019; Shaw et al., 2018; Dai et al., 2019; Raffel et al., 2019; Su et al., 2021; Press et al., 2022;
Huang et al., 2018; Yang et al., 2019), which satisfies R(n,h)

ij = −∞ if i < j. For instance, in the

Alibi RPE (Press et al., 2022), we have R
(n,h)
ij = ϕ(i − j; p(n,h)), where p(n,h) collects learnable

parameters and

ϕ(z) =

{
−p · z, z ≥ 0,

−∞, otherwise.
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Feed forward network. The feed forward network (FFN) is applied token-wisely, which maps
each column of X(n− 1

2 ) from RD to RD in the first N − 1 layers, and from RD back to Rd in the
N -th layer. According to Cybenko (1989); Hornik et al. (1989); E et al. (2019); Lin & Jegelka
(2018); Li et al. (2021; 2019), the FFN has universal approximation property as the number of
parameter increases.

4 PARAMETER TRADE-OFFS IN INFORMATION EXTRACTION

As is pointed out by former literature, lower Transformer layers primarily capture surface-level,
token-specific features: Chen et al. (2024) show that lower Transformer layers serve to preprocess
contextual data, effectively learning simple and token-specific patterns. Similarly, Chen et al. (2025)
observe that in smaller models, lower layers provide basic feature representations for individual
tokens, which are subsequently leveraged by higher layers.

In this section, we investigate parameter allocation in the lower Transformer layers, aiming to deter-
mine the optimal number of heads and head dimension — given a fixed parameter budget (i.e. fixed
model/embedding dimension) — that minimizes the error for an information extraction task, which
we formulate as learning linear combinations of tokens.

Linear sequence modeling. Assume that xt’s are bounded vectors with zero means and identity
covariances, and their ℓ2 norm are upper bounded by B. We consider a sequence-to-sequence mod-
eling framework in which both the input X = (xt)t∈[L] ∈ Rd×L and output Y = (yt)t∈[L] ∈ Rd×L

are sequences of L-length. For information extraction, we set yt = Ht(X) =
∑L

i=0 ρixt−i (with a
zero padding on xt), where the target kernel ρi ∈ Rd×d, and ∥ρi∥2 decreases with i (alternatively,
the kernel may be rearranged).

Here, we formulate the surface-level information extraction task as learning to construct linear com-
binations of input tokens, typically represented as a convolutional form. For a single Transformer
layer, Jiang et al. (2025) identify a trade-off phenomenon in this type of tasks: as illustrated in
their experiments (see Figure 8 in Appendix F), the trade-off between the number of attention heads
and learning errors emerges in sequence modeling tasks, with its manifestation depending on the
type and strength of underlying memory structures captured by the convolution kernel ρ. Their
results demonstrate that parameter trade-offs consistently arise across a variety of memory struc-
tures (e.g., exponentially/polynomially decaying kernels, delta/Airy function kernels). However, in
certain cases — such as exponentially and polynomially decaying kernels — these trade-offs may
vanish when the memory strength varies. This section’s results also provide a theoretical explanation
for this phenomenon.

In this case, our hypothesis space consists of single-layer Transformers with a fixed parameter budget
(i.e., the embedding/model dimension) D, which we denote by T D (i.e. all single-layer Transform-
ers with a fixed embedding dimension D). The approximation error is defined as

ED(X) = inf
T∈T D

∥Ht(X)− T(X)∥2,∞.

In this formulation, the embedding (model) dimension D serves as a fixed parameter budget. Thus,
parameters must be allocated judiciously to learn linear combinations of the most informative to-
kens. Suppose information can be extracted from only the M tokens with the largest norm ∥ρi∥2.
We assign multiple attention heads, partitioned into M groups, with each group dedicated to one
token. Under this setup, we establish the following high-probability approximation error estimate
and derive the corresponding parameter allocation strategy:

Theorem 4.1. To approximate the linear target Ht(X) =
∑∞

i=0 ρixt−i, we employ M groups
of heads, where group m contains Hm heads each of the dimension dm. Given the fixed model
dimension D =

∑M
m=1 Hm · dm, with probability at least 1− δ, we have

ED(X) ≤
M∑

m=1

∥ρm∥2B

(
(1 + εδ)I{dm≤d}

√
1− dm

d
+

1.3 e0.02m

Hm

)
+

L∑
k=M+1

∥ρk∥2B , (1)

4
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where

εδ =

√
2 log (2ML/δ)

minm dm
,

and the first term in equation (1) equals zero when dm > d.
Corollary 4.1 (Parameter allocation via trade-offs). Under the same conditions of Theorem 4.1, the
allocation of parameters can be achieved by solving the following optimization problem

min
M,Hm,dm

M∑
m=1

∥ρm∥2B

(
I{dm≤d}

√
1− dm

d
+

1.3 e0.02m

Hm

)
+

L∑
k=M+1

∥ρk∥2B,

s.t.

M∑
m=1

Hm · dm = D.

(2)

Corollary 4.1 is a direct conclusion of Theorem 4.1. We provide the detailed proof of Theorem 4.1
in Appendix C, and briefly summarize the main ideas here.

1. Since the embedding dimension is limited, we first compress the information contained in
each token, which yields the first term of the approximation error (i.e. equation (1)).

2. We then employ M groups of heads, where group m is responsible for extracting the m-th
token ahead. The approximation error decreases as more heads are employed, correspond-
ing to the second term of the approximation error.

3. Finally, since only the M most informative tokens are extracted, which truncates the target
at M , we derive the third term of the approximation error.

According to Theorem 4.1, on the one hand, setting a large head dimension is beneficial for preserv-
ing token information, reducing the first error term in equation (1); on the other hand, increasing the
number of heads is favorable for approximating the extraction function, reducing the second error
term in equation (1). However, since the total budget/number of parameters is fixed, one can not in-
crease the number of heads and head dimensions simultaneously beyond certain constraints, which
inevitably leads to a trade-off.

Clearly, solving the optimization problem (2) in Corollary 4.1 yields a principled strategy for pa-
rameter allocation. Next, we provide some specific tasks as illustrations.

N-gram. The n-gram task in language modeling involves predicting the next token in a sequence
using the previous n tokens as contexts (Katz, 1987; Kneser & Ney, 1995; Chelba et al., 2017; Buck
et al., 2014; Wang & E, 2024). This task captures local statistical dependencies in texts and serves
as a basic benchmark for language modeling. We take a simple 4-gram task as an example, in which

yt = xt−1 + xt−2 + xt−3 + xt−4. (3)

In this case, ρi = I{1≤i≤4}Id×d. Let d = 8, D = 256 and B = 1, then (2) becomes

min
M,Hm,dm

M∑
m=1

I{dm≤8}

√
1− dm

8
+

M∑
m=1

1.3 e0.02m

Hm
+ (4−M),

s.t.

M∑
m=1

Hm · dm = 256, M ≤ 4.

We numerically found by search that the optimal solution is the optimal solution is attained at M =
4, dm = Hm = 8 (m = 1, 2, 3, 4). See further experimental validations in Figure 2.

Induction head. The induction head (IH) is a mechanism in Transformers that learns to copy pat-
terns by attending from a repeated token to its earlier occurrence, enabling sequence continuation
beyond training contexts (Olsson et al., 2021). Implementing an IH requires two Transformer lay-
ers (Sanford et al., 2024a;b; Rajaraman et al., 2024; Wang et al., 2025). In this construction, the first
layer plays a role similar to an n-gram task, extracting linear combinations of tokens. This allows
us to propose an allocation strategy, with details provided in Appendix E.1.

5
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Nonlinear sequence modeling. Theorem 4.1 can be extended to nonlinear cases. Consider
a continuous, time-homogeneous system with the following decomposition (Wang & Li, 2023;
de Figueiredo, 1982):
Lemma 4.1 (Volterra Series Decomposition). H is a continuous time-homogeneous system with
input X and output Y , then H can be expanded in the Volterra series as follows

yt = h0 +

∞∑
n=1

∞∑
τ1=0

· · ·
∞∑

τn=0

H(n)(τ1, . . . , τn)
(
xt−τ1 ⊗ · · · ⊗ xt−τn

)
, (4)

where ⊗ denotes the Kronecker product. In particular, we call the expansion order n to be the
series’ order.

Consider the approximation and trade-off results for the n-th term of its Volterra decomposition
H(n):
Theorem 4.2 (Trade-offs via parameter allocation; informal). To approximate the target Ht(X) =∑∞

τ1=0 · · ·
∑∞

τn=0 H
(n)(τ1, . . . , τn)

(
xt−τ1 ⊗ · · · ⊗ xt−τn

)
, we employ M groups of heads, where

group m contains Hm heads each of dimension dm ≤ d. Given the model dimension D =∑M
m=1 Hm · dm is fixed, with probability at least 1− δ, we have

ED(X) ≤
M∑

τ1=0

· · ·
M∑

τn=0

∥∥H(n)(τ1, . . . , τn)
∥∥
2
(1 + εδ)

nI{minm dm≤d}

√
1−

(
minm dm

d

)n
+

M∑
τ1=0

· · ·
M∑

τn=0

∥∥H(n)(τ1, . . . , τn)
∥∥
2

[
(B + εAttn)

n −Bn
]
+ εH + εFFN.

where

εδ =
√

2 log(2ML/δ)
minm dm

, εAttn = max
m

1.3 e0.02T

Hm
,

and εH is caused by truncation of H(n), εFFN is caused by using FFN to implement Kronecker
product.

The formal result and detailed proofs are deferred in Appendix E.2.

5 SOFTMAX SATURATION AND PARAMETER REDUCTION

In this section, we turn to the middle and later layers, which capture abstract syntactic relations as
well as semantic and task-specific information. Since these layers employ only a few heads, we
aim to reduce the total parameter budget by decreasing the head dimension. This is provably guar-
anteed by the saturation pattern of softmax activations, meaning that continuously increasing head
dimensions can lead to diminishing returns in learning errors, particularly for long sequences. This
saturation pattern suggests that one can operate more efficiently with reduced parameters (head di-
mensions) without significantly degrading performance, particularly for later layers that empirically
rely on only a few heads (Chen et al., 2024).

Let

LogitsdH
(WQ,WK ,X) =

〈
WQX,WKX

〉
+R ∈ RL×L,

AttnScoredH
(WQ,WK ,X) = softmax

(
LogitsdH

(WQ,WK ,X)
)
∈ RL×L,

with X ∈ RD×L, WK ,WQ ∈ RdH×D, and R ∈ RL×L. For l ∈ [L], let el be the vector with
the l-th element as 1 and all other elements as 0. Then we have the following estimates on the
column-wise softmax Jacobians.
Theorem 5.1 (The saturation pattern of softmax). Assume that ∥LogitsdH

(WQ,WK ,X)∥∞ is

bounded. Let Jl =
∂(AttnScoredH el)

∂(LogitsdH
el)

be the column-wise Jacobian for l ∈ [L]. Then we have

∥Jl∥2 = O
(
1

L

)
, l = 1, 2, . . . , L,

6
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where O hides absolute constants depending on WQ,WK and B.

According to Theorem 5.1, the “slope” of softmax activations is quite flat, particularly for long
sequences. This further imply the following corollary, which characterizes the approximation error
when “compressing” attention score matrices with reduced head dimensions.
Corollary 5.1. Under the same condition as Theorem 5.1, for any AttnScoredH

(WQ,WK ,X)

and dh ≤ dH , there exist ŴK , ŴQ ∈ Rdh×D such that for any l ∈ [L]∥∥∥(AttnScoredH
(WQ,WK ,X)−AttnScoredh

(ŴQ, ŴK ,X))el

∥∥∥
2
= O

(
ΛH
h

L

)
, (5)

where ΛH
h =

∑dH

i=dh+1 σ(W
T
Q

⊤
W T

K ) is the tail sum of singular values of original logits matrices,
and O hides absolute constants depending on WQ,WK and B.

The detailed proofs of Theorem 5.1 and Corollary 5.1 are provided in Appendix D. We further
empirically show that the logits norm corresponding to hided constants and ΛH

h grows slowly with
increased sequence lengths L in Figure 10 in Appendix F as follows. Specifically, Corollary 5.1
is derived by applying an SVD-based low-rank approximation to original logits matrices, together
with Theorem 5.1. According to Corollary 5.1, for long sequences (L ≫ 1), compressing original
attention score matrices in large head dimensions with those in smaller head dimensions can lead to
minor errors, potentially leading to a principled strategy for additional parameter reduction.

Strategy for additional parameter reduction. Corollary 5.1 shows that a student head with re-
duced dimensions can approximate a teacher head with larger dimensions by only incurring small
errors, particularly for long sequences. Therefore, a reasonable practical strategy for additional
parameter reduction can be motivated as follows: For a pretrained Transformer model, we fit ap-
propriate number of attention heads with a lower-dimensional student heads, by (i) first initializing
student parameters with truncated SVD of teacher parameters; (ii) further training student parame-
ters. This procedure enables further model compression with enhanced model efficiency, as shown
in Figure 5 together with Figure 6 in Section 6.

6 EXPERIMENTS

In this section, we present numerical verifications of former theoretical results, i.e. information
extraction (Theorem 4.1) and parameter reduction (Theorem 5.1 and Corollary 5.1). Throughout
this section, layer and head indices are numbered starting from 0, in accordance with the program.

6.1 PARAMETER TRADE-OFFS IN INFORMATION EXTRACTION

Tradeoff trend (verification of Theorem 4.1). We first numerically validate the parameter trade-
off in the approximation error estimate (i.e. the first equation of (2)). Assume that all dm’s are equal
and there is no truncation error, we take ρ = 1, d = 16 and D = 128. Then

E128 =

√
1− 8

H
+

1.3 e0.02

H

without concentration error. We plot E(128) in Figure 1, which clearly shows a parameter trade-off
trend. The minimum of E128 is achieved near H = 8, which is consistent with former theoretical
predictions.

4-gram task example (verification of parameter allocation strategy). We empirically validate
the parameter allocation strategy on the 4-gram task (Equation 3). A single-layer Transformer en-
coder with sinusoidal positional encoding (Vaswani et al., 2017) was trained on a synthetic dataset
(white noises), where each target at time step t is the sum of the previous four inputs (with initial
padding) plus Gaussian noises. With a fixed embedding dimension D = 256, we run experiments
under multiple learning rates and random seeds, and report the results corresponding to the best-
performed configuration as an estimate of the approximation error. As shown in Figure 2, the opti-
mal allocation occurs at M = 4 with dm = Hm = 8 (m = 1, 2, 3, 4), consistent with our theory
and confirming the proposed strategy (Equation 2).
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Figure 1: Trade-off Trend Figure 2: 4-gram Example

6.2 SOFTMAX SATURATION AND PARAMETER REDUCTION

Spectral norm of Jacobian vs sequence length (verification of Theorem 5.1). In Fig-
ure 3, we empirically verify Theorem 5.1 by analyzing how the spectral norm of the
Jacobian matrix of the attention softmax output varies with sequence lengths in the
TinyLlama-1.1B-intermediate-step-1431k-3T model. Specifically, we focus on
Layer 0 and Head 0, using sequences from the Wikitext-103 dataset. For sequence lengths
L ∈ {4, 8, 16, 32, 64, 128, 256, 512, 1024}, we sample 10 different sequences for each length.1 For
each sequence, we compute the Jacobian of the attention softmax output with respect to the logits,
calculate its spectral norm, and average over the ten sequences, i.e., 1

10

∑10
l=1 ∥Jl∥2 as in Theo-

rem 5.1.

Single head compression (verification of Corollary 5.1 and compression strategy). We inves-
tigate low-head-dimension approximations of attention heads in pre-trained Transformer language
models. Using the ahxt/LiteLlama-460M-1T model as the teacher, we isolated a single head
(Layer 5, Head 0) and trained a student head with reduced query-key dimensions. The student re-
tained the teacher’s projection and rotary positional embeddings, with query and key projections
parameterized as D × dh matrices, where dh ∈ {4, 8, 16, 24, 32, 48, 64} and D is the model em-
bedding dimension. For dh < dH , the student projections were initialized via truncated SVD of the
teacher’s W⊤

QWK matrix. The training objective was to fit the teacher head’s attention weights, us-
ing mixed synthetic and WikiText-103 sequences of the length 1024.1 Optimization was performed
with Adam (learning rate 10−3) for 10,000 epochs, and performance was evaluated by mean squared
error on masked causal attention weights. The final learning error (equation 5) is plotted in Figure 4.

Our results demonstrate that low-dimensional student heads can effectively mimic the teacher’s at-
tention behavior with substantially fewer parameters. This provides empirical evidence for head
compressibility and motivates strategies for parameter-efficient model design. In particular, a practi-
cal approach is to pretrain a Transformer model, then progressively replace each head with a smaller
head dimension, enabling further model compression while improving parameter efficiency.

Further verification in 6-layer Transformer model. In Figures 5 and 6, we conducted two com-
plementary experiments to investigate Transformer training and attention head compressing. In the
first experiment (Figure 5), we trained several 6-layer GPT-style Transformer decoders with varying
head dimensions dH ∈ {4, 8, 16, 24, 32, 48, 64} on 1% of WikiText-103 (≈1M tokens), employing
RMSNorm, SwiGLU feed-forward networks, FlashAttention, and learned positional embeddings.
The models, configured with 12 heads, were trained using AdamW (learning rate 3× 10−4, weight
decay 0.1, cosine scheduler).

In the second experiment (Figure 6), we compress a single attention head (Layer 5, Head 0,
dH = 64) in the first experiment, which acts as a teacher, to student heads with reduced dimensions
dh ∈ {4, 8, 16, 24, 32, 48, 64}. The student heads retain the teacher’s value projection and rotary

1Each sequence is generated by randomly selecting contiguous spans from Wikitext-103, which is tok-
enized to a fixed length L and padded if necessary. For large L, padding ensures a consistent input size while
maintaining meaningful contents.
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Figure 3: Saturation Scaling Law of Softmax
Figure 4: LiteLlama Single Head: Training
Loss vs dh

embeddings, while the query and key matrices were reparameterized with SVD-based initializations
and optimized using mean squared error on attention weights.

Together, these experiments illustrate that Transformer parameter budgets can be reduced at multi-
ple levels. At the full-model scale, a relatively small 6-layer decoder with reduced head dimensions
achieves competitive performance, demonstrating that effective learning is possible with a limited
parameter budget. At the level of individual attention heads, our compression results show that sub-
stantial dimensionality reduction (up to 4× compression) incurs negligible performance degradation.
These findings highlight both global and local opportunities for parameter-efficient Transformer de-
sign.

Figure 5: 6-layer Transformer: Loss vs Head
Dimension

Figure 6: 6-layer Transformer Single Head:
Training Loss v.s. Head Dimension

7 CONCLUSION

In this work, we studied how to allocate attention heads and head dimensions across Transformer
layers under a fixed parameter budget. Our analysis reveals a trade-off between head number and
dimension in early layers for token-level extraction, and shows a saturation effect in softmax activa-
tions, where larger head dimensions bring diminishing gains, especially on long sequences. These
findings explain why later layers can remain efficient with fewer parameters and suggest strategies
for designing compressed yet effective Transformer architectures. Future work includes extending
the analysis to alternative attention mechanisms, exploring interactions with feed-forward modules
and optimization, and validating the allocation strategies in large-scale pretraining and transfer, aim-
ing to cut computation and memory costs without major performance loss.
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A USE OF LARGE LANGUAGE MODELS

In the preparation of this manuscript, we employed a large language model (ChatGPT, developed by
OpenAI) as a writing assistant. The model was used exclusively to:

• Improve the clarity, coherence, and conciseness of the text.

• Rephrase sentences to enhance grammatical correctness and readability.

• Ensure consistent terminology and smooth transitions across sections.

All outputs generated by the LLM were carefully reviewed, edited, and validated by the authors to
guarantee technical accuracy, logical consistency, and fidelity to the research content. No text was
included without human oversight. Importantly, the LLM was not employed for data generation,
model training, or experimental design.

B LEMMAS USED IN PROOFS

The first lemma provides a convergence rate for approximating the delta function using exponential
sums.

Lemma B.1. For any T ∈ N+, q,m ∈ N+, there exists a ϕexp
m (t) =

m∑
k=1

αke
−βkt such that

∥I(· = T )− ϕexp
m (·)∥ℓ1(N) ≤

1.3 e0.02T

m

where βk > 0 holds for any k ∈ [m], and A,C > 0 are absolute constants.

Proof. This lemma is a corollary of Lemma F.1 in Wang & E (2024). By Lemma F.1 in Wang
& E (2024) and its proof: for any T ∈ N+, q,m ∈ N+, there exists a C(q) > 0 and a ϕexp

m (t) =

15
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m∑
k=1

αke
−βkt such that

∥I(· = T )− ϕexp
m (·)∥ℓ1(N) ≤

C(q)e0.01(q+1)T

mq
,

where βk > 0 holds for any k ∈ [m]. Moreover,

C(q) =
M(q)

(1− 1/e)q
, M(q) = max

0≤k≤q
sup

x∈[−1,1]

∣∣∣Ψ(k)(x)
∣∣∣ ,

where Ψ(x) =

{
exp

(
− 1

1−x2

)
, x ∈ (−1, 1)

0, otherwise
is the standard bump function on [−1, 1]. We

mainly focus on small q since C(q) grows rapidly and through directly computation, we have
C(1) ≈ 1.3 . Hence,

∥I(· = T )− ϕexp
m (·)∥ℓ1(N) ≤

1.3 e0.02T

m

The following lemma guarantees that, with high probability, a bounded random vector can be pro-
jected onto a d-dimensional subspace such that the resulting error, after applying any linear trans-
formation A, is tightly controlled by ∥A∥2, the projection dimension, and the vector’s norm bound.

Lemma B.2 (High-probability projection). Let x ∈ RD be a random vector with zero mean, identity
covariance E[xx⊤] = ID, and almost surely bounded norm ∥x∥2 ≤ B. Let A ∈ Rm×D be any
fixed matrix. Then, for any δ ∈ (0, 1), there exists an orthogonal projection matrix P ∈ Rd×D such
that with probability at least 1− δ over the randomness of P , we have

∥Ax−AP⊤Px∥2 ≤ ∥A∥2 B
√
1− d

D

(
1 +

√
2 log(2/δ)

d

)
.

Proof. We construct P ∈ Rd×D as a random orthogonal projection (e.g., by taking the first d rows
of a Haar-distributed orthogonal matrix, or using a Johnson-Lindenstrauss style random matrix).
Then

∥Ax−AP⊤Px∥2 = ∥A(I − P⊤P )x∥2 ≤ ∥A∥2 ∥(I − P⊤P )x∥2.

From properties of random orthogonal projections, the squared projection error satisfies

E∥(I − P⊤P )x∥22 = ∥x∥22
(
1− d

D

)
≤ B2

(
1− d

D

)
.

Moreover, the projection error ∥(I − P⊤P )x∥2 is a sub-Gaussian random variable with mean at
most B

√
1− d/D, so by a standard sub-Gaussian tail bound (Hoeffding inequality):

Pr
[
∥(I − P⊤P )x∥2 ≥ B

√
1− d/D (1 + t)

]
≤ 2 exp

(
− dt2

2

)
.

Taking t =
√

2 log(2/δ)
d gives

∥(I − P⊤P )x∥2 ≤ B
√

1− d/D

(
1 +

√
2 log(2/δ)

d

)
with probability at least 1− δ. Multiplying by ∥A∥2 completes the proof.

The following lemma is Corollary 1 in Mudarisov et al. (2025).
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Lemma B.3. Assume ∥LogitsdH
(WQ,WK ,X)∥∞ is bounded, the attention weights satisfy:

1

L
exp (−2∆) ≤ ∥AttnScoredH

(WQ,WK ,X)∥∞ ≤ 1

L
exp (2∆) ,

where ∆ = ∥WQ∥2∥WK∥2B2.

The Gershgorin circle theorem localizes all eigenvalues of a matrix within discs determined by its
diagonal entries and row sums of off-diagonal magnitudes.
Lemma B.4 (Gershgorin circle theorem). Let A = (aij) ∈ Cn×n. For each i define the Gershgorin
radius

Ri :=
∑
j ̸=i

|aij |.

Then every eigenvalue λ of A lies in the union of the Gershgorin discs

λ ∈
n⋃

i=1

{z ∈ C : |z − aii| ≤ Ri}.

In particular, if the discs {z : |z− aii| ≤ Ri} are contained in a region S ⊂ C, then all eigenvalues
of A lie in S.

The mean value theorem expresses the difference F (y) − F (x) as the Jacobian at an intermediate
point applied to y − x.
Lemma B.5 (Mean Value Inequality for vector-valued functions). Let F : Rn → Rm be continu-
ously differentiable on an open convex set D ⊂ Rn. Then for any x,y ∈ D, there exists θ ∈ (0, 1)
such that

∥F (y)− F (x)∥ ≤ ∥JF (x+ θ(y − x))∥ · ∥y − x∥,
where JF (·) denotes the Jacobian matrix of F and ∥ · ∥ is an appropriate vector/matrix norm.

C PROOF OF THEOREM 4.1

In this section, we give the detailed proof of Theorem 4.1. We first restate the theorem:
Theorem C.1 (Restate of Theorem 4.). To approximate the linear target Ht(X) =

∑∞
i=0 ρixt−i,

we employ M groups of heads, where group m contains Hm heads each of dimension. Given the
model dimension D =

∑M
m=1 Hm · dm is fixed, with probability at least 1− δ, we have

ED(X) ≤
M∑

m=1

∥ρm∥2B

(
(1 + εδ)I{dm≤d}

√
1− dm

d
+

1.3 e0.02m

Hm

)
+

L∑
k=M+1

∥ρk∥2B , (6)

where

εδ =

√
2 log (2ML/δ)

minm dm
,

and the first term in equation (1) takes zero when dm > d.

Proof. We only consider the case dm ≤ d in our proof, since otherwise there is no information
loss and the first term in the approximation error vanishes. Since we only use a single layer of the
Transformer, we omit the layer index.

Embedding layer. We embed each token by

WE =

(
Id

0(D−d)×d

)
∈ RD×d, bE = 0 ∈ RD,

for xt, then each token x
(0)
t after embedding is

x
(0)
t = WExt + bE =

(
xt

0

)
∈ RD.

17
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Multi-head attention layer with residual connection. We implement multi-head attention using
M groups of heads. Each group m comprises Hm heads with dimension dm for (m = 1, 2, . . . ,M),
aimed at extracting the corresponding representation x̃t−m which is xt−m after projection to dm-
dimension space. This step can be presented as follows for each token:

xt

0
...
0

 −→


x̃t

x̃t−1

...
x̃t−M

0D−(
∑M

m=1 dm)

 := x
(1/2)
t .

where x̃t is obtained by residual connection.

We now focus on the extraction of an arbitrary x̃t−m and give the details of construction.

By lemma B.1, for any rate q ∈ N+, there exists a function

ϕexp
m (t) =

Hm∑
h=1

αh,me−βh,m(t−1)

such that βh > 0 and

∥I (· = m)− ϕexp
m (·)∥ℓ1(N) =

+∞∑
s=0

|I (s = m)− ϕexp(s)| ≤ 1.3 e0.02m

Hm
.

By Lemma B.2, there exist an projection Pm ∈ Rdm×d such that

Pr
[
∥(I − P⊤

mPm)xl∥2 ≥ B

√
1− dm

d
(1 + ε)

]
≤ 2 exp

(
− dmε2

2

)
.

for any l = 1, . . . , L. Let x̃t−m := Pmxt−m For h =
∑m−1

i=1 Hi,
∑m−1

j=1 Hj + 1 , . . . ,
∑m

k=1 Hk,
we choose parameters as follows

p(h) = βh,m, W
(h)
V = αh,m

(
Hm∑
i=0

exp(−βh,m(i− 1))

)
Pm, W

(h)
K = W

(h)
Q = 0.

The output of H heads are concatenated together, and we take

WO =

M∑
m=1

∑m
j=1 Hj∑

h=
∑m−1

i=1 Hi+1

Sm,h,

where Sm,h ∈ RD×D moves the output of the m−th set of heads to the same position

Sm,h =


0(

∑m−1
i=1 di)×(

∑m−1
i=1 di+(h−1)dm) 0(

∑m−1
i=1 di)×dm

0(
∑m−1

i=1 di)×(D−
∑m−1

i=1 di−hdm)

0dm×(
∑m−1

i=1 di+(h−1)dm) Idm×dm 0dm×(D−
∑m−1

i=1 di−hdm)

0(D−
∑m

i=1 dm)×(
∑m−1

i=1 di+(h−1)dm) 0(D−
∑m

i=1 dm)×dm
0(D−

∑m
i=1 dm)×(D−

∑m−1
i=1 di−hdm)


We define

P̃m :=
(
0dH×(m−1)dH

, Idm×dm
, 0dH×(D−mdH)

)
∈ Rdm×D, m ∈ [M ],

then

P̃m · Concat
(
Attn(h)(X(0))

)H

h=1

=

∑m
j=1 Hj∑

h=
∑m−1

i=1 Hi

αh,m

∞∑
s=1

e−βh,m(s−1)x̃t−s := x̂t−m.
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And the approximation error of this step is

εAttn ≤ sup
t

M∑
m=1

∥x̃t−m − x̂t−m∥∞

≤ sup
t

M∑
m=1

∥I (· = m)− ϕexp
m (·)∥ℓ1(N) ·B

≤B ·
M∑

m=1

1.3 e0.02m

Hm
,

Feed forward network. FFN is implemented component-wise to realize convolution. The final
output for the t-th token is

Ĥt(X) =

M∑
m=0

ρ̃mx̂t−m,

where ρ̃m = ρmPm
⊤. In fact we only need a linear map to achieve this, and FFN won’t cause any

approximation error.

Approximation error. By Lemma B.2, with probability at least 1 −M maxm 2 exp
(
− dmε2

2

)
,

we have

ED(X) =∥
∞∑

m=0

ρmxt−m −
M∑

m=0

ρ̃mx̂t−m∥2

≤
M∑

m=1

∥ρmxt−m − ρ̃mx̂t−m∥2 +
∞∑

k=M+1

∥ρk∥2B

≤
M∑

m=1

∥ρmxt−m − ρ̃mx̃t−m∥2 +
M∑

m=1

∥ρ̃mx̃t−m − ρ̃mx̂t−m∥2 +
∞∑

k=M+1

∥ρk∥2B

(By Lemma B.2 ) ≤B

M∑
m=1

∥ρm∥2

(√
1− dm

d
(1 + ε) + εAttn

)
+B

∞∑
k=M+1

∥ρk∥2.

Take uniform bound over L tokens, with probability at least 1− δ, we have

ED(X) ≤
M∑

m=1

∥ρm∥2B

√1− dm
d

1 +

√
2 log (2ML/δ)

minm dm

+ εAttn

+

∞∑
k=M+1

∥ρk∥2B

D PROOF OF THEOREM 5.1 AND COROLLARY 5.1

In this section, we prove Theorem 5.1 and Corollary 5.1, we first restate the results:
Theorem D.1 (Restate of Theorem 5.1). Assume ∥LogitsdH

(WQ,WK ,X)∥∞ is bounded. Let

Jl =
∂(AttnScoredH el)

∂(LogitsdH
el)

be the column-wise Jacobian for l ∈ [L]. Then we have

∥Jl∥2 = O
(
1

L

)
, l = 1, 2, . . . , L,

where O hides an absolute constant depends on LogitsdH
(WQ,WK ,X).
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Corollary D.1 (Restatement of Corollary 5.1). Under the same condition as Theorem 5.1, for any
AttnScoredH

(WQ,WK ,X) and dh ≤ dH , there exist ŴK , ŴQ ∈ Rdh×D such that for any
l ∈ [L] ∥∥∥(AttnScoredH

(WQ,WK ,X)−AttnScoredh
(ŴQ, ŴK ,X))el

∥∥∥
2
= O

(
ΛH
h

L

)
, (7)

where ΛH
h =

∑dH

i=dh+1 σ(W
T
Q

⊤
W T

K ) is the tail sum of singular values of original logits matrices,
and O hides an absolute constant depends on LogitsdH

(WQ,WK ,X).

Proof. Without loss of generality, we focus on a certain index l. For simplicity of notation, we let z

denote the l-th column of
〈
WQX,WKX

〉
+R and denote softmax as σ, and the i-th component

of output vector as σi(z).

Through direct computation, we have

Jσ(z) = diag(σ(z))− σ(z)σ(z)⊤ =

{
σi(z)− σi(z)

2, i = j,

−σi(z)σj(z), i ̸= j.

And notice that Jσ(z) is semidefinite. In fact, let p = σ(z) ∈ RL, so that pi ≥ 0 and
∑L

i=1 pi = 1.
For any v ∈ RL, we compute the quadratic form:

v⊤Jσ(z)v = v⊤
(
diag(p)− pp⊤

)
v =

L∑
i=1

piv
2
i −

( L∑
i=1

pivi

)2
.

The right-hand side is exactly the variance of the random variable V taking values vi with probability
pi, i.e.

v⊤Jσ(z)v = Ep[V
2]−

(
Ep[V ]

)2
= Varp(V ) ≥ 0.

Therefore Jσ(z) is positive semidefinite.

According to Lemma B.4, for an eigenvalue λ of Jσ(z), there exists an i such that

|λ− σi(z)(1− σi(z))| ≤
∑
j ̸=i

σi(z)σj(z) = σi(z)(1− σi(z)).

Hence, 0 ≤ λ ≤ 1
2 .

Since the sum of the eigenvalues of a matrix is equal to its trace, we have∑
i

λi ≤
∑
i

σi(z)(1− σi(z)) ≤ 1.

By Lemma B.3, σi(z) ∼ 1
L , and λi ∼ 1

L for i = 1, 2, . . . , L. Hence, ∥Jσ(z)∥ ∼ 1
L .

To prove Corollary 5.1, we take Ŵ⊤
Q ŴK as the low-rank approximation of WQ

⊤WK . then Corol-
lary 5.1 can be dirctectly obtained from Theorem 5.1 and Lemma B.5.

E APPROXIMATION AND TRADEOFF RESULTS FOR NONLINEAR TARGET

E.1 INDUCTION HEAD

Wang et al. (2025) defined a generalized induction head:

IHn:t(X) =

t−1∑
s=n

πsxs,
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where

πs = softmax

(
(Xt−n+2:tW

∗Xv−n+1:v−1)
L−1
v=n

)
v=s

,

and empirically pointed out that the first Transformer layer is used to extract information. In fact,
the parameter allocation problem for the first layer reduces to the n-gram case.

We systematically investigated the effect of Transformer architectural variants on the Induction Head
task in Figure 7, which tests a model’s ability to recognize and extend repeated patterns—a fun-
damental reasoning mechanism for in-context learning. The task was constructed using synthetic
sequences of length 128 with 10 unique tokens and embedded 5-token repeating patterns, yielding a
dataset of 10,000 sequences (80%/20% train/validation).

The model architecture was a two-layer Transformer encoder with dmodel = 256, pre-norm config-
uration, GELU feed-forward networks, learned positional encodings, and a two-layer MLP output
head. We varied the number of attention heads in 1, 2, 4, 8, 16, 32 while keeping dmodel fixed. Mod-
els were trained for 500 epochs using AdamW (learning rate ∈ 10−3, 5!×!10−4, 10−4, weight decay
10−4), cosine scheduling with ReduceLROnPlateau, gradient clipping (1.0), and mixed precision.
Each configuration was repeated with three random seeds, and the best-performing model was se-
lected by validation mean squared error (MSE).

Evaluation included validation MSE, heatmaps of performance across architectural variants, and
qualitative prediction analysis. The results reveal how the number of heads influences the ability of
the model to capture the Induction Head mechanism and demonstrate the robustness of certain con-
figurations across seeds. This provides practical guidance for architectural design in tasks requiring
in-context learning.

Figure 7: Induction Head Tradeoff

E.2 CONTINUOUS TIME-HOMOGENEOUS SYSTEM

In this subection, we analyze the approximation error of a continuous target function and derive the
resulting trade-off.

We consider a sequence-to-sequence model in which both the input X = (xt)t∈Z ⊂ X ⊂ Rd×Z

and output Y = (yt)t∈Z ⊂ Y ⊂ Rd×Z are sequences of infinite length and input tokens xt are
i.i.d. (we need a stronger assumption due to the target) random vectors with zero mean and identity
covariance matrix and whose norm is bounded by B. H denotes the mapping from X to Y with
yt = Ht(X).

To give the mapping H practical relevance, we must impose certain properties on the target function
space. We now present the definitions of these properties.

Definition E.1. H =
{
Ht : X 7→ Rd; t ∈ R

}
be a sequence of functionals.
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1.(Linear) Ht is linear if for any λ, λ′ ∈ R and X,X ′ ∈ X , Ht(λX + λ′X ′) = λHt(X) +
λHt(X

′).

2.(Continuous) Ht is continuous if for any X,X ′ ∈ X , limX′→X |Ht(X
′)−Ht(X)| = 0.

3.(Bounded) Ht is bounded if supX∈X ,X ̸=0
|Ht(X)|
∥X∥∞

≤ ∞.

4.(Time-homogeneous) H = Ht : t ∈ R is time-homogeneous (or shift-equivariant) if the input-
output relationship commutes with time shift: let [Sτ (X)]t = xt−τ be a shift operator, then
H(SτX) = SτH(X).

5.(Causal) Ht is causal if it does not depend on future values of the input. That is, if X,X ′ satisfy
xt = x′

t for any t ≤ t0, then Ht(X) = Ht(X
′) for any t ≤ t0.

6.(Regular) Ht is regular if for any sequence X(n) ∈ X : n ∈ Z such that x(n)
t → 0, then

lim
n→∞

Ht(X
(n)) = 0.

According to the following lemma, the target we studied in Section 4 is a continuous, linear, regular,
causal and time-homogeneous functional.
Lemma E.1. Let H be a family of continuous, linear, regular, causal and time-homogeneous func-
tionals on X . Then, there exist a sequence ρ : N → Rd that is summable, i.e.

∥ρ∥l1 :=

d∑
i=1

∞∑
j=0

|(ρi)j | < ∞

and

Ht(X) =

∞∑
i=0

ρixt−i, t ∈ Z.

In particular, H is uniformly bounded with supt ∥Ht∥ = ∥ρ∥ℓ1 .

Proof. We prove the existence of a summable sequence ρ : N → Rd satisfying the stated properties.
Let X = ℓ∞(Z;Rd) with the sup-norm ∥X∥ = supk∈Z max1≤i≤d |Xk,i|.

Step 1: Riesz representation and causality.
Since each Ht : X → R is continuous, linear, and regular, by the Riesz representation theorem for
ℓ∞ spaces with regular functionals, there exists a unique finitely additive signed vector measure µt

on Z such that
Ht(X) =

∫
Z
XT dµt =

∑
k∈Z

XT
k µt({k}),

where µt({k}) ∈ Rd is the mass at integer k, and ∥Ht∥ = ∥µt∥ =
∑

k∈Z
∑d

i=1 |µt,i({k})|.

Causality implies that Ht(X) depends only on {Xk : k ≤ t}. Hence, µt({k}) = 0 for all k > t,
and the representation simplifies to:

Ht(X) =

t∑
k=−∞

XT
k µt({k}). (1)

Step 2: Time homogeneity and shift invariance.
For any τ ∈ Z, time homogeneity implies Ht(X) = Ht+τ (X

(τ)) where X
(τ)
k = Xk−τ . Applying

(1) to the right-hand side:

Ht+τ (X
(τ)) =

t+τ∑
m=−∞

XT
m−τµt+τ ({m}).

Substituting j = m− τ :

Ht+τ (X
(τ)) =

t∑
j=−∞

XT
j µt+τ ({j + τ}).
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Equating with (1) and comparing coefficients:
µt({j}) = µt+τ ({j + τ}) ∀j ≤ t. (2)

Step 3: Construction of ρ.
Fix t = 0 in (2) and set τ = −t:

µt({j}) = µ0({j + t}) ∀j ≤ t.

Define µ({k}) = µ0({k}). By causality, µ({k}) = 0 for k > 0. Using time homogeneity:

Ht(X) = H0(X
(−t)) =

0∑
k=−∞

XT
k+tµ({k}).

Substituting i = −k:

Ht(X) =

∞∑
i=0

XT
t−iµ({−i}). (3)

Define ρi = µ({−i}) for i ≥ 0. Then (3) becomes:

Ht(X) =
∞∑
i=0

xT
t−iρi.

Step 4: Summability and norm equality.
From the Riesz representation and causality:

∥ρ∥ℓ1 =

∞∑
i=0

d∑
j=1

|(ρi)j | =
0∑

k=−∞

d∑
j=1

|µj({k})| = ∥µ∥ = ∥H0∥ < ∞.

For any t ∈ Z, using (2) and shift invariance:

∥Ht∥ =

t∑
j=−∞

d∑
i=1

|µt,i({j})| =
t∑

j=−∞

d∑
i=1

|µi({j + t})| = ∥µ∥ = ∥ρ∥ℓ1 .

Thus supt∈Z ∥Ht∥ = ∥ρ∥ℓ1 .

We now consider a continuous time-homogeneous system. According to Theorem C.6 in Wang &
Li (2023) and de Figueiredo (1982), we obtain the following decomposition result for such systems:
Lemma E.2 (Volterra Series Decomposition). H is a continuous time-homogeneous system with
input X and output Y , then H can be expanded in the Volterra series as follows

yt = Ht(X) = h0 +

∞∑
n=1

∞∑
τ1=0

· · ·
∞∑

τn=0

H(n)(τ1, . . . , τn)
(
xt−τ1 ⊗ · · · ⊗ xt−τn

)
, (8)

where ⊗ denotes the Kronecker product. In particular, we call the expansion order n to be the
series’ order.

We focus on the term H(n) and derive its approximation error when using a single-layer Transformer
to approximate it. We begin by stating the lemmas required for our analysis:
Lemma E.3. Let {xi}ni=1 be i.i.d. random variables with E[xi] = 0 and E[x2

i ] = 1. Then
⊗n

i=1 xi

is a random vector with mean zero and identity covariance matrix.

Proof. It suffices to consider the scalar case d = 1. Define y :=
∏n

i=1 xi. Then

E[y] = E

[
n∏

i=1

xi

]
=

n∏
i=1

E[xi] = 0,

and

E[y2] = E

( n∏
i=1

xi

)2
 =

n∏
i=1

E[x2
i ] = 1.

Thus Var(y) = 1, which proves the claim.
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Lemma E.4. xi are random vectors with E∥xi∥2 = Bi, and ∥xi − x̄i∥2 ≤ εi ≤ ε. Then
E∥
⊗n

i=1 x̃i −
⊗n

i=1 x̂i∥2 ≤
∏n

i=1(Bi + εi)−
∏n

i=1 Bi

Proof. From the property of projection operation,
∥x̃i − x̂i∥2 ≤ ∥P∥2∥xi − x̂i∥2 ≤ εi ≤ ε.

By direct calculation,

E∥
n⊗

i=1

x̃i −
n⊗

i=1

x̂i∥2 ≤
∑

ϕ ̸=S⊂{1,...,n}

(∏
i∈S

εi

)
E∥
⊗
j /∈S

x̃j∥2

=
∑

ϕ ̸=S⊂{1,...,n}

(∏
i∈S

εi

)∏
j /∈S

Bj

=

n∏
i=1

(Bi + εi)−
n∏

i=1

Bi.

We use the FFN to implement the Kronecker product in our proof; therefore, the universal approxi-
mation property of FFNs is also required.
Definition E.2 (Barron space (E et al., 2019; 2021; Ma et al., 2020)). Consider functions f : X → R
that admit the following representation: f(x) =

∫
Ω
aσ(b⊤x + c)ρ(da,db,dc), x ∈ X . For any

p ∈ [1,+∞], we define the Barron norm as ∥f∥Bp := infρ

(
Eρ [|a|p(∥b∥1 + |c|)p]

)1/p
. Then the

Barron space are defined as: Bp := {f ∈ C : ∥f∥Bp < +∞}.
Lemma E.5 (Ma et al. (2020)). For any f ∈ B, there exists a two-layer ReLU neural network

FFN(x) =
K∑

k=1

akσ(b
⊤
k x+ ck) with M neurons such that

∥f − FFN∥L∞[−2,2] ≤ O
(
∥f∥B

√
logK√
K

)
.

We now present the approximation and tradeoff result:
Theorem E.1 (Tradeoff for Nonlinear Target). To approximate the target Ht(X) =∑∞

τ1=0 · · ·
∑∞

τn=0 H
(n)(τ1, . . . , τn)

(
xt−τ1 ⊗ · · · ⊗ xt−τn

)
, we employ M groups of heads, where

group m contains Hm heads each of dimension dm ≤ d. Given the model dimension D =∑M
m=1 Hm · dm is fixed, with probability at least 1− δ, we have

ED(X) ≤
M∑

τ1=0

· · ·
M∑

τn=0

∥∥H(n)(τ1, . . . , τn)
∥∥
2
(1 + εδ)

nI{minm dm≤d}

√
1−

(
minm dm

d

)n
+

M∑
τ1=0

· · ·
M∑

τn=0

∥∥H(n)(τ1, . . . , τn)
∥∥
2

[
(B + εAttn)

n −Bn
]

+ εH + εFFN.

where
εδ =

√
2 log(2ML/δ)

minm dm
,

εAttn = max
m

1.3 e0.02T

Hm
,

εH =

∥∥∥∥∥
∞∑

τ1=0

· · ·
∞∑

τn=0

H(n)(τ1, . . . , τn)
(
xt−τ1 ⊗ · · · ⊗ xt−τn

)
−

M∑
τ1=0

· · ·
M∑

τn=0

H(n)(τ1, . . . , τn)
(
xt−τ1 ⊗ · · · ⊗ xt−τn

)∥∥∥∥∥
2

.

24



1296
1297
1298
1299
1300
1301
1302
1303
1304
1305
1306
1307
1308
1309
1310
1311
1312
1313
1314
1315
1316
1317
1318
1319
1320
1321
1322
1323
1324
1325
1326
1327
1328
1329
1330
1331
1332
1333
1334
1335
1336
1337
1338
1339
1340
1341
1342
1343
1344
1345
1346
1347
1348
1349

Under review as a conference paper at ICLR 2026

and εFFN is caused by using FFN to implement Kronecker product.
Corollary E.1 (Parameter allocation via trade-offs). Under the same condition of Theorem E.1, the
allocation of parameters can be achieved by solving the following optimization problem

min
M,Hm, dm

M∑
τ1=0

· · ·
M∑

τn=0

∥∥H(n)(τ1, . . . , τn)
∥∥
2

×
[
I{minm dm≤d}

√
1−

(
minm dm

d

)n
+ (B + εAttn)

n −Bn

]
s.t.

M∑
m=1

Hm · dm = D.

(9)

Proof. In this proof, the construction of the embedding layer and the multi-head attention layer
follows exactly the same procedure as in Theorem 4.1. After these two steps, for each token, we
obtain:


x̃t

0
...
0

 −→


x̃t

x̃t−1

...
x̃t−M

0D−(M+1)×dH

 := x
(1/2)
t .

By Lemma B.2, with probability at least 1−M maxm 2 exp
(
− dmε2

2

)
, we have

ED(X) =∥
∞∑

τ1=0

· · ·
∞∑

τn=0

H(n)(τ1, . . . , τn)
(
xt−τ1 ⊗ · · · ⊗ xt−τn

)
−

M∑
τ1=0

· · ·
M∑

τn=0

H̃(n)(τ1, . . . , τn)
(
x̂t−τ1 ⊗ · · · ⊗ x̂t−τn

)
∥2

≤∥
∞∑

τ1=0

· · ·
∞∑

τn=0

H(n)(τ1, . . . , τn)
(
xt−τ1 ⊗ · · · ⊗ xt−τn

)
−

M∑
τ1=0

· · ·
M∑

τn=0

H̃(n)(τ1, . . . , τn)
(
xt−τ1 ⊗ · · · ⊗ xt−τn

)
∥2

+ ∥
M∑

τ1=0

· · ·
M∑

τn=0

H̃(n)(τ1, . . . , τn)
(
x̃t−τ1 ⊗ · · · ⊗ x̃t−τn

)
−

M∑
τ1=0

· · ·
M∑

τn=0

H̃(n)(τ1, . . . , τn)
(
x̃t−τ1 ⊗ · · · ⊗ x̃t−τn

)
∥2

+ ∥
M∑

τ1=0

· · ·
M∑

τn=0

H̃(n)(τ1, . . . , τn)
(
x̃t−τ1 ⊗ · · · ⊗ x̃t−τn

)
−

M∑
τ1=0

· · ·
M∑

τn=0

H̃(n)(τ1, . . . , τn)
(
x̂t−τ1 ⊗ · · · ⊗ x̂t−τn

)
∥2

≤
M∑

τ1=0

· · ·
M∑

τn=0

∥H(n)(τ1, . . . , τn)∥2(1 + ε)nI{minmdm≤d}

√
1−

(
minm dm

d

)n

+

M∑
τ1=0

· · ·
M∑

τn=0

∥H(n)(τ1, . . . , τn)∥2 [(B + εAttn)
n −Bn] + εH + εFFN
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where εAttn = maxm
1.3 e0.02T

Hm
, εH = ∥

∑∞
τ1=0 · · ·

∑∞
τn=0 H

(n)(τ1, . . . , τn)
(
xt−τ1 ⊗ · · · ⊗

xt−τn

)
−
∑M

τ1=0 · · ·
∑M

τn=0 H̃
(n)(τ1, . . . , τn)

(
x̂t−τ1 ⊗ · · · ⊗ x̂t−τn

)
∥2, and εFFN is caused by

using FFN to implement Kronecker product.

Take uniform bound over L tokens, with probability at least 1− δ, we have

ED(X) ≤
M∑

τ1=0

· · ·
M∑

τn=0

∥∥H(n)(τ1, . . . , τn)
∥∥
2
(1 + εδ)

nI{minm dm≤d}

√
1−

(
minm dm

d

)n

+

M∑
τ1=0

· · ·
M∑

τn=0

∥∥H(n)(τ1, . . . , τn)
∥∥
2

[
(B + εAttn)

n −Bn
]

+ εH + εFFN.

where εδ =
√

2 log (2ML/δ)
minm dm

.

F ADDITIONAL EXPERIMENTS

Inspiration of parameter allocation. Jiang et al. (2025) empirically investigated how the head
trade-off is influenced by the memory structure and the difficulty of the target relationship in Figure
8. As illustrated in Figure 4 of their work, the trade-off depends on both the underlying memory
structure and the level of task difficulty. Each subfigure corresponds to a specific memory structure,
with the plots showing loss as a function of the number of heads. The color of the curves encodes
the parameter α, which reflects task difficulty. The results indicate that, for certain tasks, the trade-
off remains consistent across different levels of difficulty (Figure (c)). In tasks (a) and (b), when
the task is relatively easy, no clear trade-off is observed. However, in task (c), a trade-off appears
consistently, regardless of task difficulty.

Figure 8: Linear Convolution Tradeoff

Reducing budget on number of heads. We conducted a systematic investigation of Transformer
architectural hyperparameters on the WikiText-103 language modeling task. The goal was to under-
stand how attention head dimension and number of heads affect model performance in next-token
prediction.
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The models were 6-layer GPT-style Transformer decoders with learned token and positional embed-
dings (sequence length 256), RMSNorm, SwiGLU feed-forward networks, residual connections,
and weight-tied output projections. Two hyperparameter sweeps were performed: (1) varying head
dimension with 8 attention heads fixed, and (2) varying the number of heads (1–32) with head di-
mension fixed at 64. The model dimension dmodel was set as the product of number of heads and
head dimension.

Training was performed on 1% of WikiText-103 ( 1M tokens) for 2 epochs using AdamW (learn-
ing rate 3 × 10−4, weight decay 0.1) with cosine scheduling, 200-step warmup, gradient clipping,
dropout 0.1, and mixed precision. Models were evaluated on validation and test sets using cross-
entropy loss and perplexity. Each configuration recorded training curves, validation losses, and test
performance for analysis.

Comparative analysis reveals that cutting head dimension is a more effective way to reduce model
parameters than reducing the number of heads, which incurs higher loss. The study highlights how
architectural choices influence performance and parameter efficiency in language modeling, offering
insights for balancing model capacity and computational budget.

Figure 9: Loss vs Number of Heads

Figure 10: Logits Norm vs L

Analysis of attention Logits norms. In Figure 10, we investigate how the ℓ2 norm of atten-
tion logits (pre-softmax) varies with sequence length. For each sequence length L, we randomly
sampled 10 text sequences from the Wikitext-103 dataset and performed forward passes using the
TinyLlama-1.1B model. We focused on the logits of the first attention head in the first layer
(layer 0, head 0) and computed the ℓ2 norm at the middle token of each sequence (index = L/2).

This analysis has several theoretical motivations:

• Gradient stability: The magnitude of logits directly affects the softmax gradients. Exces-
sively large norms may cause gradient explosion, while very small norms lead to overly
uniform attention distributions.

• Numerical stability: Extreme logits values can result in numerical overflow, impacting
training stability.

• Attention concentration: Differences in logits magnitudes indicate the degree of attention
focus, with larger variations corresponding to more concentrated attention.

By analyzing the logits norm at the middle token, we avoid boundary effects and ensure compara-
bility across sequences of different lengths. We hypothesize that the logits norm exhibits a specific
scaling behavior with sequence length and should remain relatively stable to support effective gradi-
ent propagation. These observations provide insights into the internal mechanisms of Transformers
when handling long sequences and can guide design choices for long-sequence modeling.
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