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Abstract
The recent emergence of Large Language Mod-001
els (LLMs) has heralded a new era of human-AI002
interaction. These sophisticated models, exem-003
plified by Chat-GPT and its successors, have004
exhibited remarkable capabilities in language005
understanding. However, as these LLMs have006
undergone exponential growth, a crucial dimen-007
sion that remains understudied is the person-008
alization of these models. Large foundation009
models such as GPT-3 etc. focus on creating010
a universal model that serves a broad range011
of tasks and users. This approach emphasizes012
the model’s generalization capabilities, treating013
users as a collective rather than as distinct indi-014
viduals. While practical for many common ap-015
plications, this one-size-fits-all approach often016
fails to address the rich tapestry of human diver-017
sity and individual needs. To explore this issue018
we introduce the PEFT-U Benchmark: a new019
dataset for building and evaluating NLP mod-020
els for user personalization. PEFT-U consists021
of a series of user-centered tasks containing di-022
verse and individualized expressions where the023
preferences of users can potentially differ for024
the same input. Using PEFT-U, we explore the025
challenge of efficiently personalizing LLMs to026
accommodate user-specific preferences in the027
context of diverse user-centered tasks.028

1 Introduction029

Large Language Models (LLMs) have shown030

tremendous capability in performing complex tasks031

such as reasoning, summarization, creative writing,032

etc. Through the scaling of these models, both033

in size (> 1B parameters) and data (> 1 Trillion034

tokens) these models have achieved remarkable035

performance on a wide range of natural language036

understanding and generation tasks (Touvron et al.,037

2023; Henighan et al., 2020). However, even as038

the generalization capability of LLMs has grown,039

one crucial dimension that has been understudied is040

the personalization of these models (Salemi et al.,041

2023; Kazienko et al., 2023).042

At its core, personalization is about tailoring AI- 043

driven interactions to the individual preferences, 044

needs, and idiosyncrasies of each user (Salemi 045

et al., 2023; Welch et al., 2022; Clarke et al., 2023; 046

Kang et al., 2022). In many real-world scenar- 047

ios, users have unique preferences, contexts, and 048

expectations, which are currently incapable of be- 049

ing effectively accommodated by the generalized 050

LLMs available today. These traditional LLMs 051

have predominantly adhered to a "one-size-fits- 052

all" approach (Touvron et al., 2023; Clarke et al., 053

2022; OpenAI, 2023; Bubeck et al., 2023), offer- 054

ing a single, uniform model capable of serving all 055

users and tasks alike. While this approach is un- 056

doubtedly valuable in many scenarios, it falls short 057

when it comes to accommodating the rich tapestry 058

of human diversity where people are not uniform, 059

and their linguistic and communicative preferences 060

vary widely (Li et al., 2023; Zhang et al., 2018). 061

Existing works in NLP have highlighted the need 062

for user perspective in language modeling partic- 063

ularly when dealing with intrinsically subjective 064

applications such as Hate Speech Detection and 065

Sentiment Analysis where differing perspectives 066

are common (Mostafazadeh Davani et al., 2022; 067

Sang and Stanton, 2021; Geva et al., 2019; Kan- 068

clerz et al., 2022; Welch et al., 2022). Research 069

has shown that accounting for user perspective 070

and personalization is essential for building robust 071

and effective models (Mostafazadeh Davani et al., 072

2022; Sang and Stanton, 2021; Geva et al., 2019; 073

Kanclerz et al., 2022; Welch et al., 2022). How- 074

ever, despite this glaring need, existing resources 075

fail to model and cater to these differing perspec- 076

tives. When curated, NLP resources tend to have 077

an intrinsic bias towards the majority perspective 078

due to their reliance on voting for ground truth. 079

As such they fail to adequately represent diverse 080

user preferences and individualized expressions, 081

further contributing to a lack of personalization 082

(Mostafazadeh Davani et al., 2022; Sang and Stan- 083
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ton, 2021; Geva et al., 2019; Kanclerz et al., 2022).084

To combat these challenges we introduce the085

PEFT-U Benchmark. PEFT-U consists of over086

13+ personalized tasks and 15k+ users across do-087

mains such as Hate Speech, Sentiment/Emotion,088

and Humor. In contrast to other resources, the089

PEFT-U benchmark uniquely tests complex scenar-090

ios where LLMs are faced with differing user per-091

spectives even when facing the same input. To the092

best of our knowledge, this benchmark is the first093

of its kind to focus on modeling user preferences094

in NLP with an emphasis on identical inputs that095

require different model outputs depending upon096

the user. Using PEFT-U we explore a range of097

strategies for efficiently compartmentalizing user098

perspectives. In particular, we implement and em-099

pirically analyze a series of personalized prompting100

approaches (non-parametric) vs tuning and com-101

partmentalizing user-level knowledge (parametric)102

for personalized tasks showing that personalized103

models are crucial to providing users with more104

accurate results representative of their actual per-105

spectives. We publicly release our code, models,106

and benchmark1.107

2 PEFT-U Benchmark108

The PEFT-U benchmark aims to assess the effi-109

cacy of language models in producing personalized110

outputs based on user-specific information.111

Data Collection To generate high-quality data112

samples representative of differing user perspec-113

tives we focus on curating subjective problems114

where the model is forced to respect the user’s115

points of view e.g. Hate Speech Detection. Typi-116

cally NLP resources for these problem areas em-117

ploy an annotation process where correctness is118

determined via majority vote and outliers are dis-119

carded. This often results in the overlooking of120

the subtleties of the user’s perspective, ultimately121

leading to potential group biases and inaccuracies122

in the data. In contrast, we reconstruct these data123

sources framing individual annotators as distinct124

users to capture these important nuances. To avoid125

the possible influence of noisy/bad annotators we126

take into account their contribution level to the an-127

notation process and discard low-quality users. Ad-128

ditionally, we discard users with less than n = 10129

samples in their training and test sets respectively.130

As shown in table 1 PEFT-U consists of 13+ person-131

alized tasks and 15k+ users with each task gaining132

1https://github.com

a maximum Krippendorff’s alpha (α) of 0.5 (Krip- 133

pendorff, 2011) across the domains of Hate/Abuse, 134

Humor, and Emotion/Sentiment as shown in ta- 135

ble 1. For each dataset, we construct a unique 136

instruction-style prompt to guide the LLM to gen- 137

erate the desired output. More details on each of 138

the specific datasets, our reconstruction process, 139

and their prompts are provided in Appendix A. 140

User Disagreement As shown in table 1, we 141

enforce that all personalized tasks must obtain a 142

Krippendorff’s alpha score of (α ≤ 0.5). This re- 143

quirement is created to assess the ability to capture 144

differing user perspectives even when facing the 145

same input. Krippendorff’s alpha (α) is a reliabil- 146

ity coefficient developed to measure the agreement 147

among annotators. When used in data curation, 148

data is usually considered reliable when (α ≥ 0.8). 149

By enforcing all datasets to have low agreement 150

scores, we force the model to rely on respective 151

user information to generate its output. 152

3 Modularity + Personalization 153

When exploring the problem of personalization, 154

one possible solution would be the allocation of a 155

dedicated LLM for each user. However, deploy- 156

ing a separate personalized model for each user 157

would incur significant compute costs in produc- 158

tion. In addition, the balance between embedding 159

generalized and personalized knowledge in these 160

models remains unclear. Thus providing such a 161

solution is prohibitive in this era of large language 162

models. Recent works in Modular Deep Learning 163

(Liu et al., 2022a; Pfeiffer et al., 2023; Hu et al., 164

2021; Houlsby et al., 2019), seek to optimize and 165

further tune these LLMs without having to update 166

all the model parameters. These methods typically 167

introduce a small number of additional parame- 168

ters and update these parameters in a model while 169

freezing the remaining weights, thus limiting the 170

computational resources required. This is often 171

done to enable multi-task learning or to introduce 172

new updates in the training data without the need 173

for training from scratch. 174

In our experiment setting, we shift this paradigm 175

from multi-task learning to multi-user learning fo- 176

cusing on the research question of "How to ef- 177

ficiently personalize large language models for 178

subjective tasks?". As such, we empirically an- 179

alyze personalized prompting approaches (non- 180

parametric) vs efficiently tuning and compartmen- 181

talizing user-level knowledge (parametric) for per- 182
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Dataset
# Users Avg # examples

per user
Avg # users

per text
Krippendorff’s

AlphaDomain Name

Hate+Abuse

HateXplain (Mathew et al., 2022) 253 238.9 3.0 0.46
GabHate (Kennedy et al., 2018) 18 4807.16 3.12 0.24
MeasuringHateSpeech (Sachdeva et al., 2022) 7912 17.13 3.42 0.47
TweetEval (Röttger et al., 2022) 20 200.0 200.0 0.14
UnhealthyConversations (Price et al., 2020) 588 386.77 4.64 0.28
WikiDetox Aggression (Wulczyn et al., 2017) 4053 336.84 11.78 0.43

Sentiment
GoEmotion (Demszky et al., 2020) 82 1859.95 2.83 0.44
StudEmo (Ngo et al., 2022) 25 296.44 1.43 0.18
Subjective Discourse (Ferracane et al., 2021)∗ 68 9.26 6.20 0.50/0.01/0.01

Humor Cockamamie (Gultchin et al., 2019) 1878 489.33 7.65 0.08
EPIC (Frenda et al., 2023) 74 191.51 4.72 0.19

Table 1: PEFT-U Benchmark: We design a large-scale benchmark for personalized model training and evaluation
consisting of 13+ personalized tasks across 15k+ users with each task obtaining a Krippendorff’s alpha (α) < 0.5
per task. ∗Subjective Discourse consists of 3 different sentiment tasks.

sonalized tasks.183

4 Benchmark Evaluation184

To quantify the challenge the PEFT-U benchmark185

presents, we evaluate the performance of a range of186

parameter-efficient methods compared to zero/few-187

shot prompting approaches.188

Methods We implement and evaluate 7 differ-189

ent parameter-efficient methods for personalizing190

LLMs using Flan-T5 (Chung et al., 2022). These191

methods consist of:192

1) Zero-shot/Few-shot Prompting: Using k =193

3 random samples of user data we construct an194

instruction-style prompt for inference.195

2) LoRa (Hu et al., 2021): injects trainable196

rank decomposition matrices into each layer of the197

Transformer architecture.198

3) Adapters (Houlsby et al., 2019) add a train-199

able bottleneck layer after the feedforward network200

in each Transformer layer.201

4) Prompt Tuning (Lester et al., 2021) intro-202

duces an additional k tunable tokens per down-203

stream task prepended to the input text and trained204

end-to-end.205

5) Prefix-Tuning (Li and Liang, 2021) prepends206

task-specific trainable vectors to the input of multi-207

head attention in each Transformer layer that is208

attended to as virtual tokens.209

6) P-Tuning (Liu et al., 2022b) employs train-210

able continuous prompt embeddings in concatena-211

tion with discrete prompts.212

7) IAˆ3 (Liu et al., 2022a) introduces trainable213

vectors lw into different components of the trans-214

former which perform element-wise rescaling of215

inner model activations. 216

Training We train all models with AdamW 217

(Loshchilov and Hutter, 2019) and a weight de- 218

cay of 0.01 on NVIDIA RTX 3090 24GB GPUs. 219

We use a learning rate of 2e-5, batch size of 16, 220

and a linear learning rate warmup over the first 221

10% steps with a cosine schedule for 8 epochs over 222

multiple runs with varied random seeds. 223

5 Results 224

Evaluation Metrics We consider two perfor- 225

mance metrics: (1) average per-user accuracy per 226

task and (2) average accuracy for all tasks. 227

5.1 Few/Zero-shot vs PEFT 228

Table 2 shows our results analyzing existing PEFT 229

methods in comparison to few/zero-shot prompting 230

techniques. From these results, we show that per- 231

sonalizing models is crucial to providing users with 232

more accurate results representative of their actual 233

perspectives. Notably, zero/few-shot prompting 234

falls short of adequately representing user view- 235

points compared to its trained counterparts being 236

outperformed on average by all methods except 237

for Prompt Tuning. Across all methods, results 238

show that Adapters performs the best outperform- 239

ing on 12 out of the 13 PEFT-U tasks and achieving 240

an overall accuracy score of 64.4% compared to 241

59.5% of LoRa in 2nd. The presented results un- 242

derscore the complexity of the PEFT-U benchmark, 243

revealing the challenges inherent in achieving con- 244

sistently high performance across diverse tasks and 245

datasets. While personalized fine-tuning methods 246

exhibit superior accuracy compared to traditional 247
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Method Size #Params

Dataset

AverageHate+Abuse Sentiment Humor Sentiment
Hate

Xplain
Gab
Hate MHS Tweet

Eval UHC Wiki
Detox

Go
Emotion

Stud
Emo Cockamamie EPIC SD(D) SD(QS) SD(RS)

Zero/Few-Shot (k=3) - 0 47.4 81.9 26.1 61.5 55.2 61.4 53.3 27.2 97.1 63.3 16.0 20.5 11.3 47.9

LoRA 3.8M 880K 54.9 88.6 27.4 69.5 73.4 81.0 66.3 67.7 97.2 67.9 29.4 30.7 18.9 59.5
Prefix Tuning 1.5M 370K 48.8 85.4 45.5 61.8 66.0 72.7 60.1 32.9 97.1 66.7 7.7 11.7 8.1 51.1
P-Tuning 128K 1.8M 48.7 81.9 29.2 61.3 56.8 62.3 53.8 27.6 97.0 62.8 16.6 19.6 11.1 48.4
Prompt Tuning 128K 31K 49.3 82.8 28.7 59.5 56.3 63.3 52.1 27.6 97.1 61.1 10.5 20.5 9.9 47.6
Adapters 14M 3.5M 59.0 89.1 38.9 70.5 77.5 84.0 68.4 83.7 97.2 68.5 35.3 39.0 25.6 64.4
IA^3 450K 111K 48.6 86.7 26.5 62.3 61.6 70.0 58.9 27.6 97.1 64.3 19.0 24.1 13.5 50.8

Table 2: Results of PEFT Methods on the PEFT-U Benchmark: This table shows the macro accuracy of each PEFT
method in comparison to Zero/Few-shot prompting on Flan-T5 (Chung et al., 2022).

Method Original
Params

Adjusted
Params

Original
Acc

Acc
w/ Reduced Params

LoRA 880K 111K 69.5 66.2
Prefix Tuning 370K 111K 61.8 61.5
P-Tuning 1.6M 111K 61.7 61.7
Prompt Tuning 15K 111K 59.8 50.0
Adapters 3.5M 111K 70.5 64.2
IA^3 111K - 62.3 -

Table 3: Results on TweetEval task for PEFT-U with
equal number of trainable parameters.

few/zero-shot prompting techniques, the variations248

in performance among different PEFT methods as249

well as the performance on datasets such as Subjec-250

tive Discourse and MeasuringHateSpeech indicate251

that the benchmark presents a multifaceted chal-252

lenge. The nuances of user personalization, model253

size, and parameter tuning significantly impact the254

effectiveness of these methods. This observed di-255

versity in performance across methods suggests256

that there is no one-size-fits-all solution, and fur-257

ther investigation is imperative.258

5.2 Impact of Number of Parameters259

Given the performance of Adapters, we sought to260

understand whether its performance was due to261

the number of trainable parameters. As such, we262

systematically varied the parameter count across263

each method on the TweetEval Task. Notably, we264

observed nuanced patterns across different PEFT265

methods. As shown in table 3, with reduced pa-266

rameters all methods except for P-tuning suffered267

a decrease in overall performance. However, LoRa268

with equal trainable parameters was able to outper-269

form Adapters.270

6 Related Works271

Prior works have highlighted the need for user per-272

spective particularly when dealing with intrinsi-273

cally subjective applications where differing per-274

spectives are common (Mostafazadeh Davani et al.,275

2022; Sang and Stanton, 2021; Geva et al., 2019;276

Kanclerz et al., 2022; Welch et al., 2022). Re- 277

search has shown that accounting for user perspec- 278

tive and personalization is essential for building 279

robust and effective models (Mostafazadeh Davani 280

et al., 2022; Sang and Stanton, 2021; Geva et al., 281

2019; Kanclerz et al., 2022; Welch et al., 2022). 282

However, despite this glaring need, existing re- 283

sources fail to model and cater to these differing 284

perspectives. When curated, NLP resources tend 285

to have an intrinsic bias towards the majority per- 286

spective due to their reliance on voting for ground 287

truth. As such they fail to adequately represent 288

diverse user preferences and individualized expres- 289

sions, further contributing to a lack of personaliza- 290

tion (Mostafazadeh Davani et al., 2022; Sang and 291

Stanton, 2021; Geva et al., 2019; Kanclerz et al., 292

2022). Other benchmarks such as Salemi et al. 293

(2023) highlight the importance of personalization 294

LLMs, however, PEFT-U uniquely factors cases of 295

conflicting user perspectives when exploring per- 296

sonalization in addition to considering the compute 297

constraints. 298

7 Conclusion 299

This work addresses a critical gap in NLP concern- 300

ing the personalization of LLMs. While LLMs 301

have achieved remarkable performance in various 302

tasks, their generalization capabilities have pre- 303

dominantly followed a "one-size-fits-all" paradigm. 304

This approach falls short of meeting the diverse 305

linguistic and communicative preferences of indi- 306

vidual users. The PEFT-U Benchmark introduced 307

in this paper serves as an effort to evaluate the 308

personalization capabilities of LLMs across a spec- 309

trum of tasks. PEFT-U, presents a unique challenge 310

by emphasizing scenarios where identical inputs 311

necessitate diverse model outputs. The reported re- 312

sults showcase the inherent challenges posed by the 313

PEFT-U benchmark and advocate for the continued 314

exploration of effective personalization strategies. 315
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8 Limitations316

The PEFT-U Benchmark while designed to capture317

diverse user perspectives, may not fully represent318

the intricacies of all real-world communication sce-319

narios. The dataset’s construction involved a care-320

ful curation process, but the authors acknowledge321

that the complexities of individual preferences and322

linguistic nuances are vast and varied. In this work,323

user perspective is modeled solely based on the324

user’s output preferences. Factors such as age, gen-325

der, and other potentially important demographics326

are not considered.327

In addition, the personalization methodologies328

explored in this study may not encompass the entire329

spectrum of potential approaches. The field of NLP330

is dynamic, and emerging techniques could offer331

alternative solutions to the challenges presented.332

Personalization in LLMs is an evolving research333

area, as such there may be relevant strategies re-334

leased recently that were not covered in this work.335
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A Additional Dataset Details565

In this section, we detail the datasets in our PEFT-U566

benchmark, including dataset construction, repre-567

sentative samples, and task instructions.568

A.1 Dataset Details & Construction569

We include datasets in various domains, including:570

• HateXplain (Mathew et al., 2022) contains571

posts on social media. Each post is classified572

into 3 classes: hate, offensive, or normal. The573

dataset additionally contained annotations for574

the hate speech target community and the ra-575

tionales. We consider the post texts and the576

classification labels only.577

• GabHate (Kennedy et al., 2018) has 28K578

posts from the social media platform Gab.579

Each post is annotated using a hierarchical580

coding typology of hate-based rhetoric, with581

hierarchical labels indicating dehumanizing582

and violent speech, vulgarity and offensive583

language, and targeted groups. We only con-584

sider the top-level binary classification on hate585

speech.586

• MeasuringHateSpeech (Sachdeva et al.,587

2022) contains 50K social media comments588

from various platforms. They are labeled589

by a large number (11K) of Crowdsource 590

workers on Amazon Mechanical Turk2. Each 591

comment is annotated with 10 ordinal la- 592

bels: sentiment, disrespect, insult, attack- 593

ing/defending, humiliation, inferior/superior 594

status, dehumanization, violence, genocide, 595

and a 3-valued hate speech benchmark label. 596

This dataset adjusts for annotators’ perspec- 597

tives by aggregating the labels via faceted 598

Rasch measurement theory (RMT). We use 599

the comment text and the 3-valued hate speech 600

label only. 601

• TweetEval (Röttger et al., 2022) comprises 602

200 Twitter posts, each annotated by 20 an- 603

notator groups of 3. Annotators were given 604

a short definition of hate speech only, which 605

encourages the subjectivity of annotators. The 606

labels are binary classifications of hatefulness. 607

• UnhealthyConversations (Price et al., 2020) 608

consists of 44K comments labeled by crowd- 609

source workers as either “healthy” or “un- 610

healthy”. It also contains six potentially un- 611

healthy sub-attributes: (1) hostile; (2) antag- 612

onistic, insulting, provocative, or trolling; (3) 613

dismissive; (4) condescending or patronizing; 614

(5) sarcastic; and/or (6) an unfair generaliza- 615

tion. We only consider the top-level binary 616

classification of healthy conversations. 617

• WikiDetox Aggression (Wulczyn et al., 2017) 618

is a large collection of 100K online comments 619

to English Wikipedia where crowd-source an- 620

notators label whether each comment is a per- 621

sonal attack. 622

• GoEmotion (Demszky et al., 2020) is a large 623

annotated dataset of 58k English Reddit com- 624

ments, labeled for 27 emotion categories or 625

Neutral. We reduce the emotion categories 626

into 6 coarse categories with Ekman-style 627

grouping. Each comment can have multiple 628

emotion labels. We drop texts with no labels 629

annotated and texts labeled as ‘neutral’. 630

• StudEmo (Ngo et al., 2022) comprises 5K 631

customer reviews annotated by 25 people for 632

10 emotion dimensions: eight emotion dimen- 633

sions from Plutchik’s model plus valence and 634

arousal. Valence has an intensity range of 635

[−3,+3] whereas each remaining category 636

has a range of [0, 3]. We treat the problem 637

2https://www.mturk.com
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Dataset # Unique
Texts Labels

Domain Name

Hate+Abuse

HateXplain 20K [hateful, offensive, normal]

GabHate 28K [Hateful, Non-hateful]

Measuring
HateSpeech 50K Hate speech scale: [0, 1, 2]

TweetEval 200 [Hateful, Non-hateful]

Unhealthy
Conversations 44K [healthy, unhealthy]

WikiDetox
Aggression 100K [Aggressive, Normal]

Sentiment

GoEmotion 58K [anger, disgust, fear, joy, sadness, surprise]

StudEmo 5K [joy, trust, anticipation, surprise, fear, sadness, anger,
disgust, valence, arousal]

Subjective Discourse
(response)

1K

[answer+direct, answer+over-answer, shift+correct,
shift+dodge, can’t answer+honest, can’t answer+lying]

Subjective Discourse
(question sentiment)

[very-negative, negative, somewhat-negative, neutral,
somewhat-positive, positive, very-positive]

Subjective Discourse
(response sentiment)

[very-negative, negative, somewhat-negative, neutral,
somewhat-positive, positive, very-positive]

Humor
Cockamamie 120K [humorous, not-humorous]

EPIC 3K [Ironic, Non-ironic]

Table 4: Additional details on the PEFT-U Benchmark.

as multi-class classification where we keep638

categories with intensity value ≥ 1 as positive639

labels.640

• Subjective Discourse (Ferracane et al., 2021)641

consists of 1,000 question-response pairs from642

20 witness testimonials in U.S. congressional643

hearings. The study collects subjective in-644

terpretations from the crowdsource workers645

about the conversations on three aspects: the646

question, the response, and an explanation.647

In particular, the annotator provides subjec-648

tive assessments of the conversation acts and649

communicative intents of the responses, form-650

ing 6 response labels. Each annotator also651

rates their sentiment toward the politicians652

and the witness on a 7-point scale. We lever-653

age the response labels, and the sentiments654

toward the politicians and witnesses to form655

3 dataset versions. To construct the text part,656

we join (question speaker detail, question text,657

response speaker detail, response text) by new-658

lines.659

• Cockamamie (Gultchin et al., 2019) includes660

120K words and phrases from GNEWS. The661

words and phrases are annotated by crowd662

workers fluent in English on whether they are 663

humorous. 1,500 words are further annotated 664

on six binary humor features. We leverage 665

the words and the initial binary “humorous” 666

labels only. 667

• EPIC (Frenda et al., 2023) is made of 3K 668

short social media (post, reply) pairs collected 669

from Twitter and Reddit across five regional 670

varieties of English. Annotators from five dif- 671

ferent counties were asked to provide a binary 672

label (either Irony or not-Irony) for the Re- 673

ply text given the context provided by Post. 674

We template the (Post, Reply) pairs by adding 675

“message” and “reply” prefixes. 676

We summarize additional details for each dataset 677

in Table 4. We split each user’s data into 678

train/dev/test sets by 80/10/10 splits. 679

A.2 Representative Samples 680

In this section, we show representative samples 681

for each dataset where different user perspectives 682

result in different labels for the same text input. 683

Warning: Offensive content is inevitable for 684

datasets in the Hate+Abuse domain. 685
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A.2.1 Representative Sample for HateXplain686

Text. right definitely not going back to the fag687

hag thing it was fun for a bit in my <number> but688

outrageously gay people are just too high strung689

for me it back to that reason i can not be a lesbian690

Labels.691

- normal692

- hatespeech693

- offensive694

A.2.2 Representative Sample for695

MeasuringHateSpeech696

Text. @L1LTR4P fucking losers wetbacks #Sor-697

ryNotSorry698

Labels.699

- 0700

- 1701

- 2702

A.2.3 Representative Sample for GabHate703

Text. #Breaking: Claiming bias against conserva-704

tives, @FreedomWatchUSA has filed a class action705

lawsuit against Google, Facebook, Instagram, Twit-706

ter, and Apple.707

Labels.708

- Non-hateful709

- Hateful710

A.2.4 Representative Sample for TweetEval711

Text. [USER] fuck Brett Farve redneck ass, he712

stuckup he don’t give a damn lol he be on campus713

acting like he the shit714

Labels.715

- Hateful716

- Non-hateful717

A.2.5 Representative Sample for Unhealthy718

Conversations719

Text. They are poor because they are reliant on the720

drug trade and reliant on the drug trade because721

they are then poor. That cycle can be broken.722

Labels.723

- healthy724

- unhealthy725

A.2.6 Representative Sample for WikiDetox726

Aggression727

Text. == Dougbiznatch again! ==728

729

Hey I’m back. Gonna vandalize all day and no one730

can stop me! As you can tell I can’t be stopped by731

banning. I’ll be seeing alo tof you and the rest of732

the blacklisted admins for the next couple of weeks 733

=P 734

Dougbiznatch 735

Labels. 736

- Aggressive 737

- Normal 738

A.2.7 Representative Sample for GoEmotion 739

Text. Is he dead now from a tragic drowning acci- 740

dent? Asking for a friend. 741

Labels. 742

- [sadness] 743

- [surprise] 744

A.2.8 Representative Sample for StudEmo 745

Text. We got to the Cycle On Hostel by chance 746

in the middle of the night. There wasn’t a single 747

place available in other places. . . ...and it’s very 748

good that we didn’t get to another place! First of 749

all, great service: people who are open to others, 750

nice and smiling, who help us with every time of 751

day and night. Spacious hostel, rooms and bath- 752

rooms are clean. And besides all that - the location 753

- nothing to add, nothing to take away. Literally 5 754

minutes away from Neptune and at the same time 755

the building is situated in such a place that at night 756

it is quiet despite such a short distance from the 757

busiest street where it is full of tourists and chil- 758

dren. If we will still have a chance to spend the 759

night in Gdansk, we will surely come to Cycle On 760

again. With a clear conscience I recommend 761

Labels. 762

- [trust, anticipation, valence, arousal] 763

- [joy, trust, valence, arousal] 764

A.2.9 Representative Sample for Subjective 765

Discourse (response) 766

Text. politician: JIM JORDAN, Ohio 767

768

Okay. Well, this is put out by the Exempt Orga- 769

nizations Division, same division where all these 770

problems took place over the last three years. It 771

came out, again, just five days after the comment 772

period on the proposed rule ended at the end of 773

February, and I want to just highlight a few of the 774

questions that are asked. So there is a category that 775

says what if the IRS needs more information about 776

your (c)(4) application? New sample questions. So 777

if we could put them up side-by-side. Now, the 778

first slide are the targeted questions that TIGTA 779

said were inappropriate and that you agree are inap- 780

propriate, Judith Kendall agreed are inappropriate. 781
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Those are those questions. And now, just five days782

after the proposed rule comment period ends, you783

issue a newsletter from the Exempt Organizations784

Division highlighting the new questions you are785

going to ask, and I just want to look how similar786

the two questions are. Let’s just take the second cat-787

egory, whether an officer or director, etcetera, has788

run or will run for public office. The new question789

says this: Do you support a candidate for public of-790

fice who is one of your founders, officers, or board791

members? It is basically the same. This reminds792

me of when I was in grade school and the teachers793

told us you shouldn’t plagiarize, so you change794

a few words and basically plagiarize. This is the795

same thing. So here is what I don’t understand. If796

you are trying to comply with the TIGTA report, if797

the new (c)(4) rule is a way to deal with what the798

audit said and not as what I believe is a continua-799

tion of the project Lois Lerner started, why are you800

asking the same darn questions?801

802

witness: The Hon. John Koskinen, Commissioner,803

Internal Revenue Service804

805

As I noted, I haven’t seen that and can’t read it on806

the chart. I would be delighted to sit down and807

go over all of those questions with you and with808

the exempt organizations. All of the TIGTA report809

didn’t blanket say you should never ask questions810

about this. Thank you for the chart.811

Labels.812

- can’t answer+lying813

- can’t answer+honest814

- shift+dodge815

A.2.10 Representative Sample for Subjective816

Discourse (question sentiment)817

Text. politician: RANDY NEUGEBAUER, Texas818

819

And, as you’re aware, Section 972 of Dodd-Frank820

requires an issuer of securities to disclose the an-821

nual proxy statement, the reason why the issuer822

has chosen to allow the same person to serve as823

the board chairman and the CEO. This year, Wells824

states that your dual role is a result of your ex-825

tensive experience and knowledge regarding the826

company and provides the most efficient leadership827

of the board and the company. Mr. Stumpf, do you828

think it’s a good idea for the same person to serve829

as both chairman of the board and CEO?830

831

witness: Stumpf, John G., Chairman and Chief 832

Executive Officer, Wells Fargo and Company 833

834

Thank you, Congressman, for that question. In 835

our company, we have 14 outside directors. We 836

have a lead director. All directors are New York 837

Stock Exchange-independent, by their standards. 838

I am not a member of any standing committee of 839

that board. The independent directors and the lead 840

director help set the agenda for the boards. They 841

always have meetings that are in executive session 842

without me. And as you probably read about what 843

happened this weekend–because we filed an 8-K 844

yesterday about actions that they took as an inde- 845

pendent board, and I was not part of that. So the 846

board acts quite independently. 847

Labels. 848

- negative 849

- neutral 850

- somewhat-negative 851

- somewhat-positive 852

A.2.11 Representative Sample for Subjective 853

Discourse (response sentiment) 854

Text. politician: JERROLD NADLER, New York, 855

Chairman 856

857

It is our understanding that at least one briefing 858

occurred between December–between your deci- 859

sion not to recuse yourself on December 19th and 860

6 days later, Christmas day. Is that correct? Simple 861

enough question, yes or no. 862

863

witness: Matthew G. Whitaker, Acting Attorney 864

General, U.S. Department of Justice Oral Testi- 865

mony 866

867

Mr. Chairman, I, again, what is the basis for 868

your question? You are saying that it is your 869

understanding—- 870

Labels. 871

- negative 872

- neutral 873

- somewhat-negative 874

- somewhat-positive 875

A.2.12 Representative Sample for 876

Cockamamie 877

Text. judokas 878

Labels. 879

- humorous 880

- not-humorous 881
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A.2.13 Representative Sample for EPIC882

Text. message: “Because the last generation was883

Gen. Z and there’s no where to go past that, so we884

gotta start from the beginning.”885

reply: “but we should have just named the first886

generation “Alpha” instead of doing it now”887

Labels.888

- Ironic889

- Non-ironic890

A.3 Task Instructions891

In this section, we show the task instructions892

prepended to prompts in training and inference for893

each dataset.894

A.3.1 Instruction for HateXplain895

Please review the following text and indicate if it896

has the presence of hate speech or is offensive in897

nature. Respond ‘hatespeech’ if the text contains898

hate speech, ‘offensive’ if the text does not contain899

hate speech but is offensive and ‘normal’ if the text900

is neither offensive nor contains hate speech.901

A.3.2 Instruction for MeasuringHateSpeech902

On a scale of 0-2 rate the level of hatespeech con-903

tained in the following text. Respond with ‘0’ if904

the text does not contain hate speech, ‘1’ if the905

text contains some hate speech, and ‘2’ if the text906

contains a lot of hate speech.907

A.3.3 Instruction for GabHate908

Please review the following text and indicate if it909

has the presence of hate speech. Respond ‘Hateful’910

if the text contains hate speech and ‘Non-hateful’911

if the text does not contain hate speech.912

A.3.4 Instruction for TweetEval913

Please review the following text and indicate if it914

has the presence of hate speech. Respond ‘Hateful’915

if the text contains hate speech and ‘Non-hateful’916

if the text does not contain hate speech.917

A.3.5 Instruction for Unhealthy918

Conversations919

Please review the following text and indicated if it920

is ‘healthy’ or ‘unhealthy’. Respond ‘healthy’ if921

the text is healthy and ‘unhealthy’ if the text can922

be considered hostile, antagonistic, condescending,923

dismissive or an unfair generalization.924

A.3.6 Instruction for WikiDetox Aggression925

Please review the following text and indicate if it926

has the presence of malicious remark to a person927

or group. Respond ‘Aggressive’ if the text contains 928

a personal attack and ‘Normal’ if the text does not 929

contain a personal attack. 930

A.3.7 Instruction for GoEmotion 931

Please analyze the following text and assign one 932

or more appropriate emotion labels. Emotion la- 933

bels include happiness, sadness, anger, surprise, 934

joy, fear, disgust. You can select one or multiple 935

emotion labels that best capture the emotional con- 936

tent of the text. Respond with the emotion labels 937

separated by a comma. 938

A.3.8 Instruction for StudEmo 939

Please analyze the following text and assign one 940

or more appropriate emotion labels. Emotion la- 941

bels include joy, trust, anticipation, surprise, fear, 942

sadness, disgust, anger, valence, and arousal. You 943

can select one or multiple emotion labels that best 944

capture the emotional content of the text. Respond 945

with the emotion labels separated by a comma. 946

A.3.9 Instruction for Subjective Discourse 947

(response) 948

Please analyze the following text and indicate how 949

the witness responded to the question. Respond 950

with ‘answer’ if they answered the question reason- 951

ably, ‘cant-answer-lying’ if they could not answer 952

and are lying, ‘cant-answer-sincere’ if they could 953

not answer but are honest about it, ‘shift-dodge’ if 954

they shifted the topic with the intent of dodging the 955

question, ‘answer_overans-sway’ if they over an- 956

swered the question with the intention of swaying 957

or ‘shift-correct’ if they shifted the topic with the 958

intention of clarifying the question. 959

A.3.10 Instruction for Subjective Discourse 960

(question sentiment) 961

Please analyze the following text and rate your 962

sentiment towards the questioners. Sentiment la- 963

bels include ‘somewhat-positive’, ‘positive’, ‘very- 964

positive’, ‘somewhat-negative’, ‘very-negative’, 965

‘neutral’ and ‘negative’. Respond with the sen- 966

timent label that best captures your sentiment to- 967

wards the questioners. 968

A.3.11 Instruction for Subjective Discourse 969

(response sentiment) 970

Please analyze the following text and rate your 971

sentiment towards the witness. Sentiment la- 972

bels include ‘somewhat-positive’, ‘positive’, ‘very- 973

positive’, ‘somewhat-negative’, ‘very-negative’, 974
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‘neutral’ and ‘negative’. Respond with the sen-975

timent label that best captures your sentiment to-976

wards the witness.977

A.3.12 Instruction for Cockamamie978

Please rate whether the following text is funny or979

not funny. Respond ‘yes’ if you think the text is980

funny and ‘no’ if you think the text is not funny.981

A.3.13 Instruction for EPIC982

Irony is a figurative language device that conveys983

that opposite of literal meaning, profiling inten-984

tionally a secondary or extended meaning. Please985

review the following message and reply and indi-986

cate if it has the presence of irony. Respond ‘Ironic’987

if the reply if you think the reply is ironic and ‘Non-988

ironic’ if you think the reply is not ironic.989
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