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Abstract

Sampling from constrained statistical distributions is a fundamental task in various
fields including Bayesian statistics, computational chemistry, and statistical physics.
This article considers sampling from a constrained distribution that is described
by an unconstrained density, as well as additional equality and/or inequality con-
straints, which often make the constraint set nonconvex. Existing methods struggle
in the presence of such nonconvex constraints, as they rely on projections, which
are computationally expensive or intractable, are specialized to either inequality
or equality constraints, and often lack rigorous quantitative convergence guaran-
tees. In this paper, we introduce Overdamped Langevin with LAnding (OLLA), a
new framework that can design overdamped Langevin dynamics accommodating
both nonlinear equality and inequality constraints. The proposed dynamics also
deterministically corrects trajectories along the normal direction of the constraint
surface, thus obviating the need for explicit projections. We show that, under suit-
able regularity conditions on the target density and the feasible set ¥ C R¢, OLLA
converges exponentially fast in 2-Wasserstein distance to the constrained target
density px(z) o exp(—f(z))doy. Lastly, through experiments, we demonstrate
the efficiency of OLLA compared to known constrained Langevin algorithms and
their slack variable variants, highlighting its favorable computational cost and fast
empirical mixing.!

1 Introduction

Sampling from complex, constrained statistical distributions is a fundamental problem in machine
learning, with applications ranging from Bayesian inference under structured priors to training
generative models with safety or fairness constraints. When there is no constraint, a prominent
class of sampling techniques is centered around (overdamped) Langevin dynamics, where the drift
is set to the gradient of the log-target density. These have gained significant traction due to their
strong theoretical guarantees: for example under log-concave target densities [1-8] or more general
densities that satisfy relaxed conditions such as isoperimetric inequalities [9, 10] one can obtain fast,
non-asymptotic convergence rates. Langevin dynamics can even be generalized, via a Riemannian
Langevin approach, to sample under convex constraints [e.g., 11, 12]. However, extending Langevin-
based approaches to sample from distributions supported on nonconvex sets ¥ C R? remains a
major challenge. Existing techniques typically rely on projection steps, which are computationally
expensive and require convexity to ensure convergence. Moreover, most methods offer limited
or no quantitative convergence guarantees in this case; in fact, even if the density is log-concave,
a nonconvex constraint can easily make the target distribution much harder to sample from, also
rendering the analysis more difficult. This is a critical bottleneck for many emerging machine learning
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applications — such as imitation learning [13] or constrained generative modeling — where the feasible
set is implicitly defined by complex equality and inequality constraints.

In this article, we introduce OLLA (Overdamped Langevin with LAnding), a suite of projection-free
stochastic dynamics that could serve as the foundation for sampling from constrained distributions.
OLLA avoids projections by combining two key ideas: (1) relying on local approximations of the
feasible set to guide the sampling and (2) introducing a restitution mechanism called “landing" that
guarantees convergence to the feasible set. These techniques build on ideas previously developed in
the context of nonconvex optimization, where they have been shown to provide scalable and effective
algorithms [14—16], and share close connection to several powerful constrained sampling approaches
in the literature [17-21]. We adapt and extend the ideas to the sampling setting, which makes OLLA
both computationally efficient and theoretically grounded. Our main contributions are summarized as
follows:

* (Unified treatment of constraints) OLLA is described by a stochastic differential equation
(SDE) that, in contrast to related prior works, enforces both equality and inequality constraints.
This is achieved by constructing the tangent space to the constraint manifold and projecting the
overdamped Langevin drift and diffusion terms onto the tangent space resulting in a simple least-
squares problem. OLLA recovers the classical equality-only constrained Langevin dynamics
as a special case, yet seamlessly accommodates arbitrary smooth inequality constraints without
resorting to slack variables or projections.

* (Exponential convergence) We prove that the continuous version of OLLA converges to the
constrained target distribution px; at an exponential rate under appropriate regularity assumptions.
Our convergence results are non-asymptotic and characterized by the 2-Wasserstein distance in all
scenarios (equality constraints only, inequality constraints only, and mixed).

* (Efficient SDE discretization with trace-estimation) We introduce OLLA-H, a computationally
efficient Euler-Maruyama (EM) discretization of the aforementioned SDE that features a Hutchin-
son trace estimator [22] for approximating the It6-Stratonovich correction term arising from the
diffusion. As a result, OLLA-H has low computational cost per iteration, even in high dimensions,
and it achieves relatively accurate sampling and empirical mixing, an aspect that we demonstrate in
various numerical experiments.

2 Related Works

We first focus our literature review on recent works that consider Langevin sampling under nonlinear
constraints. One of the closest touching points is [17], which describes a gradient descent approach
on the KL divergence. The algorithm shares some similarities to ours in that projections are avoided,
but the work focused on equality constraints only, whereas OLLA covers both equality and inequality
constraints. The work [23] proposes the use of slack variables to incorporate inequality constraints
to change a mixed problem into an equality-only problem, which comes at the cost of additional
spurious dimensions. In a similar vein, [18] designs a particle-based variational inference method to
incorporate inequality constraints. The method is effective at sampling under inequality constraints
only, suffers, however, from high computational cost in high dimensions due to the estimation of
associated boundary integrals.

OLLA is inspired by recent methods in nonlinear optimization [15, 14, 16] that use a similar landing
mechanism and avoid projections onto the feasible set. There has also been important work by
[19-21] who introduced a constrained Langevin dynamics based on numerical schemes such as
SHAKE, RATTLE [24-26], and including Metropolis-Hastings corrections [21]. These works mainly
focus on equality-only constraints, although inequality constraints can be incorporated via including
slack variables or applying reflection at the boundary. We use these algorithms as baselines and refer
them to Constrained Langevin (CLangevin) [20], Constrained Hamiltonian Monte Carlo (CHMC)
[20], and Constrained generalized Hybrid Monte Carlo (CGHMC) [21].

In the present work, constraints are handled through a careful decomposition of the stochastic
dynamics on the boundary into normal and tangential parts, thereby avoiding projections and even
enabling infeasible initialization. There have also been alternative algorithm designs that, however,
do not share these features, for example, [27, 28] (based on projection), [29, 30] (barrier functions),
[31] (reflections), or [11, 32, 12] (mirror maps). Other works by [33, 34] introduce penalties for
constraint violations or relax the notion of constraint satisfaction [35]. In addition, we note that,
although closely related, constrained sampling is not the same as sampling on manifolds [36-39].



3 Preliminaries & Notations

We consider sampling from a target density supported on the compact and connected Riemannian
submanifold of R? defined by ¥ := {z € R? | h(z) = 0,g(z) < 0} where b : RY — R™ and
g : R? — R! are smooth functions. To guarantee that all constraint-related constructions are well-
posed, we impose the Linear Independence Constraint Qualification (LICQ) condition [40].

Definition 1. The functions &, g satisfy LICQ if {Vh1 (), ... VA, (2) }U{Vgi(x)},; are linearly
independent for every x € 3, where I, denotes the set of active inequality constraints, i.e.,
I, :={i€[l]| gi(x) > 0}.

As aresult of LICQ, the tangent space of X at x € X can be defined as

T,Y = {v e R*| Vh(z)v = 0,Vgi(z)v =0, Vi € I}
and its orthogonal projector onto 7,3 is II(z) = I — VJ(2)TG(z)"1VJ(z), where J(z) :=
[h1(2), ..., hin (), gi, (x) + €, oo Giyp, (@) + €]T i1, .1, } = I denotes the stacking of con-
straint functions for some € > 0 and G(x) := V.J(x)VJ(x)T is its associated Gram matrix.

For any smooth f : ¥ — R and a smooth vector field X : ¥ — R, the intrinsic gradient and
divergence on X are given by Vy f(z) = II(2)V f(z), dive X (x) = Tr (II(2)VX (z)), where V
denotes the usual Euclidean gradient or Jacobian in R?. Our target density is set to be px ()
exp(—f(z))dos on 3 with dox, being the induced Hausdorff measure on . We write p;, p; be the
law of OLLA and the projected process of OLLA onto X at time ¢. On X, the natural extension of KL
divergence and Fisher information take the form:

KL (pllos) = [ ptn (£ )dos: and (plos) = [ o9 (£ ) o
by b)) (%>

P

We now streamline notations appearing in Section 4. A complete list of symbols and precise technical
definitions are included in Appendix A. In particular, let 7(z) denote the nearest-point (Euclidean)
projection onto 3, and let A gj be the log-Sobolev constant of (X, px;). We then assume the existence
of the following constants.

My = sup  ||h(zo)ll2, My:= sup |lg(zo)l2,
xo€supp(po) zo€supp(po)
over the support of the initial law py. The constant x (Lemma C.1, Lemma C.3) and § captures
the regularity of X and Us denotes the tubular neighborhood of width § with a special “recovery”
property (see Theorem C.1, Theorem C.2 for the precise definitions of § and Us).

4 Main results

4.1 Construction of OLLA via Least Squares

We now derive the continuous-time dynamics of OLLA by choosing the drift vector ¢ and the
symmetric diffusion matrix ) to be the closest—in a least-squares sense—to the unconstrained
usual Langevin coefficients, subject to enforcing both the equality constraints {h;(x)}.~, and
the active inequality constraints {g; (a:)}j ¢z, This is achieved by applying Itd’s lemma to each
constraint function h; and g; and splitting the change in, for example, h;, into a martingale term
Vhi(X,)TQ(X,)dW, and a drift term [Vh;(X;)Tq(X,) 4+ $Tr (V2R (X,)Q(X)Q(X,)T)] dt. By
choosing @ so that Q(x)Vh;(z) = Q(x)Vg;(z) = 0, the martingale piece vanishes exactly in the
normal directions. Simultaneously, we pick the drift vector g to satisfy the linear equation

1 1
VhIq+ 5Tr (V2h:QQ") + ah; =0, Vg q+ 5Tr (V?g,QQ") +algj+e)=0 (1)

so that h(X;) = h;(Xo)e " and g;(X:) + € = (g;(Xo) + €)e~*, where hyperparameters a, € > 0
denote the landing or boundary repulsion rate, respectively. This enforces g;(X}) to hit 0 in finite
time t = L In((g;(Xo) + €)/€), after which g;(X;) < 0 remains forever. As a result, this approach
removes any noise and drift direction in the normal of constraints and implants a pure drift normal to
constraints, guaranteeing exponential decay of both equality and active-inequality constraints at a
rate «. This yields the closed-form SDE in Proposition 1 and Lemma 1.



Proposition 1 (Construction of OLLA and its closed form SDE). Consider the following SDE:
dX, = q(Xy)dt + Q(X,)dW, 2

where

Q= @rgmin”x/i[ —Ql% st

{Qth =0, Vi e [m},
QeRdxd

Qng = 07 VJ € I:r:7

I VhIq+ 3T (V2hiQQT) + ah; =0 Vi € [m]
= argmin||§ + Vf||2 st { 42 ¢ v . ’
4 qgeRd la fli ngTq + %W’(VZngQT) +a(g;+e€) =0, Vjel,.

Then, there exists a closed form SDE (OLLA) of (2) given by:

dX; = —[II(X)V (X)) + aVJI(X) TG (X)) T (X)]dt + H(Xy)dt + V2L X)dW:  (3)
where

o= —VJITG [TH(V2 L), ..., T (V2h,10) , TP (V2 10) o, TP (V2gi, D)) @)

is the associated mean curvature correction term of ¥y, := {z € R | h(z) = 0, g1, (z) = 0}.

Remark 1 (Mean curvature = [td-Stratonovich correction). By technical stochastic-calculus identi-
ties on manifolds (see, e.g., Rousset et al. [19], Lemma 3.19), the It6-Stratonovich correction arising
from the Stratonovich SDE

dX; = —[I[(X,)Vf(X;) + aVJ(X)TGHX,)J(Xp)]dt + V2I(X;) 0 dW; (5)
coincides exactly with the mean-curvature term H(z) of Xy, := {z € R? | h(z) = 0,97, (z) = 0}.
Remark 2 (Relation to orthogonal direction samplers from variational KL).  Zhang et al. [17]
introduced an overdamped-Langevin sampler for equality constraints by minimizing the constrained
KL divergence via an orthogonal-space variational formulation, and Zhang et al. [18] also used a
similar approach to handle single inequality constraint. In the absence of inequality constraints, our
OLLA dynamics coincide with the equality constrained sampler of [17] up to a modified potential
f(x) = flz)+ 3 Indet(G), since the mean curvature correction satisfies

H(z) = divII(z) + [I(2)V In ((det G(x))%) ©®)

(see Rousset et al. [19], Lemma 3.21). Correspondingly, whereas their framework yields a stationary
measure proportional to e~/ (*) §s(dx) under the coarea formula, OLLA converges to the Riemannian
volume-weighted density e~/ (*)dos;(z) on ¥ (see Rousset et al. [19], Lemma 3.2). In addition to
this, the work [18] enforces a single inequality constraint via a purely deterministic normal drift
—aVyg/||Vygll2, without any stochastic component in the tangential direction. OLLA instead projects
noise and drift vectors tangentially even during the landing phase, thereby preserving exploration on
the evolving manifold ¥ := {z € R? | h(z) = h(Xo)e~*'} and improving mixing.

Lemma 1 (Exponential decay of constraint functions). The dynamics induced by (3) satisfy the
following properties almost surely for Vi € [m],Vj € Ix,:

hi(X3) = hiy(Xo)e ™™, t>0 e
and 1 .
j +
9;(Xe) = —e+ (9;(Xo) + €)™, t<—In (%(?6)
95(Xe) <0, t> éln (93(X0)+6>
€

with g(X;) < 0,Vt > 0 for j ¢ Ix,, where I, := {k € [l] | gx(x) > 0} is the index set of active

inequality constraints.

4.2 Non-asymptotic Convergence Analysis of OLLA

In this subsection, we establish non-asymptotic convergence guarantees for OLLA in three scenarios
—equality only case, inequality only case, mixed case — by recognizing that OLLA has a rapid landing



property driven by landing rate a and natural mixing on the landed manifold induced by the LSI
constant. For the detailed notations and proofs, we refer to the Appendix A and related Appendices.

Equality-Only Scenario. ~When the constraints consist of only smooth equalities h(z) = 0, the
continuous-time OLLA dynamics (3) can be written as

dX;y = — [I(X)VF(Xe) + aVA(X) TG HX)h(X,)] dt + V2I1(Xy) 0 AW, ®)

The drift term naturally decomposes into a tangential term, which moves along the constraint surface,
and a normal landing term, which forces each coordinate h;(X;) to decay exponentially fast, as
summarized in Lemma 1.

Once X; ~ p; lies within a tubular neighborhood of ¥, the nearest projection map 7 onto 3 becomes
available, and the projected process Y; = w(X;) ~ p; can be defined (Theorem C.1). Then, the
regularity of X naturally implies that | X; — Yi|l2 < [|h(Xy)]]2 = O(e™**) holds (Lemma C.1),
leading to the contraction of Wa(py, ps) = O(e™*t) (Lemma E.1), where p;, p; are the laws of
X, Yy, respectively. Furthermore, the combination of Lipschitzness of 7 and || X; — Y32 = O(e™ %)
enable us to write the projected process Y; as overdamped Langevin dynamics on ¥ with noisy drift
vector and diffusion matrix whose norm is bounded by O(e~*) (Corollary E.1). Therefore, the effect
of noisy terms can be dominated by the effect of the LSI constant, which leads to the exponentially
fast convergence of KL (5¢||px;) (Lemma E.3). A rigorous combination of these insights gives the
following theorem.

Theorem 1 (Convergence result for equality-constrained OLLA). Suppose assumptions (Cl) to
(C4) hold. Let X, be the stochastic process following the equality-constrained OLLA and let p, p;
be the law of X; and its projection Yy = w(X;) on X for t > toy, tey := max {é Iné, é In 05},
respectively. Then, for o > 2\ for all t > t.,, it holds that

M, _ 2 -
Wa(pe, ps) < H e 7KLE(PtHPE)
K ALst
where

2A151Cs
a

KL (e/low) < exp <—2)\L81(t o) - (e - >) KLZ (5 lox) + Cr]

K a—2rg;

2 —ateur
for some constants Cs = O (1 + CLf,‘QMh + (CLAMh> ) ,Crp = Cee S 0 with Cp,, being

the Lipschitz constant of V' (x)I1(x) on Us(%).

Inequality-Only Scenario.  With smooth inequalities g(z) < 0, we introduced a small boundary
repulsion parameter € > 0 so that each initially violated constraint g; > 0 is driven to the boundary

within a finite landing time tcy = L In((g;(Xo) + €)/e).

From the Fokker-Planck perspective, the normal probability flux at the boundary satisfies (n, J;) =
—aep; where J; is the probability current density of p; and 7 is the outward unit normal vector of X.
The boundary repulsion enforces the outward probability flow to become zero after the landing time
tcut, and the normal probability flux vanishes to zero after time ¢, (Lemma F.1). This enables us to
ignore the boundary integral appearing on the time derivative of KL(p;||ps;) guaranteeing exponential
decay driven by the effect of the LSI constant. Therefore, the following theorem comes by directly
analyzing the time derivative of KL(p||ps) after time ¢y.

Theorem 2 (Convergence result for inequality-constrained OLLA). Suppose assumptions (C1) to

(C4) hold. Let X be the stochastic process following the inequality-constrained OLLA and let p;
be the law of X;. Then, for t > teu, to == = In (Mﬁe),

G

2
Wa(pe, ps) < TKLZ(PtHPE)
LSI

where
KL (pi|ps) < e 22t KL= (py || ps).



Mixed Scenario. In the mixed setting, OLLA’s dy-
namics are sensitive to the boundary repulsion from g.
It is noteworthy that > remains unchanged for different
inequality functions g, as long as the boundary of the
feasible set, where g(z) = 0 intersects h(xz) = 0, is

identical. Nevertheless, the choice of function g af- \ 1
fects the landing dynamics, which in turn can alter the \ p

convergence rate of OLLA. h(x) =0 \\\ R
To quantify this, we define the projected manifold R /g/(x) <0
¥, = 7({z € R?| h(z) =p,g(x) <0}) and as-

sume the norm of boundary velocity vg of 9%, is reg- Figure 1: OLLA trajectory in mixed case

ulated by V|| p||§ for some V, 8 > 0 (Assumption (M2)). Additionally, we assume X, lies inside
int(¥) for 0 < ||p|l2 < ¢ to avoid stopping behavior of Y; on 0% (Assumption (M1)). Under these
assumptions, the trajectory of X, can be illustrated as in Figure 1 and the proof ideas of equality-only
and inequality-only can be seamlessly combined. The following theorem arises from a rigorous inte-
gration of previous high-level ideas. We also provide a theorem with a relaxed version of Assumption
(M1) in the appendix; see Remark 3 (when X ~ &(x0)), Remark 4, and Corollary A.1 for the details.

Theorem 3 (Convergence result for mixed-constrained OLLA). Suppose assumptions (C1) to (C4)
and (M1) to (M3) hold. Define X to be the stochastic process following OLLA dynamics (3) and

Pt be the law of Yy := w(Xy) after t > toy, tew = max{i In (%) , i In (A%[’L) ,éln(C},)}.

Then, for o > 2\ps; and 8 > 1, the following non-asymptotic convergence rate of Wa(py, ps) can
be obtained as follows

M 2 _
Walpe, ps) < = + 4 | =KL (5] px)
K /\LSI

where

22.5:Cs

KL (f¢]|ps:) < exp (-2/\Ls1(t — ) = 5

(7 — 6“""’)) [KL* (B, 1p5) + Cr + Cs]

—ateyt

for some constants G4, Gy, Gg, C > 0, Cr = (6’6 + aG4GsMy,) E——

a—2Xis’

e*aﬁtcur

Cs=011 e "
° * af =2 s

K

~ = 2
M, M .
CLZ h+<CLA h) , Cs:=(GsVMP)

and with C,, being the Lipschitz constant of V- (x)I1(x) on Us(%).

4.3 Euler-Maruyama Discretization & Hutchinson Trace Estimation

To implement OLLA in practice, we discretize the continuous-time SDE by the Euler-Maruyama (EM)
update. At each iteration, we compute three components for the drift vector: the projected gradient
drift, the landing drift, and the mean curvature correction . In particular, H (4) requires forming the
full Hessian of each constraint and computing traces of the form Tr (ITV2h;) and Tr (IIV?g; ), an
O(d - grad-cost) operation that quickly becomes infeasible in high dimensions. We therefore employ
the Hutchinson trace estimator [22], which gives the following approximation:
1 1

Tr (IIV2h;) ~ N ’;(Hvk)T(Wmvk), Tr (I1V2g;) ~ N ;(Hvk)T(V2gjvk) )
for each i € [m],j € I, where vy ~ N(0,1,) are independent standard normal samples. Each
Hessian-Vector Product (HVP) V2h;vy, (or V2 g;Vk) can be computed at a cost similar to one gradient
evaluation, so IV probes incur only O (N - grad-cost) computational cost rather than O(d - grad-cost),
saving significant computational cost in high-dimension circumstances. In our experiments, N = 5
suffices to achieve low variance estimates that match the performance of the full Hessian computation.

By combining these numerical schemes, we arrive at the full algorithm of OLLA in Algorithm 1.



Star Two Lobes Quadratic Poly Mixture Gaussian

3 e
: i,
) ] \ 2
s ' 1 |l
< § q \ 4 T\
= p 3 ]
o ¥ 3 4 i e
7 :,).\ /(,
fg ‘e \ o
O C‘ o0 ® /
= \ i o8 H ,\'
T i [ < )
— Equality boundary \:% '.‘ i P
~==- Inequality boundary NS e %
Feasible region
L

Figure 2: Scatter plots of 200 samples from OLLA (top row) and CGHMC (bottom row) on four 2D
synthetic examples. Solid lines show equality constraints, dashed lines show inequality boundaries,
and green shaded areas mark feasible region by inequality constraints. OLLA closely matches the
CGHMC samples in each scenario.

S Experiments

To demonstrate the sampling accuracy and efficiency, we compare OLLA and its Hutchinson-
accelerated variant (OLLA-H) against three standard constrained samplers: CLangevin [20], CHMC
[20], and CGHMC [21]. While the three baselines were originally designed for equality constraints,
we introduce one slack variable per inequality constraint via g;(x) + %6? = 0 for each j € [{] so that
gj(x) < 0 is enforced. CGHMC, meanwhile, does not rely on slack variables, but instead uses a
Metropolis-Hasting correction step not only to reject samples based on the energy of the proposed
samples, but also based on the inequality constraint violation. Therefore, CGHMC allows more
accurate and unbiased sampling from the constrained distribution than CHMC and CLangevin in the
long run, and we use it as a ground truth for measuring the accuracy of our methods.

5.1 Synthetic 2D Examples

We first evaluate sampling on two-dimensional manifolds: (1) star-shaped equality manifold, (2) two-
lobe inequality manifold both with uniform density, (3) manifold defined by quadratic-polynomial
equality and inequality constraints with a standard Gaussian target, (4) Gaussian mixture with nine
components restricted to a seven lobes manifold by a nonlinear inequality (both for mixed scenario).

For each problem, we ran 200 independent chains in parallel with 5,000 steps, and collected the
last 200 samples. We then computed the W5 distance and energy distance between the empirical
distribution of the samples and the target distribution, as well as the constraint violation defined
by E[|h(z)]], E[max g(x) ], respectively. The results are shown in Figure 2 and Figure 3. Further
details of example setups and additional results are included in Appendix H.1.

Sampling Accuracy & Constraint Violation of OLLA.  Table 1: Effect of v on W3, E[|h]]
As shown in Figure 3, OLLA and OLLA-H match the per-

formance of CHMC and CLangevin in both Wasserstein o’ W3 E[|h(x)]]
and energy-distance metrics, demonstrating that our landing- 1 0.363z006¢ 0.682+0017
based approach attains sampling accuracy on par with estab- 10 0:200 :|:0:03 s 0:130 N o: 001

lished methods. Also, constraint violations for OLLA and 100 0.159+0032  0.017-+0.001
OLLA-H remained at low levels without computationally 200 012140019 0.00840001
expensive projection steps. i : i i

Effect of Hyperparameters o and e. ~ We further examine  Typje 2: Effect of e on W2, E[max g*]
the influence of the landing rate o and boundary repulsion ¢ 5 n
on sampling accuracy and constraint satisfaction. As shown € W Elmax g™ (z)]
in Tables 1 and 2, increasing « accelerates convergence, (.1 (0.151+0.026 0.082+0.017
yielding smaller W3 values and reduced equality constraint 1 0.108+0011 0.067+0.027
violations, consistent with our theoretical prediction that 5 0.123+0018 0.040+0.015
larger o enhances the landing and contraction rates toward 2. 10 (0.112+0.034 0.019-0.006
However, excessively large « leads to numerical instability,
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Figure 3: Convergence diagnostics on the Gaussian mixture of 9 components on the 7 lobes manifold
with o = 100, € = 1. From left to right: (1) energy distance to CGHMC samples, (2) squared W3
distance to CGHMC samples, and (3) mean constraint violation E[||]. Solid lines and shaded bands
show the mean +1 SD over five independent runs. Both OLLA and OLLA-H rapidly decrease E[|h|]
down to small values and maintain it there, which achieving the lowest energy and W3 errors.

—o— OLLA OLLA-H —e— Clangevin —— CHMC  —e— CGHMC
CPU time/ESS 09 P(x1>0) K(x) (test function)

1.4 )

0.8
1.2

0.7
.01 0.6 1
081 0.5
061 0.4
0.4 0.31
0.2 1 0.2 1

P — b 4 : & —

0.0

T T T T T T T T 0.1+ T T T T T T T 0.0- T T T T T T T
0 100 200 300 400 500 600 700 0 100 200 300 400 500 600 700 0 100 200 300 400 500 600 700
d (dimension) d (dimension) d (dimension)

Figure 4: Sampling performance and accuracy as the dimension d increases (with m = [ = 5). From

left to right: (1) CPU time per ESS versus d, (2) Estimated probability P(xz; > 0) versus d, (3)
Estimated value of K (x) versus d. Shaded bands shows + 1SD over five runs.

causing W to rise and the sampler to collapse (Table 7). A similar trend is observed for €. Stronger
repulsion lowers inequality violations, but beyond a certain range, W3 remains nearly unchanged,
aligning with the continuous-time theory that e primarily affects the finite landing time rather than
the asymptotic convergence rate. Overly large € values can again destabilize the dynamics and lead to
numerical breakdown (Table 8).

5.2 Scaling of OLLA under High-Dimensionality and Large Number of Constraints

We assess the robustness and scalability of OLLA and OLLA-H using a synthetic stress-test problem
that enables explicit control over the ambient dimension d and the numbers of equality and inequality
constraints (m,[). Samples are drawn from a uniform distribution on a constrained manifold X
defined by linear and quadratic constraints. Each algorithm runs for 1,000 iterations with burn-in and
thinning, and we vary one of d, m, or [ while fixing the others to disentangle their individual effects.

We evaluate two key metrics: (1) CPU time per effective sample (CPU/ESS), and (2) the accuracy
of representative test function estimates such as P(z; > 0) and K (z) = sin(z1)e™ + log(|zs| +

1) tanh(z4) + H?: 5 cos(x;). Detailed experimental setups are provided in Appendix H.2.

Scaling under Dimension. Figure 4 illustrates the sampling performance of algorithms as
d increases from 10 to 700 (with m = [ = 5). On the left, CPU time/ESS of OLLA-H remains
essentially flat around 0.05s/sample while OLLA grows linearly (reaching ~ 1.1s/sample at d = 700),
and CHMC and CLangevin stay at 0.2 — 0.3s/sample and 0.1s/sample respectively. In the center,
both OLLA-H, CHMC, and CGHMC maintain P(z; > 0) = 0.5, whereas CLangevin collapses to
~ 0.2 in high dimensions, indicating severe bias. On the right, the estimate of nonlinear test function
K (x) shows that OLLA, OLLA-H, CHMC, and CGHMC all produce virtually identical estimates
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Figure 5: Sampling performance and accuracy as the number of inequality constraints [ increases

(with d = 100, m = 5). From left to right: (1) CPU time per ESS versus [, (2) Estimated probability

P(z1 > 0) versus [, (3) Estimated value of K () versus /. Shaded bands shows + 1SD over five

runs. Note that OLLA and CGHMC results on CPU time/ESS overlap almost perfectly, suggesting

their comparable performance on this metric.

even as d grows, while CLangevin lags behind. Overall, the results indicate that OLLA-H scales,
maintaining reliable performance as the dimension d increases.

Scaling under the Number of Constraints. With d = 100, we separately increased the number
of equalities m (with [ = 5) and the number of inequalities [ (with m = 5). In the presence of a large
number of equalities, OLLA and OLLA-H may lose their edge over equality constrained specialized
baselines. In these situations, the maximum « that is stable in the discrete algorithm becomes limited
to prevent significant discretization error. However, we observe that even, at near limit value of «,
E[|h|] may remain relatively high unless the step size At is further reduced. We add an additional
study for this on Appendix H.2. By contrast, when adding more inequalities, OLLA-H stays relatively
accurate and shows very low CPU time/ESS (Figure 5).

5.3 Molecular System with Realistic Potential

We further evaluate samplers on a molecular system with realistic potentials and geometric constraints.
The system incorporates equality constraints i (fixed bond lengths and angles) and inequality
constraints g (steric hindrance), alongside torsion and Weeks-Chandler-Anderson potential terms.
Experiments were conducted for increasing dimensions d = 3 Nyom by varying the number of atoms.
Detailed experimental details are provided in Appendix H.3 and Table 3 summarizes the results.

Table 3: Estimates of radius of gyration squared (Rﬁ) and total CPU time for sampling (in brackets)
on the molecular system with realistic potential (complex 3, small |I|, large Nyewton)- The average
constraint violation for OLLA-H was below 0.007 (equality), while projection-based samplers
maintained violations below 0.0001. Inequality violations were observed to be O for all algorithms.
The (d, m,1) configurations are: (15,7, 6), (30,17, 36), (45,27,91), (60,37,171), (90, 57, 406).

method / dim (d) 15 30 45 60 90
1.392 +0.026 5.414 +0.047 12.240 +0.102 21.820 +0.008 49.080 +0.223
OLLA-H (N =0) (78s) (151s) (2545) (3345) (704s)
1.370 +0.032 5.424 +0.045 12.200 +0.155 21.780 +0.098 48.940 +0.273
OLLA-H (N =5) (182s) (400s) (656s) (916s) (1732s)
CLaneevin 1.396 +0.012 5.526 +0.015 12.400 +0.000 22.140 +0.049 49.960 + 0.049
ange (421s) (3620s) (10940s) (22600s) (52220s)
CHMC 1.410 +0.000 5.580 +0.000 12.500 +0.000 22.200 +0.000 49.960 + 0.049
(147s) (468s) (1012s) (1712s) (3660s)
CGHMC 1.410 +0.000 5.580 +0.000 12.500 +0.000 22.200 +0.000 49.940 + 0.049
(135s) (282s) (467s) (652s) (1116s)

As dimension d grows, the feasible set 3 becomes increasingly complex, while the number of active
inequality constraints || remains small. However, the numerous equality constraints make each
projection step demanding for projection-based methods (CHMC, CLangevin, CGHMC), resulting in
substantial Newton iteration Nyewion and increased computational costs. Particularly, CLangevin is
significantly affected from this, whereas CGHMC is faster but still slower than OLLA-H (N = 0).



In contrast, increasing the Hutchinson probe N from N = 0 to N = 5 improves the mean equality
constraint violation across all dimensions d, reducing it from a range of ~ 0.0055 down to ~ 0.00035.
Despite this, both OLLA-H configurations (N = 0, N = 5) yield comparable test function estimation
accuracy. This suggests that the constraint violation at N = 0 was already sufficiently low, rendering
the improvement’s impact on the final sampling accuracy negligible. Consequently, the N = 0
variant—where HVP evaluations are completely skipped—achieves significantly lower computational
cost. This behavior aligns with findings in Zhang et al. [17], suggesting that omitting the Ito-
Stratonovich (mean curvature) correction term has negligible practical impact on sampling accuracy,
while markedly improving efficiency.

5.4 Bayesian Logistic Regression with Fairness and Monotonicity Constraints

We evaluate the samplers on a high-dimensional Bayesian logistic regression task using a two-layer
neural network trained on the German Credit dataset [41]. The setup enforces fairness through
equality constraints h ensuring parity in true positive rate and false positive rate between demographic
groups, along with monotonicity constraints g on selected input data. Further details of experimental
setup are provided in Appendix H.3.

This problem poses significant challenges for projection-based samplers. Step sizes effective in
unconstrained scenarios led to projection failures for CLangevin and CHMC, and to acceptance rates
below 5% for CGHMC. To maintain stability, their step sizes were substantially reduced. In contrast,
the projection-free OLLA-H remained stable across all settings and, for fairness, was also evaluated
with the same reduced step size as CLangevin.

As summarized in Table 4, OLLA-H (N = 0) consistently attains the lowest test negative log-
likelihood (NLL) while being orders of magnitude faster than projection-based baselines. Although
the projection-based methods achieve tighter feasibility, OLLA-H maintains small violations without
noticeable degradation in accuracy. These results highlight OLLA-H’s robustness and computational
advantage in high-dimensional constrained Bayesian logistic regression task.

Table 4: Test NLL and total CPU time for sampling (in brackets) on the Bayesian logistic regression
with fairness and monotonicity constraints (high-dimensional YJ). The average constraint violations
for OLLA-H were below 0.005 (equality) and 0.15 (inequality), while projection-based samplers
(CLangevin, CHMC, CGHMC) maintained feasibility below 0.0008 (equality) and no inequality
violation.

method / dim (d) 1986 4994 9986 49986 100002
OLLA-H (N =0) 0.514 £0.013 0.521 £0.008 0.524 +0.014 0.523 £0.011  0.520 + 0.015
(63s) (70s) (70s) (81s) (82s)
OLLA-H (N =5) 0.520 £0.013 0.524 +0.008 0.505 +0.004 0.517 £0.011 0.516 +0.004
(159s) (180s) (205s) (189s) (197s)
CLangevin 0.573 £0.004 0.568 +0.013 0.564 +0.022 0.580 +0.005 0.570 +0.011
(1162s) (1176s) (1194s) (1428s) (1370s)
CHMC 0.599 +0.015 0.595 +0.020 0.599 £0.017 0.606 +0.004 0.605 + 0.004
(5265) (532s) (561s) (5865) (611s)
CGHMC 0.600 £ 0.007 0.600 +£0.000 0.606 +0.003 0.598 +£0.020 0.601 +0.007
(76s) (77s) (82s) (83s) (88s)

6 Conclusion & Future works

We have presented Overdamped Langevin with Landing (OLLA), a projection-free SDE sampler
that enforces nonlinear equality and inequality constraints by deterministically “landing” trajectories
onto the feasible set while retaining full tangential noise, and proved that its continuous dynamics
converge exponentially fast in 2-Wasserstein distance under appropriate regularity. Building on this,
we proposed OLLA-H, an EM discretization that uses a Hutchinson trace estimator for approximating
the It6—Stratonovich correction at only O (N - grad-cost) per step, and showed in both 2D and high-
dimensional tests that it matches the accuracy of established constrained samplers while drastically
reducing runtime. Future work will include non-asymptotic convergence guarantees for the discrete
algorithm—closing the gap between SDE theory and implementation—and developing OLLA variants
that remain stable even with many equality constraints in very high dimensions, further extending its
scope to large-scale constrained probabilistic inference.
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1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: Summarized contributions in Section 1.
Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Section 5.2 and Section 6 illustrates a limitation.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: Appendix A, C to G and Section 2, 4 address theoretical results.
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All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.
The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Section 5 and Appendix H covers experiment setting to reproduce results.

Guidelines:

The answer NA means that the paper does not include experiments.
If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: Code is provided. Running .ipynb files can reproduce the results.
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» The answer NA means that paper does not include experiments requiring code.

¢ Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: Section 5 anb Appendix H illustrates the experimental setting and details.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: All the plots and tables have &+ 1 SD and mean values and trial numbers are
specified.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).
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8.

10.

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: Appendix H illustrates the computing resources for experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines

Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: The paper covers theoretical analysis and introduces an algorithm, which does
not relate to societal impacts.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

18


https://neurips.cc/public/EthicsGuidelines
https://neurips.cc/public/EthicsGuidelines

11.

12.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper does not pose such risks.
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: The paper does not use existing assets from another parties.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

 For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: The paper does not introduce new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage
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Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: LLM was not involved during the development of the research.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.

21


https://neurips.cc/Conferences/2025/LLM

TABLE OF CONTENTS

=)

a = B

Introduction 1
Related Works 2
Preliminaries & Notations 3
Main results 3
4.1 Construction of OLLA via Least Squares . . . . . ... ... ...... 3
4.2 Non-asymptotic Convergence Analysisof OLLA . . . . ... ... ... 4
4.3 Euler-Maruyama Discretization & Hutchinson Trace Estimation . . . . . 6
Experiments 7
5.1 Synthetic 2D Examples . . . . . .. ... ... oL 7
5.2 Scaling of OLLA under High-Dimensionality and Large Number of Con-
SLRAINES . . . v v o e e e e e e e 8
5.3 Molecular System with Realistic Potential . . . . . ... ... ... ... 9
5.4 Bayesian Logistic Regression with Fairness and Monotonicity Constraints 10
Conclusion & Future works 10
Table of Key Notations, Assumptions, and Remarks 23
Algorithms of OLLA, OLLA-H, and baselines 30
Proof of Basic Properties on > 33
C.1 Intrinsic Gradienton > . . . . . . . . ... ..o 33
C.2 Intrinsic Divergenceon ® . . . . . . . . ... ... L. 33
C.3 Recoverable Tubular Neighborhood of Boundaryless Riemannian Manifold 33

C.4 Recoverable Tubular Neighborhood of Riemannian Manifold with Boundary 35
Construction of SDE with Exponentially Fast Decaying Constraints 37
Proof of Theoretical Results - Equality-constraint OLLA 39
E.1 UpperBound of Wa(p, pr) « v v v v v oo v e e 39
E.2 Upper Bound of KL®(Fy|[ps) . -« v v oo 40
Proof of Theoretical Results - Inequality-constrained OLLA 47
F.1 Convergence Result for Inequality-constrained OLLA . . . . . . . .. .. 47
Proof of Theoretical Results - Mixed-constrained OLLA 48
G.1 UpperBound of Wa(ps, ft) « v v v v v v o e e e e e e 48
G.2 Upper Bound of KL™ (Gy|[ps) .« o v v oo e 49
Experiment Settings and Supplementary Results 54
H.1 Experiment Settings and Supplementary Results for Synthetic 2D Examples 54

H.2

H.3

Experiment Settings and Supplementary Results for High-dimensional

Manifold with Large Number of Constraints . . . . . . . ... ... ... 58
Experiment Settings for Molecular system and Bayesian logistic regression
task ..o 60

22




A Table of Key Notations, Assumptions, and Remarks

Table 5: Table of Key Notations

Symbol  Definition Descriptions
h () = [h(x), ..., hm(2)]T Equality constraints
g ( =[g1(2),..., gn( T Inequality constraints
py {x € R? | h(z) = 0,g(z) < 0} Constraint manifold
L, {iell]|gi(z) >0} = {ir,... 01, } Active index set of inequalities
gr, g1, (x ) = [gi, (m), Giy,, (@)]T Active inequality constraints
J(x) {n(@)T, gi, (x) + €, ..., g3y, (@) + e}T Constraint-correction vector
II(x) I-VJ()" G(m) VJ(z) Orthogonal projector onto T, %
T,% {veR? | Vh(z)v =0,Vgr, (z)v =0} Tangent space of ¥ at z
Vs f II(z)Vf(x) Intrinsic gradient on X (C)
divg X Tr (II(2) VX (x)) Intrinsic divergence on ¥ (C)
dos, Induced surface (Hausdorff) measure of X Surface measure on ¥
G(z) VJ(x)VJ(x)T Gram matrix, full rank assumed
U () Tubular neighborhood of > with reach e Usual tubular neighborhood
U5 (%) Recoverable tubular neighborhood with width §  See details in (C.1, C.2)
My, SUD . esupp(po) [171(T0) |2 Initial bound of h(x)
M, SUD . esupp(po) [19(T0) [|2 Initial bound of g(z)
7(x) arg minges ||z — yll2 Nearest point projection onto X
€ Boundary repulsion rate Controls effect of repulsion.
@ Landing rate Controls constraint decay
ALST Log—Sobolev constant of ps; on Enable KL* < 5 )\LSI Iz
Pt Density of the process X, at time ¢ Law of X, (following OLLA)
Dt Density of the projected process Y; at time ¢ Law of YV} := 7(X})
5> Target (stationary) density on Proportional to exp(—f)dos
KL (p|) Js pIn Ldos, KL-divergence on 3
F(pllm) [ pllVsIn £]3dos Fisher information on 2
K Regularity constant of X See details in (C.1, C.3)
>, Sy i=7({x € R? | h(z) = p,g(x) < 0}) Projected manifold for |[p|s < &
vg Boundary velocity of 9%, See details in Theorem 3
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Assumption 1 (Assumptions for exponential convergence of OLLA). The followings are assump-
tions used for proving the convergence results of OLLA:

(C1) LICQ. The linear independence constraint qualification holds on X if, for every =z € %,
{Vhi(@)}1, U{V;(@)},er,
is a set of linearly independent vectors.

(C2) Manifold regularity. The Riemannian manifold ¥ is compact and connected. Also, the
equality constraint function h(z) is coercive, i.e., ||h(x)||2 — oo as ||z||2 — co. Assume
Vh(z) # 0, Va € ¥ and dim(X) = d when there are only inequality constraints.

(C3) Initial constraints bounds. The initial distribution p satisfies
My = sup ||h(zo)]2 <00, Mg:= sup [g(zo)|2 < oo.

xoEsupp(po) o Esupp(po)

(C4) Log-Sobolev constant.  The stationary distribution px;(z) x exp(—f(z))doy, satisfies
a Log-Sobolev Inequality (LSI) with constant \j gy so that

1
5
KLE (ol ) < =——I=(pl ).
2ALst
Note: Compactness of ¥ with non-negativity of Ricci curvature guarantees the LSI
condition. See [42—47] or Remark 6 for detailed description.

(M1) Regularity of ¥,.  The projected manifold ¥, := 7({z € R? | h(z) = p, g(x) < 0})
lies inside the interior of X for 0 < ||p||2 < &, where ¢ is the width of recoverable tubular
neighborhood Us(X).

(M2) Regularity of 93,. The boundary velocity vll; of 0%, appearing on Leibniz integral
rule satisfies supxeaEpvaHg < V|Ip||§ for some V > 0,3 > 0. Also, assume My, :=
SUP|jp|1, <5 008, (02p) < 0o

(M3) Bound on p, px. There exists the constants Gy, G2, Gz > 0 such that G; :=
SUPy>0.ex Pt < 00 and 0 < G < px, < G forevery z € 3.

Remark 3 (Comments on the assumptions (M 1) and (M3)).

* Although the assumption (M1) is stated for all small perturbation p € R™,0 < ||p||2 < &, in our
anaylsis on Theorem 3, we only require:

£ = n({z € RY | h(z) = h(Xo)e ", g(z) < 0}) C int(%)

for t >ty tewt = max{é In (%) , L 1n (M) ,éln(é’g,)}. Hence, when X ~ &(z¢) for

some x( € R?, we can replace the global requirement “for all p with 0 < ||p||o < 6 by a weaker,
one-dimensional condition:

M1') If X ~ §(z0) for some zy € R, let u = %

Yo i=71({z € R | h(z) = su,g(z) < 0}) Ciny(X), foralls € (0,6).

and assume

* For the uniform boundedness sup,~ ,cx pr < o0 in the assumption (M3), we recall from the
proof of Lemma G.2 that p; satisfies the following Fokker-Planck equation:

d

0:pr = —divs(7(Vs Inps + b)) + Y divs(divs (7 (fi + 6:) (fr + 5k))-
h=1

Since ||0x|l2 = O(e™), the second-order differential operator of the Fokker-Planck equation
becomes uniformly elliptic for sufficiently large ¢. In the absense of boundary conditions (equality-
only case), the result from Saloff-Coste [48] would then guarantee SUP;>0.zen pr < 0o. However,
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the non-standard boundary conditions imposed on X in our setting preclude a direct application of
those results. We therefore retain the uniform boundedness of p; as an explicit assumption.

Remark 4 (Relaxed assumption of (M1)). We remark that the assumption (M1) can be strong in
practice. To mitigate this issue, we propose the following assumption (M1”) which is a milder
assumption than (M1). It assumes

(M1”) Lett; := max {i In (@)), 1n (%)} and define p; := P(7(X;) € O%) fort > t;.
Suppose there exist 7y, C,, > 0,t, > t1 such that p;, Oypr < Cpe™ ! < 1/2fort > t,.

We note that this assumption is a necessary condition of the previous assumption (M1), and the
landing property guarantees lim;_, ., p; = 0. Also, this assumption ensures that both p;, O;p; decays
exponentially fast, which can be satisfied depending on how fast the sticking behavior of 7 (X;) at
the bounadry is attenuated as ¢ increases.

Corollary A.1 (Convergence result for mixed-constrained OLLA with milder assumption). Sup-
pose assumptions (C1) to (C4) and (M1") to (M3) hold. Define X; to be the stochastic pro-
cess following OLLA dynamics (3) and py to be the law of Yy := w(X}) after t > tey, tew =
max é In (%) , é In (%) , é ln(é5), tp}. Then, the following non-asymptotic convergence
rate of Wa(py, ps:) holds for « > 2Xrg, B > 1, and t > t.:

My _,, 2 =5 .
Walpr,p) < —Fe + V T KLE(57°||ps) + Cpe ! - diams(5)?)
R ALs
where

2A151C5 (e—at _ e—atw,)_% (e—'ypt _ e—»yptm) <
« Yp

ps)+CF + G5

KL® (57" ||ps:) <exp <_2)\LSI(t = ) =

[KL™ (7.,

cut

—ateur

for some constants G~ , G5, G5 ,Cs > 0, C¥° := (Cs + aG§°G5Mh)§T)\m,

= = 2
~ Cr .M, Cyp . M, ~ 50 S0 B e~ Bleu
Cs=011 A A Cy =(Gg VM) ————
5 + s + ( e ’ 8 ( 6 h ) aﬁ . 2>\LS[7

and with C,, being the Lipschitz constant of Vr(x)I1(x) on Us(X), pi> being the conditional
laws of Yy given Yy € int(X).

Proof. We slightly adjust the argument in the proof of Theorem 3 to show this statement, and the
definitions of constants are shared with Theorem 3. We first observe that the probability measure p;
can be decomposed as follows:

pr=1—p)py +pipl®, > tew

where p; := p(0%) and
s Pilse oy Pilos
t . 1— D ’ t - D )
are the conditional laws of p; restricted on X and 9%, respectively.
Because p; is the convex combination of ﬁtzo and p?2%, the convexity of the 2-Wasserstein distance
implies
W3 (B p2)® < (L =p)W3 (7o) + W5 (57, px)*.

Here, we note that

~$o 2 ~3Y0
WEE  py) < \/ALSIKLE(”? los)
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by Lemma E.6 and the fact that 5 has its support on int(X). Also, we note that

30
opr

= 1_1 o (5'tl3t + (3tpt)ﬁtzo)

because j; = (1 — p;)pr ° holds for z € int(X). Then, the same approach used in Lemma G.2 gives

.,ZO
OKL= (5, [|ps) = 3t/ o In (pt) dos;
b P
1 510 i 510
=1 Oy pr In P dag—l—/ i |In A (vt,nt>daagt
— Pt Js, 1> ) 19>

Term (1) Term (2)
0, _y0 30
1 %KLE (ptz ||PZ) +c’9t/ pr dos
— Pt t
Term (3) =0

where the last equality holds from the Leibniz 1ntegral rule with v? being the velocity vector of the
boundary of 3 := m({z € R? | h(z) = h(Xo)e™*, g(z) < 0}). Therefore, the expression of 9 p;

implies that Term (1) becomes
"EO
VZ ln dO’Z
PE

i
n | 2| ni)doos,
Pz

using p; = (1 — py) ﬁtzo. Therefore, Lemma G.2 implies Term (1) can be bounded by

Term(l):/ [ﬁ?O(VZ In px, + by) ZdNE fk+5k))(fk+5k)
POV

Term (1-1)

_/az <lﬁ§°(vz Inps + by) Zlez (i + 1)) (fr + k)

Term (1-2)

|Term (1)| < —(1 — C~'5e_°‘t)12(p~tzo\|pz) + Cge™ + aGfoGg,Mhe_“t

»° »° ° o
GG%2 In (%) ‘} and Gy = SUPy>4.,, z€x pr < 2Gy, and the

with G}* := G3My max < L

e

Term (2) can be bounded by
[Term (2)| < G5~ VMfe*aﬂt.
with G5 := GF° + GT" Mx. Also, Term (3) is upper bounded by

Term (3) < Cpe 7 KL (57 ||px)
Therefore, combining the bounds with the LSI condition gives the following inequality:
30 ~ _ C _ =~ o —
KL (57" |lps) <—2ALsi (1 — Cye = %7') T ) KL= (57" ||ps) + (c6+ aGY G5M;L) e
LsI
+GF VM e P,

Hence, applying the Gronwall-type inequality recovers the following inequality:
o 2\51C C
KL® (57" ||ps) < exp <—2)\LSI(t — toy) — D (gt g atany _ TP (e7wt — e‘“”’tcu‘)> X
@ Vp

[KL™ (7.,

cut

. .

22s1C5 . ... _ C, , _. . _

ps) +/ eXP<2>\LSI(S —tew) + 7]“;1 (€7 — =) 4 ’Tp (e7™° —e "’Ptcut)) X
tcut P

[(C’g + QGEOG5Mh> e~ 4+ GEOVM}?@*O"BS ds]

which can again be summarized as follows:

26



(0% Tp

[KLZ(PtCmHPE) + 07 + 08 }

o 21510
KL® (57" ||pn) <exp (-2)\51(75 — teuwr) — ﬂ(e_‘” — e ) — G (e ! — e‘”Ptm)> X

aBteut

where C2° = (Cs + aGF G5 M) o and CF° = (G5 VMﬁ)m

O¢2)\g

Lastly, we observe that

2

Wy (57>, ps) = < opinf / ds(p, q)*m (dp, dq)) < diamy(3)
™ P THPE) JEXYD

where diamy(X) := sup {ds(x,y) | x,y € £} < oo due to the compactness of ¥. Therefore,
combining the above upper bounds, we recover the following inequality:

~ 2 ~No
Wy (f1, px) < \/AKLZ i"[lps) + Cpe~r - diamy (X)?)
LSI
Therefore, applying the same reasoning as in Theorem 3 completes the proof. O

Remark 5 (Effect of number of Hutchinson probes /N on the decaying speed of constraint functions).
In this remark, under the single equality case, we demonstrate that exponential decay of h via
OLLA-H and analyze the effects of the number of Hutchinson probes N. When there is only a single
equality constraint, we recall that the OLLA-H update rule is given as

Xiy1 = X+ (b(Xp) + ex (X)) At + V2AUL(X)Ex, & ~ N (0, 1)
where b(z) := —II(z)V f(2z) — aVh(z)G(z) *h(z) — Vh(z)G~(z)Tr (II(z) VZh(z)) and

N
L § 2 Uk Il@) VP k(v ex(@) = ~Vh(x)G(z)! (S(x) T (S(x)))
with S(z) := II(z)V2h(z) and vy ; ~ N(0, I;). Also, we note that E [e(Xy) | Xx] = 0 and
Vh(X)VA(X)T . -  OVA(X,)VA(X)T
E [ex(Xk)er(Xe)" | Xi]= DI Var(5(Xy)|Xk) = NIVA(XR)[ 15 (X3)[|%-

Proposition A.1 (Exponential decay of constraint function under OLLA-H). . Assume the single
equality constraint scenario and the following conditions:

e (Dissipativity of b(z)) (x,b(z)) < —m||x||? + ¢ for some m > 0,c > 0.
* (Linear growth of b(z)) ||b(x)||* < A+ B||z||*> for some A, B > 0.

IT(2) V2 h(2)| % < 68,

* (Boundedness of tangential Hessian-gradient ratio) — C}, = sup,cpa NIGIE

e (Ly-smoothness of h)

(z)|| < Ly for any x € R4

e (La-Lipschitzness of V2h)  For some Ly > 0, |[V2h(z) — V2h(y)|| < La||lx — yl| for any
r € R4

] g m 1
e (Step size control) 0 < At < mm{L 2, %}

Then, the OLLA-H dynamics with N Hutchinson probes have the following decaying property of h:

E [M(Xx)] < (1 - aAt)" E[A(Xo)] + O (it (CH ]1[))

for K > 0.
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Proof. We first prove that sup;,» E[|AX}||* < oo where AXy := X1 — Xj. To show this, we
define Fj, := (X, {ms Um,j | m < k,j < N) to be the k th canonical filtration and observe that

E [ X0 | i = 10 + 28600, 5(X0)) + AR BX)|? + APE [Jlw(X0) P | X
+ 2AE [ TH(X0)éxI? | X

because E [fk | Xk] =E [Ek(Xk) | X}c] =0and AX; = (b(Xk) + Ek(Xk))At + V2AHI( X )&k
Applying the disspativity and linear growth assumption, we have

2C,
E [| Xkt l” | Fr] < (1= (2m — BAY)AL) | X3]]* + <2c +2(d—1)+ (A + Nh)At) At

because

_ 2 [NXOVER(X)[3 _ 20,

TN VARXE)* T N

holds from the tangential Hessian-gradient ratio assumption, and E [||[TL(X})& % | Xi] = d — 1.

Because the step size control assumption guarantees (1 — (2m — BAt)At) € (0,1), we have the
following inequality:

E [llex(Xe)[1* | X&]

2c+2(d — 1) + (A + 252 ) At
2m — BAt

sup E[[| Xy %] < =My < o0
k>0

by taking expectations and iterating the recursion. Therefore, it holds that

E [IAX:]? | Fi] = E [IAXG]? | Xi] = A[0(X0) 1 + ALE [[lex(Xi)|* | Xi] +2At(d 1)

2C), At?
N

< A (A+ B||Xi|?) + +2At(d — 1)

and

2
sup E[|[AX, |2 < At? (A + BMy + %) +2At(d — 1) := MyAE? + MyAt < oo
k>0

with My := A+ BMy + 28= and M, = 2(d — 1).
Similarly, let us define B(Xy) := (b(Xx) + €x(Xx))At. Then, under the similar proof, it holds that
E[|BXp)I* | Fi] = E[IBXk)I* | Xi] = AL|[b(Xi) | + ALE [le(Xe)|* | Xi]

20, At?
< A8 (A+ B| Xi|?) + }zlv
and o
supE [[| B(Xy)[I”] < At (A + BMy + N*‘) = At*M,. (10)
k>0

Next, we prove the decaying property of  : R? — R. From the 2nd order Taylor expansion on h, the
following holds almost surely:

h(Xk41) = M(Xk) + VR(Xg) AX + %AX,{V%(X;C)AX,C
= (1 — aAt)h(Xg) — Tr (LX) V2h(Xk)) At + (G TLHX) VER(X )X ) () At
+ SAXTT2R(T)AK — (TN T2 R(XTI(X)Ge) At

where Xk is some point € R¢ between X}, and Xky1 and AXy := Xy41 — Xj. Therefore, by
applying thet previous observations, we get the following:

E[A(Xx41)|Fi] < (1= aAt)A(X) + §E B | Xi] + LALE [[IAXE | Xi]

which implies

E[h(Xk11)] < (1 — aADE [R(Xg)] + LA (M (1 4—22At) + 2M2)'
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By applying the telescoping sum with expectation, we recover the following formula:

| LAHM(1+ 2A1) + 2My)

E[h(Xx)] < (1 - adt)" E[h(X))] o

Finally, we note that

1 1 1
MN=O<d+At(1+N)>, Mlzo(d+At<1+N>+N>, M, = O (d)

and, therefore,

E[hM(Xk)] < (1 —aAt) E[h(Xo)] +O (Aat (d + ;)) .

O

As we can see in the above proposition, the effect of N scales with O(1/N) and vanishes as N — oo.
Therefore, the usage of the Hutchinson estimator does not affect the convergence speed of constraint
functions under the single-equality scenario with sufficiently regular h and f.

Remark 6 (Geometric control of A;gp). We state the following result from geometric analysis that
provides a lower bound for Apg;:

Theorem A.1 (Informal, [49, 47]). Let 3 be a compact Riemannian manifold with diameter D and

2
non-negative Ricci curvature. Then, \pg; > Hzé)ilﬁ’ or A\ps; > (H_;TW holds, where \1 is the
first eigenvalue of the Laplace-Beltrami operator on Y.

This theorem implies if the constraints shrink the diameter D (or increase A1) of X, the lower bound

of ALg! increases, so the on-manifold decay KL (5, ||px;) accelerates (dominated by its exponential
rate —2Ap gy appearing in Theorem 1 or Theorem 3).
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B Algorithms of OLLA, OLLA-H, and baselines

Algorithm 1 Euler-Maruyama discretization of OLLA & OLLA-H

1: Input: initial point 7y € R?, step size At¢, number of steps K, landing rate o, boundary
repulsion rate ¢, potential f, constraints {h;}7, {g; }% —1»> Hutchinson probe numbers N, mode
€ {OLLA,OLLA-H}

Output: sample trajectory {z)

»

fork=0,..., K—1do
Evaluate constraints: {h;(zx)}12, {g; (ask)}ézl
Compute: V f(zy), J(zx), VJ (zk)
Compute: G(xy,) < VJ(2r) VJ (2x)T
if rank(G) < m + I,: then G~ «+ G else G~ + G~
if mode = OLLA:
Compute: Tr « [Tr (IL(zx)V?hy) , ..., Tr (I(2zx) Vg, )]
9: else
Compute: Tr + S0, [vF Tl(24)V2hy vy, s 0 (k) V23, o], v ~ N0, 1)
10:  Compute: H(zy) < VJ(xk)TG Yag)Tr
11: Compute: q(xy) < —I(2x)Vf(xr) — aVJI(21)T G ar)J (21) + H(zk)
12: Update: 11 < ok + q(zr) At + V2AHI (25 )€ where & ~ N(0, 1)
13: end for
14: return {z;} 5

AN O

Remark 7 (Pseudo-inverse of Gram matrix when LICQ fails). A second issue of OLLA arises
if the Gram matrix G = V.JV.J7 becomes singular. This may happen when the LICQ condition
momentarily fails near the neighborhood of ¥. In that case, we replace the inverse G~! with
the Moore-Penrose pseudo-inverse Gf. Because G still projects onto the row space of V.J and
annihilates its null space, it enforces the same exact orthogonality to constraint gradients, preserving
the exponential landing behavior and numerical stability of OLLA.

Algorithm 2 Constrained Langevin (CLangevin) with slack variables [19, 20]

1: Input: initial position o € %, step size At, number of steps I, potential f, constraints {h; }[",,
{9; }é-:l, projection iterations L, tolerance 7, regularization A

2: Output: sample trajectory {zy }5_,
3: Initialize slack variables: so ; + \/max{—2g;(z),0} for j € [I]
4: Set the extended state: s < (50,1, .-, S041) € RY, yo < (0, 80,1, -, S0,1) € R
5. fork=0,..., K —1do
6: Draw & ~ N (0, Iz4)
7: Compute the augmented constraint vector:
1 1
J(yx) = [hl (@k)y oy hm(zk), g1(zk) + §si71, oo gi(ze) + §5i,z]T
8: Constrained update:

Yka1 < Yo — V foxs (Ye) AL + V2ALE, + VI (ye) T Mg

where foxt(z,s) = f(x) and Ay, is chosen such that ||J(yx+1)]|cc < 7 by Newton’s
method with regularization A and max iterations L

9: Set: @y < yi[l : d], s < yr[d+1:1]

10: end for

11: Output: {z;}5
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Algorithm 3 Constrained HMC (CHMC) with slack variables [19, 20]

1: Input: initial position zy € X, step size At, number of steps K, potential f, constraints
{hi}71.{9; }é-:l, projection iterations L, tolerance 7, regularization A, friction -y

Output: sample trajectory {x

»

Initialize slack variable: sg ; « /max{—2g; (o), 0} for j € [I]
Set the extended state: s < (50,1, -, 0.1) € RY, yo < (20,501, -+, S0,1) € REH
Sample momentum py ~ N(0, I44;) such that V.J(yo)po = 0
fork=0,..., K —1do

Draw &g, §py1/2 ~ N (0, Taq1)

Compute the augmented constraint vector:

AN U

1 1
J(yk) = [h(zk), - - -, hin(a), g1 (zk) + §3i,17 cong(Ty) + ?‘i,z]T

9: Midpoint Euler step:

At
Pri1/a = Pe = YV (Pr + Pryaja) + V AtYE + VI (k)" Aes1/4

such that V.J(yr)pr41/4 =0
10: Verlet step - (1):

At
Dkt1/2 = Pht1/4 — 7vfcxt(yk) + VI (W) Mg /2
Yk+1 = Yk + Pry1/2At
such that ||J(yk+1)|lcc < 7 by Newton’s method with regularization A and max iterations L

11: Verlet step - (2):

At
DPh+3/4 = Ph+1/2 — ?vfext(yk+1) + VI (Yr41) Akt3/4

such that VJ(yk+1)Tpk+3/4 =0
12: Midpoint Euler step:

At
Pk+1 = Pk+3/4 — I’V(pk+3/4 +rr1) + VA 11 + VI (Yrr1) Ars1

such that V.J (yx+1) pry1 = 0
13: Set: zg < yp[l : d], sp < yrld+1:1]
14: end for
15: Output: {z;}~_,
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Algorithm 4 Constrained generalized HMC (CGHMC) with MH correction [19, 21]

1: Input: initial position z¢ € ¥, step size At, number of steps K, potential f, equality constraints
{hi}721, {g; }é—zl, projection iterations L, tolerance 7, regularization A, friction -y

2: Output: sample trajectory {x; 1,

3: Sample momentum py ~ N (0, I4) such that V.J(z¢)po = 0

4: fork=0,...,K —1do

5 Draw §k7§k+1/2 NN(O7Id)

6: Compute the augmented constraint vector: J(zx) = [h1(2k), ..., hm(xg)]
7: Midpoint Euler step:

At
Pry1/4a = Pk — T’Y(pk + Pry1/a) + VAR, + VI (k)" Ay1/a

such that V.J(zg)pri1/4 =0

8: Compute the Hamiltonian: H (2x, pri1/4) = f(zk) + 5 ||Pk+1/413
9: Verlet step - (1):

At
Ph41/2 = Ph1/4 — 7Vf($k) + VI (21)" Mg
Tpy1 = Tp + Pry1/2A8

such that ||J(Zg+1)]leo < 7 by Newton’s method with regularization A and max iterations L
10: Verlet step - (2):

~ At - .
Ph+3/4 = Pht1/2 — 7Vf(93k+1) + VJ(Try1)Miy3/a

such that V.J (Z41)" Prigsa = 0

11:  Compute the Hamiltonian: H (Zj41, Prt3/4) = f(Zrt1) + |Prts/all3
12: Metropolis-Hasting Correction: With probability

min {exp (—(H (Fr+1, Prtssa) — H(Tk, prt1/))) 5 1}
set
(@41, Ppr2) = (Fpg1, Py ) i g(Fpg) <0
Otherwise, reject and flip momentum (Jck+1,p;€+g) = (zp, — kar%)
13: Midpoint Euler step:
At
Dk+1 = Dk+3/4 — I'V(pk+3/4 +pry1) + VAW k11 + VI (Trr1) A1

such that V.J (zp41) pry1 = 0
14: end for
15: Output: {z;}5
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C Proof of Basic Properties on >

C.1 Intrinsic Gradient on X

Recall that our target manifold ¥ is defined by ¥ := {x € R* | h(x) = 0, g(z) < 0}. For a smooth
function f : ¥ — R, the Riemannian gradient Vy, f is defined by the relation

(Vs f(z),v) = dfs(v), foreveryv e T2
To check II(x)V f(z) = Vs f(z), observe that II(x)V f(x) € T,% and II(z)V f(x) reproduces
df, on every tangent vector. This is because if v € T, X, (II(z)V f(x),v) = (Vf(z),H(z)v) =

(Vf(z),v) = df,(v) due to the symmetric nature of II(z). Therefore, the intrinsic gradient on ¥
can be extrinsically defined by V. f(z) = II(z)V f(z).

C.2 Intrinsic Divergence on X

Recall that if X € X(X) where X'(X) is a set of smooth vector fields on 3, then the divergence of X
on ¥ is defined by divs X (z) = Y07 (V% X, E;) where V* is Levi-Civita connection on
> and {El, wEa_(m41. |)} is an orthonormal frame of 7). 3. To check its extrinsic formula, first
observe that the induced Levi-Civita connection is given by V3 X (7) := (Vy X) T = II(2)Vy X ()
where X, Y € X(X), T indicates tangential component on ¥, and V is the Levi-Civita connection
(or usual directional gradient) in R%. Then, if X and {El, wBa_(m41,) } are extended to the ambient

space R<, it holds that

d_(m'HIzl) d_(m"!‘llml)
dvsX = Y (IVeX,E)= Y (IVXE,E)=Tr(IVX)

i=1 i=1

where the last equation is obtained by taking a basis { E1, ... Eq_ (4 |1,[)s V15 s V|1, | } of R? with
V1, ...,Umalr.| + being the orthonormal basis of (T,%)~L, and applying the definition of trace.
{ +/1,|} being pplying

C.3 Recoverable Tubular Neighborhood of Boundaryless Riemannian Manifold

Let U.(X) = {x € R?|dist(z,%) < ¢} be a tubular neighborhood of ¥ with reach €, whose
existence is guaranteed by the compactness of X [50]. In the proof of Theorem 1, we require a
property that enables us to recover the unique « € U.(X) such that y = w(x) and h(z) = p, given
the information of y € ¥ and p € R™.

The following theorem indicates the existence of such a nice neighborhood of ¥ such that any «
in this neighborhood can be recovered from the information of y, p. In addition to this, we need
a regularity lemma to connect the decrease of ||h(x)||2 with the decrease of dist(z, ), which is a
crucial property to show the convergence of the W, distance.

Lemma C.1 (Regularity lemma). Assume h € C? and LICQ condition is satisfied on . Then,
there exist constants &, k > 0 such that for all x € Uz(X) C U(X)

1A(@)[l2 > Klle — 7 (2)|2
where k = 3 minyes; Omin(Vh(y)) > 0.
Proof. For each y € X, Vh(y) has full rank by the LICQ condition, so its smallest singular value

oy = omin(Vh(y)) > 0. Since, any z € U.(X) can be decomposed into = y + v for some
y € B,v € Ny(X) := (T,X)*, Taylor’s theorem gives

h(z) = h(y +v) = Vh(y)v + Ry (v)

where the norm of the remainder term R, (v) is bounded above by ||R,(v)||2 < 1M]||v|3 for
M := supyeUg(Z)HVzh(y)Hg < o0. Hence,

1
1h@)ll2 = 1@y + )2 = [[VA)vll2 = 1By ()2 = oy 0]l = S M 05
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Furthermore, because h € C? and y + 0, (Vh(y)) is a continuous function on ¥, the compactness
of 3 implies there exists o = minyes; Omin(VA(y)) > 0. Also, choose 0 < é < e such that Mé < o.
Then whenever € Ue(X) so that ||v||2 < €, we get

1 1. o o
[h(z)|l2 > ollv]l2 — QMIIUIIE 2 (0 = 5 Me)|vllz 2 Sllv]lz = Sllz = 7()]2.
O

Lemma C.1 shows that an upper bound on || (z)||2 yields an upper bound on ||z — 7(x)]||2; however,
this guarantee holds only once x has entered U,. Therefore, to ensure that = indeed enters U,
whenever ||h(z)]|2 is sufficiently small, we appeal to Lemma C.2.

Lemma C.2 (Entrance cutoff of Uz(X) in terms of || (x)||2). Assume h is continuous and coercive,
ie. |h(z)||2 = oo whenever ||z||a — co. Then, there exists §* > 0 such that dist(z,X) < € if
[|h(x)]|2 < 0* where € > O is the constant defined in Lemma C.1.

Proof. First, we show that h is a proper map. Let C be a compact set in R™ so that it is closed
and bounded. Then, h=*(C) is closed because h is continuous. Also, suppose h~1(C) were
unbounded so that there is a sequence {x}, .y € R~ (C) with ||lz||2 — co. Then, by coercivity
of h, ||h(xf)||2 — oo while every h(xy) lies in C, which is bounded and leads to a contradiction.
Therefore, h=1(C') is bounded and closed and therefore is compact by the Heine-Borel theorem. This
proves h is a proper map.

Now, define a set S; := {2 € R? | dist(z,X) > ¢} and assume inf,cs, ||2(z)|2 = 0. In this case,
there must be a sequence {x}, oy C Se with ||h(2x)]]2 — 0. This implies 25, € h='(B(0,1))
for Vk > K for some K € N. Since h=(B(0,1)) is a compact set, there is a subsequence
{:ckj} of {z} converging to some z, from the Bolzano-Weierstrass theorem. Subsequently, the
continuity of i implies h(z.) = lim; oo h(z,) = 0 and z,. € X. However, because S is closed
and every xy; € Se, it should satisfy z, € S = dist(z.,X) > ¢, which is a contradiction that
. € ¥ & dist(z,X) = 0. Therefore, 0* := inf,eg.||h(x)|2 > 0 holds and dist(x,¥) < € if
[1h(z)]l2 < 0% O

Theorem C.1 (Recoverable tubular neighborhood). Let ¥ := {z € R? | h(z) = 0} be a compact
and boundaryless Riemannian manifold with LICQ condition. Then, there exists a recoverable
tubular neighborhood of ¥ with width 8, Us(X) := {z € R? | |h(2)]|2 < 6} C U(X) for some
6 > 0 such that

1. The nearest-point projection map 7 : Us(E) — S, m(z) = argming ey [l — yll2 is
well-defined.

2. The following recovery map ((y,p) is well-defined

C(y:p) : £ x B(0,6) = Us(2),  ((y,p) =y + Vh(y)"L(y,p) (1n
where L : ¥ x B(0,8) — R™ is the C' function such that h({(y,p)) = p and
m(C(y,p)) =y for ¥(y,p) € X x B(0,9).

In this case, we refer to Us (X) as the recoverable tubular neighborhood of X.

Proof. Define F((y,p), L) : R+™+m _ R™ by F((y,p), L) = h(y 4+ Vh(y)T L) — p. Then, for
eachy € ¥, F((y,0),0) = h(y) — 0 = 0. Also, VL F((y,p), L) = Vh(y + Vh(y)" L)Vh(y)"
implies V1, F((y,0),0) = Vh(y)Vh(y)T, which is invertible due to full rank assumption of Vh(y).
Therefore, by the implicit function theorem, there exists d, > 0 and an open set U, :=
{(,p") € S xR™ | ds:(y,y’) < &y, |[p']|2 < 6, } € R4T™ such that there exists a unique C'* func-
tion L : U, — R™ satisfying L(y,0) = 0 and F'((y,p), L(y,p)) = 0 for V(y, p) € U,.

Now, observe that Uyex U, is the open cover of ¥ x {0}, which is a compact set. Therefore,
using its finite subcovers, we can pick d > 0 such that for Vy € ¥ and ||pll2 < ¢, L(y,p) is
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well-defined C'! function on ¥ x B(0,4) and the recovery map ((y,p) : £ x B(0,8) — d,
C(y,p) =y + Vh(y)T L(y, p) is also well-defined and C' on ¥ x B(0,d) such that h(((y,p)) =

holds (from F((y, p), L(y,p)) = 0).
Finally, setting § = min {3 , (5*} (where the constant §* comes from Lemma C.2) and U[;(E) =
{z e R?|||h(z)||2 < 6} C Us(X) enables the well-defined nearest-point projection map 7 on

Us(X). By applying 7 to ((y, p), we recover the formula 7(¢(y, p)) = 7(y + Vh(y)TL(y,p)) =
Y, V(y,p) € X x B(0,9). =

C.4 Recoverable Tubular Neighborhood of Riemannian Manifold with Boundary

The following results generalize the proceeding lemmas and theorems by incorporating inequality
constraints alongside the equality constraints.

Lemma C.3 (Regularity lemma with boundary). Let ¥ = {z € R* | h(x) = 0,g(z) < 0}. As-

sume h, g € C? and LICQ condition is satisfied on X. Then, there exist constants é,x > 0 such
that for all x € Ue(X) C Uc(X)

1R(@) |2 + 1191,y (@)ll2 = £llz = m(2)]2

where k = % Milyes; Omin ([Vh(y)T, Vi, (y)TD > 0.

Proof. For every subset I C [l], consider ¥j := {y € ¥ | I, = I}. Then for y € ¥, VJi(y) :=

[Vh(y)T, Vgr(y)T)" € R"HIDXd has full rank due to the LICQ condition, so its smallest singular

value o, := omin(VJr(y)) > 0. Because y — o is continuous on ¥, we also have o :=

?rél[rﬁ ylenzfz oy > 0 by Lemma C.4. Also, since any x € U(X) can be decomposed into z = y + v for
some y € X,v € N, (X), Taylor’s theorem gives

h(z) = h(y +v) = Vh(y)v + Ru(v), g1,(2z) = g1,(y +v) = Vgr, (y)v + Ry(v)
where the norm of the remainder term Rj(v), Ry(v) is bounded above by ||Rp(v)|lz <
SMolB IRy (w) < 3MJolB for M i= _max {[Vh()]a.[V29(a)]} < oo. Now. we

set w = V.J(y)v, which satisfies ||w||2 > o||v||2 by the definition of o. Then, we observe

1h(@)ll2 + llgr, ()ll2 = lwll2 = (lwll2 = [1R@)]l2 = lgz, (@)]l2) B allvll = M3
where (o) comes from the following observation:
lwll2 = (IA@@)ll2 + gz, (@)l2) < lwll2 = [A)", g1, (@)1 ll2 < [lw = [A(2)", g5, (@) 7] |2
= I[Bn(0)", By (0)"]" [l < B ()2 + [| By (v) 2
< M]Jvlj3.

Now, choose small 0 < € < ¢ such that Mé < . Then whenever x € U(X) so that [[v|2 < €, we
get

g o
1h(@)llz + 19100y (@)ll2 2 Sllvllz = S llz = m(2)]]2-
O

Lemma C.4. For every subset I C [l|, consider X1 := {y € ¥ | I, =1}. Fory € X, de-
fine VJI( ) == [Vh(y)T, Vgr(y)T]" € RHID*d and o] := 610 (VJi(y)) > 0. Then,

inf 0 > 0 holds.
yeEXT

Proof. Suppose ian: oé = 0, then there exists a sequence y, € Xy with 0., (VJr(yg)) —
yelr

0. Because X is compact, the sequence has a subsequence of y, converging to y. € X by
Bolzano—Weierstrass theorem. In this case, there are two possibilities:
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1. WhenI,, =1, omin(Jr(y«)) > 0by LICQ, contradicting the assumption 16an o, =0.
ycar
2. When I,, = I U K for some non-empty set X C [I], the LICQ condition implies
Vo () = [Vh(y)T, Var(y)?, Vor (y.)T]T has a full rank, thereby, imposing

V J1(yx) to have full rank. This again implies inzf aé > 0, a contradiction.
yeXr

Note that I, does not deactivate already activated inequality index ¢ € I. This is because g;(yx) = 0
for Vi € I and continuity of g; implies g;(y.) = 0. Thus, the previous argument on two possibilities
completes the proof. O

Lemma C.5 (Entrance cutoff of U:(X) in terms of ||h(x)|2 and g(x)). Ler ¥ :=
{z € RY| h(z) =0, g(zx) < 0}. Assume h, g are continuous and h is coercive, i.e. ||h(z)|2 —

whenever ||z|la — oco. Then, there exists 6* > 0 such that dist(x,X) < € if |h(z)||2 < 0* and
gi(x) < &* fori € [l], where € > 0 is defined in Lemma C.3.

Proof. Define S¢ := {z € R? | dist(z,¥) > ¢} and let (z) := max {||h(z)|]2, g1 (@), ..., qi(2)}.
Assume inf ¢, 1(2) = 0. In this case, there must be a sequence {xy } ..y C Se with [[A(x)[]2 — 0
and g;(zy) < ¥(xg) — 0 for Vi € [I].

This implies z, € h=1(B(0,1)), Vk > K and for some K € N. Since h=1(B(0,1)) is a compact
set due to the properness of h (Lemma C.2), there exists a subsequence {mkj }of {zx} converging

to some z, from the Bolzano-Weierstrass theorem. Subsequently, the continuity of & implies
h(z.) = lim;j_, o h(zg;) = 0, gs(x) < 0,Vi € [I], therefore, z, € .

However, because S; is closed and every xy € S, it should satisfy z, € Se = dist(z,,X) > ¢,
which is a contradiction that . € ¥ < dist(x, X) = 0. Therefore, 6* := inf,cg. ¢(x) > 0 holds
and dist(x, X)) < éif ¢(x) < 0*.

Theorem C.2 (Recoverable tubular neighborhood with boundary). Let ¥ =
{z e R?| h(z) = 0,9(z) <0} be a compact Riemannian manifold with boundary. —As-
sume LICQ condition on Y.. Then, there exists a recoverable tubular neighborhood of % with

width 5, Us(2) = {z e RY|||h(z)|]2 < 0,9(x) <8} C Ue(S) for some § > 0 such that
1. The nearest-point projection map 7 : Us(X) — S, m(z) = argming ey [l — yll2 is
well-defined.
2. The following recovery map ((y, p, qr, ) is well-defined

C(,’%Py qu) : ZXBm(O75)XB\Iy|(075) — Ué(z)a C(Zh}% qu) = y+VJ(y)TL(y,p, qu)

where I is the index set of active inequalities at y € %, J(y) := [h(y), g1, (y)] €
R™H Wl and L : ¥ x B, (0,6) x Byr,(0,6) — R™ sl s the function such that

gz(((yapvqf )):qlﬂ ZGI?J

h(¢(y,p,a1,)) = p; ! , (Y, q1,)) =y
gl(c(yap7 qu)) < 07 ? ¢ Iy7

V(y,p,q1,) € X X Bn(0,6) x By, (0,6). Furthermore, when y € int(%), L = L(y, p)

is a C* function on X x B, (0,6).

Proof. Let us first define F'((y,p, q1,), L) : R+m+ Ty D+t ) R+ P((y, p, ar,), L) :==

(h(y +VJ(y)'L) = p,g1,(y + VI(y)TL) — q1,) € R™*l and consider the stratum ; :=
{y € ¥ | I, = I} for each subset I of inequality indices.

Then for y € X, we observe that F((y,0,0),0) = 0 and V. F((y,0,0),0) = VJ(y)VJ(y)"
which is invertible by the LICQ condition. Therefore, the implicit function theorem ensures the ex-
istence of 6, > 0, U, := {(v/,p',q}) € Zr x R™ x R | ds;(y,y") < &y, [[P]l2 < &y, ld}l2 < by}
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such that there exists a unique C* map L : U, — R™+| satisfying F((y,p, qr),(y,p,qr)) =
Oa v(yvpaql) € Uy

Now, observe that Uyex, U, is the open cover of ¥; x {0}, x {0},, which is a compact set.
Therefore, usmg the finite subcovers of X7, we can pick 57 > 0 such that for Yy € X, H pll2 < o1,
and ||g;||l2 < 67, L(y,p, qr) is well-defined C* function on ¥; X B,,(0,6;) x By1(0, 67) and the
recovery map ((y,p, 1) : © x B (0,0) x By)(0,0) = RY, C(y.p,qr) = y + VJ () Ly, p, 1)
is also well-defined C'! map on ¥; x Bm(O,SI) X B‘I‘(O,SI) such that h(¢(y,p,qr)) = p and
9i(C(y,p,qr)) = g; for i € I, which comes from the property F(y,p, qr),!(y,p,qr)) = 0.

Furthermore, from the continuity of g;, i ¢ I, there exists y; > 0 such that g;(z) < —yy forall z €
B(y, 1) and the compactness of Us(X) gives G-Lipschitzness of g; on Uz(X) for all i € [], for some

G > 0. Also, we recall that L(y, p, g7) is C* map on {(y,p, ar) |y €21, Ipll2 < o1, lgzll2 < 51}

with L(y,0,0) = 0.

Hence, the Taylor expansion of L(y, p, ¢r) with boundedness of ||V, L(y, p, ¢1) |2, [| V¢, L(y, P, q1) ]2
n {(y,p, qr) |y € T, |Ipll2 < or, llgrll2 < 31} and boundedness of |[VJ(y)||2 on ¥ gives

IL(y,p,an) | < Cr(llpllz + llazll2) = IVI @) Ly, p,a1)ll2 < Ci(lpllz + llarl2)

for some Cy,C" > 0. Then, choosing §; := min {51, z;gifc:} concludes that whenever ||p|l2 <
I

o1, ||lgrll2 < &7, the inequality
9:(Cy,p.ar) = gily + VJIW) Ly, p, 1)) < gi(y) + GIIVI ()" L(y, p, q1)||2 < *% <0

holds for all ¢ ¢ T. Finally, setting § = min {min 1cq) o1, 6*} (where the constant §* comes from

Lemma C.5) and Us(2) := {2 € R? | ||h(z)||2 < J,]lg(x)|]2 < §} C Ue(E) enable well-defined
nearest-point pI'O_]eCthIl map 7 on Us(X). By applying 7 to (v, p, gr,), we recover the formula
(¢ (ypra1,) =7y +VJIW) "y, pa1,)) =y, Yy, p,q1,) € X x Bp(0,6) x Byy,1(0,6). O

D Construction of SDE with Exponentially Fast Decaying Constraints
Proposition 1 (Construction of OLLA and its closed form SDE). Consider the following SDE:
dX; = q(Xy)dt + Q(Xy)dWy (12)
where

Q := argmin||v2I — Q||% st

QeRdxd

QVh; =0, Vi € [m],
QVg; =0, Vj € I,.

VhIG+ 1T (V2hQQT) + ah; = 0, Vi € [m],
Volqg+ 3T (V?g;QQT) + algj +€) =0, Vj € I,

Then, there exists a closed form SDE of (12) given by:
dX; = —[II(X)VF(Xe) + aVI(X) TG (X)) J(Xp)]dt + H(Xy)dt + V2I1(X,), (Ito)
dX; = —[II(X)VF(X:) + aVI(X) TG (X)) I (Xe)]dt + V2I1(X;) o dWy, (Strato.)

where o denotes the Stratonovich integral and

q := argmin||g + Vf||3 st {
qer?

W= —VJITG [TH(V2hID) ..., T (V2 hoTT) Tr(V2g, T0) oo, Tr(V2g;, TT)] T

is the related Ito-Stratonovich correction, or mean curvature of{x € R?| h(z) =0, g1, (x) = ()}.

Proof. Define J(z) := [h(z)T, g} + €Ly, )7 € R™H =l and VJ(2) == [Vh(z)T, Vg, (z)T]" €
R(m+1=1)%d Then, the Lagrangian function associated with the optimization problem for Q) becomes
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L(Q,A) == ||V2I; — Q||% + Tr (ATVJQ) where A € R(™*I1zDxd j5 a Lagrangian multiplier.
Then, the stationarity condition with respect to Q) gives
oL ~ T ~ 1,7
0=35 =-2(V2I - Q) +A"VJ = Q:\/§I—§A vJ.

Also, the constraint condition implies
~ 1
0=QvJT = (VaI - 5ATVJ)VJT = AT =2v2vJT(vovJh)1

where VJV.JT is invertible due to the LICQ condition. Therefore, we get optimal Q = II :=
V2 (I — VJT(VJVJT)*IVJ). For the q part, we set

b= % [T (V?hiQQT) + ahy, ... Tr (Vg QQ") + algi,, + e)]T

and the associated Lagrangian function L(q, A) := ||+ V f(2)||? + AT (VJg+b) with A € R+l
being an Lagrangian multiplier. Then, the stationarity with respect to g gives

oL

O:%

=2G+VH+VIIN = G=-Vf-vJIA

Again, the constraint condition implies
0=VJG+b=-VIVf—(VIVIOI+b = X=(VIVI)b-VIVS]

using the invertibility of VJVJ?. By plugging this expression to g, we recover the optimal g :=
~Vf — VJT(VJIVJIT)~1b. Therefore, the Ito version of closed form SDE is given by

dX, = ~[II(X,)V f(Xe) + VI(X,)TG(X0) 7 b(X)]dt + V2I(X, ) dW,

where G := V.JVJ7 is the associated Gram matrix. Also, some tensor-calculus computation
(Equation 3.46 in [19]) gives

—VITGT [T (V2D o, T (V2 0) T (V23,10 o, T (Vg5 TT)] T = VII(2)TH ()

which is the Ito-Stratonovich correction term. Furthermore, applying the technique in [19] (Remark
3.17), we can recover that this expression is equal to the mean curvature term H(z) of a manifold
defined by X7, := {z € R? | h(z) = 0, g1, (z) = 0}. Therefore, we get the following closed form
expression of the SDE:

dX, = —[II(X)VF(Xy) + aVJI(X)TGHX,)J(X,)]dt + H(X,)dt + V2I0(X,), (o)
dX; = —[I(X)VF(X,) + aVJI(X) TG (X)) J(X,)]dt + V2I1(X,) o dWy, (Strato.)
where H = —VJTG™! [Tr (V2hiI1) , ..., Tr (V2R IT) , Tr (V2g,, I0) ..., Tr (VQQWH)]T is the

associated Ito-Stratonovich correction term (or mean curvature term of X ). O

Lemma 1 (Exponential decay of constraint functions). The dynamics induced by (12) satisfies the
Jfollowing properties almost surely for Vi € [m],Vj € Ix,:

hi(Xt) = hi(Xo)e_at, t Z 0 (13)

and

1

o

1 (X
g;(X:) <0, t>—1In (g](o)-l-e>

o

g

with g;(Xy) < 0,Vt > 0for j & Ix,, where I, := {k € [I] |
inequality constraints.
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Proof. Observe that, for each k € [m], the Stratonovich chain rule implies

dhi(X;) = Vhe(X,)T [(fH(Xt)Vf(Xt) —aVJ(X)TG Y X,)J(Xy))dt + V2I1(Xy) o th]

—~

L —aVh(X)TVI(X)TGH(X) T (Xy)dt
m—+1,
=—a Y [GX)klG(X0)ishi (Xy)dt = —ahy(X;)dt,

3,j=1

where (1) holds due to the fact Vi (x)TTI(z) = 0. By integrating both side with respect to ¢, we
recover h(X;) = h(Xo)e™**, ¢ > 0 almost surely. Repeating the same calculation for g; for k € I,
we obtain

m+1,

dgk Xt = —« Z Xt kz (Xt)]ij(gj(Xt) + G)dt = *Oé(gk(Xt) + E)dt,
1,j=1
which again recovers gi(X;) = —e + (9x(Xo) + €)e~*‘. Furthermore, once g;(X;) < 0, it is

instantaneously reflected into interior of ¥ whenever it hits the boundary OX. Therefore, g;(X;) < 0
holds for V¢t > 0,5 € Ix,.

E Proof of Theoretical Results - Equality-constraint OLLA

Observe that when the constraints are only equality constraints, the equality-constraint OLLA (3) is
given by

dX; = —[II(X,)VF(X) + aVA(X)GH(X)h(X,)]dt + V2II(X,) o dW;. (14)

The high-level proof idea of Theorem 1 is to decompose the convergence analysis into two parts: (1)
Convergence of W, distance between p, and py, (2) Convergence of KL* between p¢ and ps; where
pt, pr are the law of X, Y;(:= 7(X;)) respectively and ps, is the law of the target distribution, which
satisfies dpy,  exp(—f(z))dos.

E.1 Upper Bound of W5(p;, p¢)

Lemma E.1 (Upper bound of W5(p¢, p)). Let p; be the law of X; which follows equality-
constrained OLLA (14) and define ty := éln (%) For t > to, the law p; of Yy := w(Xy) is
well-defined and it holds that

My,
Walpe, pr) < — e, (15)

Proof. For t > to, observe that || X; — Villa = [|X; — 7(X¢)[2 < L|A(X)|2 < Mre—ot by
Lemma C.1 and Lemma 1. Then, by integrating both sides with respect to optimal couphng of p; and
ﬁt’ we get

1
2

- (0) M, _,
Walprs 7o) < (E[IXe = Yill3)" < EIIX; - Yilla] < =te,

where (o) holds by Jensen’s inequality. O
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E.2 Upper Bound of KL*(5,||px)

Lemma E.2 (SDE representation of projected process). Let Xy be the stochastic process following
the SDE:
dX; = b(Xy, t)dt + V2I1(X;) o dW;

where X, € Ug(Z), Yt > 0. Then, the stochastic process Y; defined by Y; = w(Xy) follows the
SDE below:

dY; = TL(Y;)b(Yy, t)dt + V2IL(Y;) o dWy + [V (Xe)b(Xy, ) — Vr(Y)b(Yy, 1)) dt
+ V2 [V (X)I(X,) — Vr(Y)I(Y:)] 0 dW;

Proof. From the the Stratonovich chain rule, we observe that

in = d’]T(Xt) = Vﬂ'(Xt)b(Xt, t)dt + ﬁVW(Xt)H(Xt) o th
This expression can be re-written as follows

4y, = [Vw(Yt)b(Yt,t)dt +V2VR(Y)II(Y;) o th} + [Vr(X)b(Xy, t) = Vr(Y2)b(Ys, t)] dt
+ V2 [V (X)IL(X,) — Vr(Yy)

© [H(Yt) v, )dt+\fH(Yt)odW,} [Vr(X)b(X, t) — Vr(Yy)b(Yi, t)] dt
)

+ V2 [Vr(X)H(X,) = Vr(Y)I(Y)] 0 dW,
where (o) holds because Vr(y) = Il(y), I1(y)? = I(y) (idempotent) for ¥y € Y and Y; € ¥. O

Y)IL(Y)] o dW;

Corollary E.1 (SDE representation of projected process from equality-constrained OLLA). Let X;
be the stochastic process following equality-constrained OLLA (14). Then, fort > to(:= é In (%) ),
the projected process Y; := w(Xy) follows the following SDE:

dY; = [-IL(Y)Vf(Y}) + by (Ye, 1)) dt + V2IL(Y,) (I + An (Y, 1)) 0 dW,

where ||by (Yi, t)|l2 = Cope L |AN(Yi,t)|| = Caye ™ for t > 0 almost surely for some
constant Cy, ,Ca, = CLA7M > 0 with Cy,, being the Lipschitz constant of Vr(x)II(z) on
Us(%)

Proof. By applying Lemma E.2 to the SDE (14), it holds that
dY; = T(Y)b(Yy, t)dt + V2IL(Y;) 0 dW; + [Vr(X)b(Xy, t) — Vr(Yy)b(Ys, 1)) dt
+ V2 [Vr(X)II(X,) — Va(Y)II(Y:)] 0 dW,
for b(z,t) = b(z) := — [VI(z)Vf(z) + aVh(z)T G~ (z)h(x)]. By using Lemma 1, Theo-
rem C.1, we can set X; = (Y3, h(Xo)e ") where ¢ : & x R™ — Us(X) is the recovery map.
Now, since X;,Y; € Us(X) and the closure of Us(X) is compact, Vrr(x)b(z) and Vrr(z)II(z) is
Cr,,Cr ,-Lipschitz on Us(X), respectively for some C,,, Cr,, > 0. Therefore, it holds that
. Cr (X2 —ap _ Cr,Mu _,
low (Y Dl < O, lCY, (X)) — Yilly < CollX0lz pmor o Cratlh o
where by (Vi t) = Va(C(Ye, h(Xo)e ™ *)b(((YVs, h(Xo)e ™)) — Vm(Y;)b(Y:) and the second

last inequality comes from Lemma C.1. Similarly, we obtain the bound of Ay (Y, t) :=
Vr((Ye, h(Xo)e  “NII(C(Yz, h(Xo)e ")) — Vr(Y)II(Y;) as follows:

_ Cr,||h(X _ Cp. My _
Ax(Ye, s < o (¥, (Xo)e!) — Yol < CLalPX0) ot o Crallh oo
Finally, we complete the proof by setting Cy,, := G o, N = % and observing that
Vr(z) = H(x(z))Vn(z) for Vo € Us(X), which implies Ay (Y;,t) = II(Y;) An (Y3, t). O

The following theorem is a Fokker-Planck equation of a Stratonovich SDE defined on a Riemannian
manifold. We will rely on this theorem to describe the time derivative of p;.

40



Theorem E.1 (Fokker-Planck equation on Riemannian manifold [51, 52]). Let X; € X be a
stochastic process following the SDE:

d
dX, = Vodt + > Vi o dBf,
k=1
where Vy, Vi, are smooth vector fields on Y. for each k € [d] and BY are kth components of

Brownian motion By. Then, the law p; of the stochastic process X satisfies the following Fokker-
Planck equation:

8tpt —dIVg(ptVb ZleE d/VE(Pth)Vk)

Lemma E.3 (Upper bound of KL”(j,||px)). Assume that ps; satisfies the LSI condition with
constant Aps;. Let X; be the stochastic process following equality-constrained OLLA (14) and p
be the law of Yy := w(Xy) after t > teys, Loy := max {é In o, é ln(C5)}. Then, for o # 2 gy, the

following non-asymptotic convergence rate of KL* (t||ps) can be obtained as follows

2
M(e_at _ e—octuu)) [l’(LZ (ﬁtwr
(%

2A151Cs
@

KLE(ﬁthE) S €exp ( 2)\LSI( cut) - pz)

t
+ CG/ exp (2)\(3 — tewr) +
¢

cut

(e—as _ e—ah,,,)) e—asds]

In particular, if « > 2)\pgy, it becomes

2A151Cs

KLZ (5lox) < exp (mm(t = 222

(e — >) KL (5.,

ps) + C7]

for some constants Cs = O(1 + Ca, + C’AN) Cg, Crp = Coc_ S S 0.

a— 2>\LSI

Proof. By Theorem E.1, Corollary E.1, and the choice of Vf = —V In py, we know that the
projected process Y; is given by

dY; = [-I(Y)VF(Ye) + by (Ys, )] dt + V2I(Y)(] + An (Ve 1)) 0 dW,
and its associated Fokker-Planck equation can be written as follows:

d

Oupe = —divs (B (Vs lnps +bx)) + Y divs (divs (7e(fr + 6x))(fi + 6k))
k=1

where f, = Iley, 0, = IIAyey, and ey, is kth standard basis vector for R?. Now observe the
following equations:

O, KL (pt]ps) /atpt ln( )dog—&—@t/ptdag—/@ptln( )dag
P Pz

:/Z l divs (5 Vs In ps) +Zlez d|VE(Ptfk)fk)1 In (p;) dos,

k=1

Term (1)

+/2 [—divs(pibn)] In <pﬁz) dos

Term (2)

/EZ dIVZ dIVZ(pték)fk + dIVE(ptfk)(sk + lez}(pt(Sk)(Sk} In (,0;;> dos .

k=1

Term (3)
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Analysis of Term (1) - induced by the main SDE. From integration by parts, we obtain

Term (1) = / p{VsInps, Vyln <pz)>d02 - / divs (e fi)(fe, Vs In <p2)>d02
/pt<Vglnpg,Vgln< ) dag—Z/ (Vspt, fr) <fk,vzlﬂ< E)>d02
—Z / v ()it (22 ) o

(é)/ <Vzlnpz,Vzln( )ddz— pt(VsInpy, Vs In (p )>d02
g )

= —/ p¢l|Vs In () 13dos = —I” (e[ px)
o Pz

where (A) holds using Lemma E.4 (the third term = 0) and the fact that p; Vs In gy = Vs ps.

Analysis of Term (2) - induced by the noise drift ). Again, using the integration by
parts, we observe that

/dIVg pth)ln( )daz Pt<bN7V21n< >>d02
P Ps

< [ ol ||vzln( )||2doz<0bN o |V21D( >||2d0'2
P Pz

2

(=) B e 5 S CZ, .
< Ciye / pt[ f;w—nvzl ( )||2] dog = e~ 1% (py|px) + — e,
pX P 4

|Term (2)| =

where (OJ) inequality holds using the AM-GM inequality.

Analysis of Term (3) - induced by noise diffusion Ay. To analyze Term (3), we apply
integration by parts and the chain rule of the divergence, i.e., divs(p:ar) = (Vs pt, ai) + pdivs (ar)
for a vector field a; on X:

T 3 {(divsdg)0g, Vs 1 Ydos, — / ((divsd ,Vl( >d
erm (3) = Z/Pt 50%) 0k z:n< > os Z pe((divsdr) fir,Vs In = Ydos,
d

72/“ legfk 5k,V21n( ) dO’E*Z/ Vzﬂf,5k><fk,vzlﬁ< E>>d02

*Z/ Ve, fr) 5k,V21H( )dUEZ/ Vzpt,5k><5k7vzln<pz>>d02

Now, note that ¢ 6, fT = MANTL Y0 fu67 = TWALIL and Y0, 6,67 = MAN AL
Then it holds that

| Z/ Vspt, Ok) fk,V21n< >>d02

< e [zl ||V21n<p2>||2d02

(x) O
< Cae P (pllps) + CanCoe~ [ Vs (p) Jados

dO’E

ﬁt(Vglnpt) MANTI(Vy ln( ))
b (>

(o) ) [ [C 5
< Cane P ullos) + CanCaet [ 51| S+ g 19smn (20 )1] o
by ()

2
CAN CS —at
e )

< 2Caye I (pllps) + =
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where C5 := max,exn||Vy Inps|lz < oo by compactness of ¥, and (x) holds using the triangle
Velnglzs < ||[Veln (f—;) ll2 + [[Vs Inps|2. Also, (o) comes from the AM-GM
inequality. By following the same reasoning, the following inequalities are obtained:

Z/ Vspt, fr) 5k7v21n( >>d02
‘ Z/ Vgpt,ék 5k,Vgln( >>d(f§;

inequality;

By CaxC3
< 2Caxe (il pm) + e

c? c2
<2CA e 2atIE(pt||pE) M672at

4
C? C2
<205, e (il lps) + e
Next, we observe that the following terms decay exponentially fast :
d -
Z / puleivs(35, Vst (2 )ydos| < [ 53 dvs (il Tt (24 ) adors
= b1 P
@) R . D
< [ pnaylaldvs(mla) s in (2 ) ados
by ps
SC’ANC’4e_at/ ||Vzln( >||2d02
9>
_ - | CayCy p
< Oy Cpe™ al 1 d
< CanCie [ | S h Lot (2)] dos
AnC1
< () + e

4 3

where Cy := max,ex||divs (II(x))||2 < oo, (@) holds because 22:1 divs (fx)dr = divs(IN)TTIAN
once divy (II) is given by (divsIl), := divs(f) for each k € [d]. Similarly, we obtain the following
bound by using Lemma E.5 :

Z/ pt dIVg 5k fk,Vgln( >>d0’2

< / AT div(TTA ) ||V21H<p2>||d0’2

LemE.5 ~ C 4
< Cuive” ot / ptHVg 1n( >||2d0'2 <e “tjz(pthE) Zdiv ,—at
ps 4
and
Z/ pe(divs (5;) 5k,V21n< >>daz </ﬁt||HAN||2||div(HAN)||2|\vz1n (IZ;>||dGE
>
LemE.5

c2 C%
7 CunCane ™ [ Tsin (2 o < 1 Gullos) + Ao
b
where divs (TIAy) is similarly defined by (divsIIAy )y := divs(dx) for each k € [d].
Applying Gronwall-type inequality. By summing all the bounds, we arrive at

O KL (Pt||PE) < *2/\LSI(1 — Cse KL (5¢]|ps) + Coe ™",

Ciy CiyC3 | Ch,Ci

CanC3 cs Ci:,Ca
Ty e e e i

with C5 := (4+4CAN+203§N)’06 = (
Therefore, the Gronwall-type inequality gives for ¢ > fey, tew := max {1 Ind, L In(Cs) }:
2ALs51C!

LSIV5 (e—at _ e—atcm)> [KLE(ﬁtcul

a
225105
a

KL (1] ps) < exp (—zm(t o) o)

t
+ Cﬁ/ exp (QALSI(S — tew) + (e7* — eo‘t“‘)) e~ *ds].
t‘.ul
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In particular, if o« > 2\ gy, it holds that

25105
@

KL (ellps) < exp (—mm(t—tm)— (et — oo >) KLE (5 low) + ]

—oateut

from the fact that

where C; :=

e 2A151C e
/ exp <2)\L51(8 — tew) + %(6_(}5 — e_at““)) e “ds < / exp(2ALsi(s — tew))e” *ds
t t

cut cut

e_atcul

= —F— < 0.
OZ—2)‘LSI

O

Lemma E4. Let {fk}zzl be a set of vectors defined by fr, = I(x)ex, where Il(x) is the
orthogonal projector onto T, Y and ey, is the kth standard basis vector of R%. Then, it holds that

d
> (divs fi) fi = 0.
k=1

Proof. Recalling that II(z) = I — Vh(z)T(Vh(z)Vh(z)T)"1Vh(z), we define N(z) =
Vh(z)T (Vh(z)Vh(z)T)~2 € R™™ so that N(z)TN(z) = I, and II(z) = I — N(z)N(z)T.
If we let the columns of N(z) to be {nl( ), .. nm( )}, then these produce an orthonormal basis
of NyX. This is because Im(N (z)) = Vh%x (from the invertibility (Vh(z)Vh(z)T)"2)
implies {n(x),...nm(x)} span N, and N(x = I guarantees the orthonormality.

Next, we define a vector field F(x) by F(z) = H(x)dlvz( (x)) where (divsII(z))g
divs(fi(z)) for each k € [d]. With this definition, we have divgIl = —divs(NNT)
— >, divs(ngn}). Now observe that for | € [d],

d d
(dng (nknf))l =Tr (HV((nknz)l)) = Z Hijé‘j (nkng)u = Z [Hijﬁjnkinkl + Hijnkiajnkl]
1,7=1 7,7
d
= (dngnk)nkl + Z (nkH)j ajnkl = (dngnk)nkl
jzlw

where ny; is the Ith component of ny. From this fact, we have the following result:
d
divsIl = Z divy( nknk Z divyng)ng = F = IIdivy(II) = 0.
k=1 k=1

Finally, the definition of F' gives ZZ=1 divs(fx)frx = F, which is zero by the above argument. [

Lemma E.5. Let p; be the law of the projected process Yy of Xy, where Xy follows equality-
constrained OLLA. Define 6 (t, z) := I(z)An(z,t)ex, and denote divs (I1Ay) as a vector in R?
such that (divsITAN)i, = divs(0y) for each k € [d]. Then, it holds almost surely

|| divs (TI(Y;) An (Y, 1)) |2 < Caive™**

Sort > to(:= é In (%)) and some constant C g, > 0.

Proof. First, for each k € [d], observe that VJ;, = VII(y)An(y, t)er + I(y) VAN (y, t)er and
divs(de(y)) = Tr (IL(y) VII(y) An (y, t)er) + Tr (I(y) VAN (y, t)er) (16)

Term (1) Term (2)
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where, for a matrix-valued function G(y), VG (y) is the third-order tensor defined by (VG;;(y))ijr =
%fiy) for i, j, k € [d], and the gradient V is taken over y.
For the Term (1), we know that when y = Y;, ¢t > g,

|Term (1)| < [|[T(VID)(Aner)|lr < (VI (Aner)||r < Ki||Aner]ls < KiCaye ™™ a.s.
where K1 = supyex |jo),=1 | VIL({y)v|[ F < oc.

For the Term (2), recall that Ay (y,t) := Vr(((y, h(Xo)e™ * )¢ (y, h(Xo)e™*)) — Vr(y)II(y)
conditionally on X, from Corollary E.1. For the notational convenience, we define 7(y,t) :=
C(y, h(Xo)e™ot). Then, it follows that

VAN(y,t) = Va(n(y, ))Vn(y, (0 (y, 1) + Va(n(y, ) VI(n(y, ) Vi(y, )

= V2 (y)li(y) — Vr(y) VII(y)

= V2 (n(y, ) (Vn(y,t) = DIL(n(y, 1)) + Va(n(y, ) VILn(y, 1) (Vn(y,t) — 1)

+ V2 (n(y, )(n(y. 1)) = Vr(y)(y) + Va((y, 1) VIn(y, ) = Va(y) VII(y).
At this moment, from the recovery map ¢ in Theorem C.1, the integral form of the remainder gives

IVn(y,t) = Ill2 = [V (C(y, p) = (5, 0)ll2 = [IVy<(y, p) — ViyC(y, 0)[l2 < Kazllpll2,
where p := h(Xo)e ", Ky = Sup(y,p)EExB(O,é)||vay<(yap>||2 < oo.
By combining these results with the previous expression of VA (y,t), we get
IVAN(Yi,t)]l2 < Dae™"

for some D, > 0, using the boundedness of || V27|, | V7|2, | VII||2 on Us, the Lipschitzness of
(V2m)IL, VrVII on Us, and the contraction of [|1(Yy, t) — Y;)[2 < 222e~°*. Finally, when y = Y;,
we get the following upper bound of Term (2) by applying the previous result:

(o)
|Term 2)| < |[IVANer|r < Vd —m||VAxeg|lz = Vd — mDye " = Dse™ " a.s.

where (o) comes from the fact that ||[TI(y)||% = Tr (II(y)) = rank(Il(y)) = d — m and D5 =
v d — mD,. Therefore, by combining results for Term (1) and Term (2), we obtain

d
divs (8 (YD)| < Dee™** = [ldivs (I(Y:) Aw (Y, D) l2 = || S (Avs(6:(¥:)))? < Dre
k=1

fort > tg and Dg := K1Ca, + Ds,D7 := \/aDG. Because the final result holds without any
dependency on X, the result holds almost surely without conditioning on Xj. O

45



Lemma E.6 (LSI implies Talagrand inequality [43, 53, 19]). For the probability measures [, v
defined on a smooth complete Riemannian manifold ., define the W distance between pi and v in
X by

1
2

WE(yv) = ( wt [ dsipa)n(an dq>)

€M (p,v)

where I1(, v) denotes the set of coupling probability measures of i, v, and dx, denotes the geodesic
distance on ¥ so that for p,q € &

) s { ( / w<t>|3dt)2 |y € C1([0,1], £),7(0) = pyy(1) = q}

with ||-||4 being the induced metric on ¥. Then, the probability v is said to satisfy the Talagrand
inequality (T') with constant Ay >0 if for all probability measures j, with pn < v, it holds that

)
W' () <3 5= KL (ullv)-

Particularly, if v satisfies a Logarithmic Sobolev Inequality (LSI) with constant )\ s, then v satisfies
the Talagrand inequality with constant Apg;.

Theorem 1 (Convergence result for equality-constrained OLLA). Suppose assumptions (C1)
to (C4) hold. Let X; be the stochastic process following the equality-constrained OLLA (14)
and let py, py be the law of X; and its projection Y = w(Xt) on X for t > tey tew =
max {i In g, é In 05}, respectively. Then, for all t > t.,, it holds that

M, _, 2 _
Wa(pes ps) < —2e™ 4 1 [ —KL® (54| ps:)
K ALst
where

M(e‘“t _ e—atpm)> [KL™ (pt,.,
«

2A151C5
[0

KL” (]| ps) < exp (-2)\L31(t — teur) — ps)

t
+ C@/ exp (2)\(3 — tew) +
t(‘llf

In particular, if o > 2)\pgy, it holds that

(e—as _ 6_at”")> e—asds]

2A151Cs
a

KL™(pel|ps) < exp (—%m(t = lew) = (7" = e_o‘t“‘“)) [KL* (Ptoullpz) + C7]

a—2ALs

2
CL , My, CL, Ma —atour .
for some constants Cs = O (1 4+ A 4 ( Fast ) ) ,Cg, Cr 1= & > 0 with O,

being the Lipschitz constant of V' (z)TI(x) on Us(X).

Proof. First, observe that da(p, ¢) = ||p — qll2 < ds(p, q), Vp,q € ¥ because X is the submanifold
of R? with Euclidean metric. Thus, Wo(5;, ps) < W5 (54, px) holds and we have

A\ —ineq
Wa(pe,ps) < Walpe, pr) + Walpr, ps) < Walpe, pe) + Wy (pe, px).-

Now, recall that ¥ := {z € R? | h(z) = 0} is a smooth compact and connected Riemannian mani-
fold. Therefore, it is complete by the Hopf-Rinow theorem. Thus, Lemma E.6 implies

- 2 - _ 2 .
W5 (pi, ps) < EKLZ(MHPZ) = Wal(pe, ps) < Walpe, pr) + EKLZ(PtHPE)-

Hence, we conclude the proof by borrowing the results of Lemma E.1 and Lemma E.3 O
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F Proof of Theoretical Results - Inequality-constrained OLLA

In this section, we analyze the non-asymptotic convergence rate of inequality-constrained OLLA.
Note that Proposition 1 gives

dX; = =V f(X,)dt + V2dW,, if g(X;) <0
dX; = —II(X)Vf(Xe)dt — aVg] G(Xy) (g1, + €ly, )dt + V2II(X,) o dW;, otherwise
as the closed form SDE of inequality-constrained OLLA.

F.1 Convergence Result for Inequality-constrained OLLA

Lemma F.1 (Boundary behavior of p; of inequality-constrained OLLA). Let X; be the stochastic
process following the inequality-constrained OLLA and p; be the law of X;. Also, denote J; be the

probability current density defined by Oypy = —V - Jy. Then, fort > tey, tey == éln (@) it

holds that
(n(z), Jy(x)) =0, p(z) =0, Vzedx,

where n is the unit normal vector of Y. and ooy, is the surface measure of 0.
Proof. From the Fokker-Planck equation of the inequality-constrained OLLA, we know that
1 1 1
Jr = qpt — §V : [QQTPJ = {q - §V ) (QQT)} Pt — iQQTVPm

where the last equality comes from the chain rule of the matrix divergence. Then, for each Vg;,
j € I, observe that

d d
Vol (V-(QQT)) = (9kg) [V (QQT)], = > (9k9;)0:(QQ" i
k=1

i,k=1
o) d d d
=370 1D QAT wdkg | — D (QQT)ndidkg; = —Tr (V2g;QQT)
i=1 k=1 i,k=1

=0

holds for x € 9%, where (o) holds due to the Vg,fQ = 0 condition of Proposition 1 and Q? = Q.
Therefore, for each j € I, we have

1 (A
(J:,Vg;) = V] Jo = {ngTq +5Tr (VQQJ‘QQT)} pr = —a(g+e)pe = —aepy <0,

where (A) holds from the Vg,q + %Tr (VzngQT) + a(g + €) = 0 condition of Proposition 1.
Finally, we conclude the proof by observing the following:

d
0 ® ¢ ptdog = —/ V - Jidoy, = —/ nt Jydogs = / aepy dogs = pr =0,
dt S os EN

where n is the outward unit normal vector of 9% and (+) holds because supp(p;) C X for ¢ > ey
implies [y, pido = 1 fort > tey. O
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Theorem 2 (Convergence result for inequality-constrained OLLA). Assume that px; satisfies
the LSI condition with constant \rs;. Let X; be the stochastic process following the inequality-

constrained OLLA and let p; be the law of Xy. Then, for t > toy, ton = éln (@), the
following holds

7
Wa(pu pz) <4/ 5 KL™ (ptl|px),
LSI

where
KL (pi|ps) < et KL= (py,, [ ps).-

Proof. Observe that

O, KL® (ptllps) = / Oypy In < ) dos, + at/ptdaz = / ops ln( ) dos;
%)) P
/( v Jt)ln( )dog—/JtVIH( >dog—/ (J;,n)In (“) doos
b)) 15> 15> 82‘\7/0—/ 1>

o A
@ [ 2w (;’) dos 2 1 (]lpx) < —27usiKLs: (prl o),
b

where (o) holds due to Lemma F.1 for ¢ > ¢ and (A) comes from the fact that J; = V In ps(z)p; —

pVinp, = —p,Vin ( ;) almost everywhere in Y. Therefore, we recover the upper bound of

KL> (pt]|ps) by applying the Gronwall-type inequality as follows:
KL (pellpz) < e 2t tadKL (py,,

lps).

Also, we recall that ¥ := {z € R? | g(z) < 0} is a smooth compact and connected Riemannian
manifold, thereby it is complete by the Hopf-Rinow theorem. Thus, Lemma E.6 implies

7
Wa(pe, ps) < W3 (pe, ps) < EKLZ(MHPE)-

Hence, we conclude the proof by applying the previous upper bound of KL™(p¢||px). O

G Proof of Theoretical Results - Mixed-constrained OLLA

G.1 Upper Bound of W5 (p:, p)
Lemma G.1 (Upper bound of Wa(py, pt)). Let p: be the law of X which follows mixed-
constrained OLLA (12) and define t1 = max{é In (nge) Lin (M")}. Fort > tq, the
law p; of Yy := w(X,) is well-defined and it holds that

- My _,
Walpr pr) < — e (17)
Proof. Fort > tq, observe that
1 My, _
10 = n(Xo)ll2 < = | IA(XO) 2 + 191,00, (Xe)ll2 | < —=e ot
———

=0

by Lemma C.3 and Lemma 1. Then, by integrating both side with respect to optimal coupling of p;
and p;, we get

3 (o) M
X = Yilll3)" < ElIXe - Yilla) < =e"

Wa(ps, pr) < (E[

where (o) holds by Jensen’s inequality. O
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G.2 Upper Bound of KL* (5, ||ps)

Corollary G.1 (SDE representation of projected process from mixed-constrained OLLA).
Let X; be the stochastic process following mixed-constrained OLLA (12). Define t; =

max {é In (ngs) ,L1n (M) } and assume Yy = w(Xy) € int(X) fort > t1 via the assumption

]
(M1). Then, the projected process Yy follows the following SDE:

dY; = [-T(Y,)V f(Yz) + b (Y, B)] dt + V2I(Y;) (I + AN (Y3, 1)) 0 dW,

where ||bn (Yz,t)||2 = CibNe_at, |AN (Y, t)|| = Caye ®t for t > ty almost surely for some

CLAMh
K

constant Cyy,, Cay = > 0 with Cp,, being the Lipschitz constant of Vr(x)TI(z) on

Us(%).

Proof. By applying Lemma E.2 to the SDE (3), it holds that

dY; = TL(Y;)b(Yy, t)dt + V2I0(Y;) o dWy + [V (Xe)b(Xy, ) — Vr(Y)b(Yy, 1)) dt
+ V2 [Vr(X)I(X,) — Vr(Y)TI(Y)] o dW,

for b(z,t) = b(x) := — [I(z)V f(z) + aVJ(z)' G~ (x)J(x)]. Now note that 7(X;) € int(X)
for ¢ > ¢ and the recovery map ¢ (Theorem C.2) is C* for 7(z) € int(), z € Us(3). Therefore, we
can set X; = (Y3, h(Xo)e ") by using Lemma 1 and Theorem C.2. Again, since X;,Y; € Us()
and the closure of Uy (%) is compact, Vr(x)b(x) and Vr(2)II(z) is Cr,, Cp, , -Lipschitz on Us(%),
respectively for some C' Ly Cr 4, > 0. Therefore, it holds that

O, [11(Xo)l2 Cr, My,

HQefat < 67&757

o (Ve )2 < O, lI¢(Ye A(Xo)e ™) = Y2 < - .

where by (Yi,t) = Va(C(Ye, M(Xo0)e ))b(C(Ye, h(Xo)e 1)) — Vr(Y;)b(Y:) and the last
inequality comes from Lemma C.l1. Similarly, we obtain the bound of Ay (Y;,t) :=
Vr((Ye, h(Xo)e NI (Y, h(Xo)e ) — Vr(Y)II(Y;) as follows:

Cr,[|h(Xo) Cr, My,

A (Ye, Dl < o (¥ (o)) — Yol < LalPX0) o o Cradh o
Hence, we complete the proof by setting Cy,, := %, Cay = % and noting that Vr(z) =

(7 (z))Vr(z) for w(z) € int(X), z € Us(), which implies Ay Yy, t) = IL(Y;) An (Yy, £). O
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Lemma G.2 (Upper bound of KL™(5;||px)). Assume that ps; satisfies the LSI condition with
constant \p,s1. Let Xy be the stochastic process following mixed-constrained OLLA (12) and

Pt be the law of Yy := w(X}) after t > tey, tewr == max{é In (M) , é In (%) ,éln(C})}.

E

Suppose
* (Regularity of ) %, :=n({z € R? | h(z) = p,g(z) < 0}) C int(T) for 0 < ||p|l2 < 6.

* (Regularity of 9%,) ~ The boundary velocity v} of %, satisfies SUPgeos, [0b]l2 < Vlpll5 for
some V >0, 8 > 0. Also, assume M, := sup|,,<s 0%, (0%,) < o0.

* (Bound on pt, py)  G1:=8Up;>q 4ex Pt <00 and 0 < Ga < py < Gs forx € %

Then, for o # 2)\pgy, the following non-asymptotic convergence rate of KLE(ﬁtH ps) can be
obtained as follows

2251Cs (et — e—atm)> %
a

. .
2M51C
px) +/ exp <2)\LSI(S — tew) + L;I RO eat”")> X
¢

cut

KLE(pNthE) S exp <_2)\LSI(t - tcut) -

[KL™ (..,

[(éﬁ T OLG4G5M}L) e~ ¥+ G4VM5€7Q§S] dS].
In particular, if « > 25, B > 1, the inequality becomes

22151Cs

ps) + Cr + C’S]
o

KL (pellps) < exp (-”wsz(t — tewr) — (7 — fat‘“’)) [KL” (p,
for some constants 05
aG4GsMy,) S

OL—QALSI

O + Cay + C3,),G4,G5,G6,C6,C7 > 0, and Cr := (Cs +

~ —aBteyt
and Cs = (GeV M}]) 5 gam.

Proof. First, Corollary G.1, and the choice of Vf = —V In py, gives the following SDE of the
projected process Y; of X fort > t.y:

dY; = [-I(Y)Vf(Y;) + by (Ye, t)] dt + V2IL(Y;) (I + An(Ye, 1)) 0 dW;

where by(2,t) = Va(((z, h(Xo)e *))b(((z, h(Xo)e ")) — Vr(x)b(z), An(z,t) =
V7 (¢(z, h(Xo)e * NI (z, h(Xo)e™ ")) — Vr(z)II(x) for z € ¥, conditionally on X.

Hence, from Corollary G.1, its associated Fokker-Planck equation can be written as follows:

d
Oupe = —divs (p; (Vs Inps +bx)) + D divs (divs (7e(fi + 1)) (fi + 6r)) -
k=1

Defining ¥ := n({z € R? | h(z) = h(Xo)e**, g(x) < 0}) conditionally on X, we observe
oK (Gillps) =0 [ putn (") do
bN Pz

= O pt In (pt) dos, +/ Pt {ln <pt ) — 1} (vf, n:)dogs, +8t/ prdos,
bR P 0%, Px b

Term (1) Term (2) =0

where the last equality holds from the Leibniz integral rule with v? being the velocity vector of the
boundary of ¥; and n; being the outward unit normal vector of 0%;. Therefore, the expression of
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0;p¢ implies that Term (1) becomes

d
Term (1) = /E <[ﬁt(vz Inps +by) — > divs(p(fr + 0k)) (f + k)

k=1

,VsIn <pt>>daz
Px

Term (1-1)

d
- /az <[ﬁt(v2 Inps +by) — Y divs(p(fr + 0k)) (fr + k)

k=1

In <pt> ,ne)doss,
1%

Term (1-2)

by integration by parts, where f; := Iley, 0y := [1ANd;. Now, we observe that Term (1-1) can be
bounded as

Term (1-1) < —(1 — Cse ) I (|| px) + Coe ™

following the same proof of Lemma E.3 with different constants Cs = o1+ Ca ~ T C~’124 N), Cs >0
(note that we ignored the integrand at 3% which is measure zero with respect to doy;).

For the analysis of Term (1-2), we first observe the following fact:

_ Pt 1 |Gy (Gl)‘}
In{— ||dogs, < Ggmax< —, | =—In | — oax, (02
/az,, Pt <p2> os, < Gs {e ’G2 T s, (0%¢)

1 |Gy Gy

< GsM —|=—In{—=— =G
= Emax{e G2H<G2>‘} !

from the assumptions of G; := SUP;>0 zew Py < 00,0 < Gy < ps < (3, and the regularity of 0%

such that sup, >,  oas, (0%4) < My < .

Next, from Corollary G.1, we note that the following holds conditionally on Xj:
fr(@) + 0 () = W(z)(I + An(t, 2))er, = V(C(a, h(Xo)e™ *NIL(( (2, h(Xo)e™ ") )ey.

Because I1(¢(z, h(Xo)e™"))ey is a tangent vector on {z € R? | h(z) = h(Xo)e !, g(x) < 0},
fr(@) + 0k (z) = Vr({(x, h(Xo)e NI (z, h(Xo)e™*"))er becomes a tangent vector of ;.
Similarly, it also becomes a tangent vector of 0%, on the boundary because II is the orthogonal
projector induced by h and active g. Hence, (fx + dx,n:) = 0 holds, where n; is the outward unit

normal vector of 9%;.
ptIn (pt)
P
where (1) holds because Corollary G.1 gives

Vi ln pi(e) + b (1) = V(s h(Xo)e ™ )b(C(t, A Xo)e ™))
with b(z) := — [II(z)V f(z) + aVJ(x)" G~ (x)J (x)] and, therefore,

Therefore, Term (1-2) becomes

1)
[Term (1-2)| < aG5Mhe_°‘t/ doas, < aGyGsMye ™,

[o)oM

(Vs Inps(z) + by (2, 1), n:(2))] < aGs]|J(C(z, h(Xo)e™ ™))l < aGs Mye™**
for z € O%; with G := sup e |pl,<s | V7 (C(2,p))VI(C(2,0)" G ({2, p))ll2 < oo

Also, similarly, Term (2) is bounded as follows:

|Term (2)] < sup HUfH2/ (
€O, [2)>%

with Gg := G4+ G1 My Therefore, combining the results with the LSI condition gives the following
inequality:

ﬁt In (f) ’ + |ﬁt|> dO'@Zt S GGVM;?e_aBt
)

8tKLE(ﬁt||p2) S _2)\LSI(1 — C~’56_at)KLE(ﬁt||pE) + (é@ + CVG4G5M}L) e_at + GGVM’?e_aﬂt
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where the last inequality comes from the LSI condition. Finally, applying the Gronwall-type inequality
recovers the following inequality:

~ MsiCs i o )
KL™ (][ ps) < exp (2)\LSI(t —tew) — %(e e t°"‘)> [KL® (e, || px)
! 2251
+ / exp (2)\LSI(5 - tcut) —+ %(e*as _ efatcul) X
tcll(

Co + aG4Gs My, ) e + GgV MPeoPs ds].
( ) pee]

Also, similarly in the last argument of Lemma E.3, we observe that if « > 2\ g; and 5 > 1

oo 2 ~ oo
/ exp <2/\LS](S — tew) + %(e*o‘S — eat“‘)> e~ *ds S/ exp (2ALs1(s — tew)) €~ *°ds
t ¢

cut cut

e_atcm
—_— <
T a— 2\ >

and

o 2)\]_5[@5 _ P B e~ Bteu

exp | 2A\Lsi(8 — tet) + ——2 (e —e ) | emFs < — < .
e ( Ls1(5 — fe) - 215 ) e —
Therefore, there exists 6’7, ég < oo such that
Y~ 22siCs o — ot P ~ ~

KL= (pellpz) < exp [ =2Awsi(t — tew) — —= (7" — ™™= | [KL™ (P |lp) + C7 + Cs],

~ ~ —atey ~ e~ @Btout
where 07 = (Oﬁ + aG4G5Mh);T)w and Cg = (GGVM}?)M O
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Theorem 3 (Convergence result for mixed-constrained OLLA). Assume that px, satisfies
the LSI condition with constant A\rs;. Let X; be the stochastic process following mixed-
constrained OLLA (3) and p; be the law of Yy := w(X:) after t > tey,tew =

max{éln (@) L1n (Mh) éln(dr))}. Suppose
* (Regularity of %) % :=n({z € R? | h(z) = p,g(x) < 0}) C int(X) for 0 < ||p|l2 < 6.

* (Regularity of 8%,)  The boundary velocity v} of 0%, satisfies SUPgeos, [v5ll2 < Vilplls for
some V > 0, > 0. Also, assume My, := sup|,,<s 0oz, (0X,) < 0.

* (Bound on py, ps)  G1:=8Up;>q 4exn Pt <00 and 0 < Gg < px < G forx € %

Then, for o # 2Apg1 the following non-asymptotic convergence rate of Wa(py, ps) can be obtained
as follows

M, 2 N
Wa(pr, ps) < —2e™ + 1 [ =KL (4| ps:)
K ALs

where

(07

p ~
2A151C5 . _ _
pz) +/ exp (2)\LSI(S _tcm) + %(6 as _ o atm)) X
i

cut

~ 25Cs , i _a
KLE(pthE) S eXp <_2)\L51<t - tcm) - $<e t —e truz)) X

[KL™ (v,

[(Oﬁ T OAG4G5Mh> e~ ¥+ GﬁVMgeiaﬁs} ds]
In particular, if & > 2\pgy and B > 1, the previous bound simplifies to

22.5:Cs
a

lps) + Cr7 + Cs]

KL* (tllpz) < exp (—QALsz(t = tewr) — (7 —e™ )> [KL* (..

- ~ 2 - - -
for some constants Cs = O (1 + M" + (CLAM’L) > ,G4,G5,Gg,Ce,Cr > 0, and Cy =

e~ teut aBteu

(06 + aGyGsMp) Sy o, and Cy = (G6VM )aﬁ o With C’LA being the Lipschitz constant
of Vr(z)II(z) on Us(S )

Proof. We note that g, (z) = 0 on 9% for ¢ > ., holds from the regularity of the 3, assumption.
Therefore, by the same approach in Theorem 1 and Lemma E.6, it holds that

_ 2 _ _ 2 _
sz(Pt,pz) < EKLE(MHPE) = Walpe, px) < Walpe, pr) + TSIKLE(/%HPE)

Therefore, we conclude the proof by combining the results of Lemma G.1 and Lemma G.2. O
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H Experiment Settings and Supplementary Results

Settings. The first two experiments were executed on a desktop with an AMD Ryzen 9 7900X CPU
(12 cores) with 32 GB RAM. Runs were implemented in WSL2 (Ubuntu) environment (CPU-only),
using the Python and the PyTorch [54] framework.

H.1 Experiment Settings and Supplementary Results for Synthetic 2D Examples

Experiment Settings. In this experiment, we compare four samplers (OLLA, OLLA-H, CLangevin,
CHMC) on the following synthetic 2D examples:

1. (Star) a star-shaped equality manifold with uniform density:

f(x) =0, h(z) = \/2? + 23 — (1.5 4+ 0.3 cos(50)), 6 = arctan 2(xq, z1).

2. (Two Lobes) a two-lobe inequality manifold (from [18]) with uniform density:

—2(z1+3)2
e—2($1—3)2+e 2(z1+3)

f(‘r) =0, g(x) = —lnq(x) -2 Q(x) = e2([z[l2—3)2

3. (Quadratic Poly) a quadratic curve defined by mixed polynomial equality and inequality
under a standard Gaussian target:

1
F(o) = Lol hle) = wfad 0% + 02— 1, (o) =2t~ o 1

4. (Mixture Gaussian) a nine-Gaussian mixture restricted by a seven-lobe manifold:

9
f(r) = —In (Z exp (—5||z — cL||§)> , h(x) = /2?2 + 22 — (3 + cos(70)).

g(x) = (x1 — 2)* — bays + 0.525 — 40, 6 = arctan 2(zo, 71).
with {¢;}7_, = {-2,0,2}".
where z = [z, 7] € R2. For each 2D example, we run 200 independent chains for K = 5000
steps each. From each chain, we retain only the state at step K, yielding 200 samples per sampler.

To provide a fixed target distribution for distance  Table 6: Hyperparameter settings for 2D synthetic
calculation, we generate 200 samples using examples (At = 5 x 10~%)
CGHMC. This reference is held constant across

all comparisons. For each sampler, we compute  pfethod Hyperparameters

W2, energy distance as well as the mean con-

straint violations E[|h(z)|] and E[max g(z)*], OLLA a=200, e=1

over the 200 samples. OLLA-H =200, e=1, N=5

The hyperparameter setup is provided in Table 6. CLangevin L =3, 7=10"%\={1,0.1}
To mitigate ill-conditioning in the Newton solver . _ a4y
of CLangevin, we add Tikhonov regularization CHMC y=1L=37=10 " A=0
with Tikhonov matrix T' = VAL, A = 1.0forthe _COHMC v =1, L =3, 7=10",41=0
Mixture Gaussian example, and A = 0.1 for the

other three. For the CLangevin, CHMC, CGHMC, X is initialized exactly on X to ensure the stability
of algorithms while OLLA and OLLA-H have noisy initialization X = Yy + N (0,1),Y, € X and
X, progressively approaches to X by the landing mechanism.

Remark 8. The results shown in Figure 2 and Figure 3 were obtained under a different setup
described above: a larger step size At was used; all methods were initialized from the same initializa-
tion point X € ¥, rather than via random sampling near ¥; and the regularization parameter A in
CLangevin was increased for improved numerical stability under large step size.
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Figure 6: Convergence diagnostics on the Star example (equality-only case). (1) energy distance to
CGHMC samples (left), (2) W2 distance to CGHMC samples (center), and (3) mean of |h(x)| (right)
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Figure 7: Convergence diagnostics on the Two Lobes example (inequality-only case). (1) energy
distance to CGHMC samples (left), (2) W22 distance to CGHMC samples (center), and (3) mean of
max g(z)T (right)
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Figure 8: Convergence diagnostics on the Quadratic Poly example (mixed-case). (1) energy distance
to CGHMC samples (top left) and (2) W2 distance to CGHMC samples (top right). (3) mean of
|h(z)| (bottom left) and (4) mean of max g(x)™* (bottom right)
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Figure 9: Convergence diagnostics on the Mixture Gaussian example (mixed-case). (1) energy
distance to CGHMC samples (top left) and (2) W22 distance to CGHMC samples (top right). (3)
mean of |1 (z)| (bottom left) and (4) mean of max g(x)* (bottom right)

Supplementary Results - Sampling Accuracy & Constraint Violation. In addition to the Mixture
Gaussian example (Figure 3), we evaluated OLLA and OLLA-H on three further 2D geometries
to verify that the distributional accuracy observed in Figure 3 of the main text generalize to other
settings. Across all three additional examples, OLLA and OLLA-H closely match the convergence
behavior of CLangevin and CHMC in both energy distance and W3 metrics, while maintaining
constraint violations at low levels without requiring explicit projection steps. These trends are
illustrated in Figure 6 (Star), Figure 7 (Two Lobes), Figure 8 (Quadratic Poly), and Figure 9 (Mixture
Gaussian under the hyperparameter setup of Table 6). These additional experiments confirm that our
landing-based sampler can provide relatively accurate, constraint-respecting samples across diverse
manifold geometries.

Supplementary Results - Effect of Hyperparameters o and e.  In Table 7, we report how varying
the landing rate o (with e = 1) affects sampling performance on the Mixture Gaussian example.
For both OLLA and OLLA-H, increasing a from 1 to 500 leads to consistent reductions in energy
distance, W#, and the average constraint violation E[|h(x)|]. However, setting o too large causes
sampling failures and numerical errors (e.g. a = 5000).

Similarly, Table 8 examines the effect of boundary repulsion rate € (with o« = 100). Across the
full range of e tested, sampling accuracy—as measured by both W2 and energy distance—remains
essentially invariant, exhibiting smaller variation than when « is changed. In contrast, inequality-
constraint enforcement steadily improves as ¢ increases: the average violation E[g(x)™] declines
monotonically, reflecting stronger repulsion. Only when € becomes exceedingly large does one
observe a degradation in equality-constraint enforcement and occasional numerical instabilities,
mirroring the breakdown seen at an extreme « value.
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Table 7: Effect of o on energy distance, W3, E[|h(x)|], and E[g(z)"] on the Mixture Gaussian

example with e = 1 (top: OLLA, bottom: OLLA-H)

a  energy distance w2 E[|h(x)|] Elg(z)"]
1 0.121+0.025 0.363+0.064 0.682+0017 1.113+0.351
10 0.066+0.019 0.200+0.035 0.130+0.001  0.23440.032
100 0.053+0.016 0.159+0032 0.017+0.001  0.045+0.007
200 0.040+0.012 0.121+0.019  0.008+0.001  0.054+0.009
500 0.033+0.011 0.104+0.020  0.004+0.000 0.021=+0.018
700 0.044+0.012 0.132+0.019  0.003+0.000 0.016+0.011
5000 NaN (results unavailable)
1 0.104+0.019 0.333+0.077  0.643+0.032 1.102+0.337
10 0.059+0.018 0.181+0.038 0.129+0.011  0.18940.023
100 0.052+0.017 0.156+0.026  0.015+0.001  0.05540.024
200 0.052+0.018 0.153+0.037  0.009+0.000 0.039+0.015
500 0.041+0.013 0.124+0.027  0.004+0.000 0.013+0.009
700 0.037=+0.011 0.110+0.019  0.002+0.000  0.0070.006
5000 NaN (results unavailable)

Table 8: Effect of € on energy distance, W2, E[|h(z)
example with o = 100 (top: OLLA, bottom: OLLA-H)

], and E[g(z)™] on the Mixture Gaussian

€ energy distance W3 E[|h(z)]]  Elg(z)]
0.1 0.048+0.014 0.151+0.026  0.014+0.001 0.082=+0.017
1 0.033+0.004 0.108+0.011  0.017+0.002 0.067+0.027
5 0.040-0.006 0.123+0.018  0.016+0.001  0.040+0.015
10 0.036+0.016 0.11240.034 0.017+0.001  0.019+0.006
50 0.038+0.014 0.11240.029  0.018+0.001  0.003+0.004
200 0.041+0.020 0.11940057 0.018+0002 0.006+0.012
10000 0.066+0.022 0.137+0.124  0.033+0.020 0.0000.000
0.1 0.039+0.012 0.126+0.014 0.013+0001  0.073+0.026
1 0.048+0.018 0.1424+0.029 0.016+0001  0.048+0.014
5 0.035+0.011 0.111+0.031  0.018+0.001 0.027+0.007
10 0.044+0.014 0.127+0.026  0.018+0.001  0.027+0.007
50 0.047+0.013 0.134+0.019 0.018+0002 0.010+0.016
200 0.040+0.007 0.117+0.016  0.018+0.001  0.001=+0.001
10000 0.073+0.027 1.1114+1830 0.083+0.117  0.000+0.000
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H.2 Experiment Settings and Supplementary Results for High-dimensional Manifold with
Large Number of Constraints

Experiment Settings. In this high-dimensional experiment, we construct a synthetic “stress-test”
manifold in R¢ by imposing m — 1 linear equality and [ spherical inequality constraints inside a
bounding sphere. Concretely, we generate m — 1 random hyperplanes h;(x) = al'z — b; (with a; ~
N(0,14),b; ~ N(0,0.12)) for i € [m — 1], together with the sphere constraint h,,, (z) = ||z||3 — R?
(with R = 5), and [ spherical obstacles g;(z) = r* — ||z — ¢;||3 (with r = 1 and obstacle centers
c; ~N(0,y/R/21;)) for j € [l]. All randomness is fixed via a seed across experiments.

For each choice of ambient dimension d, the Table 9: Hyperparameter settings for high-
number of equality constraints m, and the num-  dimensional manifold example (At = 1 x 1072)
ber of obstacles [, we run one single chain
of each algorithm for 1000 iterations. We  pethod
discard the first 200 iterations as burn-in and
then retain every b5th iterate, yielding 160 post- OLLA a=200, =1

burn-in samples. Similar to 2D synthetic ex- oy A g o = 200. e=1. N=5
periments, the baseline samplers (CLangevin, . ’ .

CHMC, and CGHMC) are initialized exactly CLangevin L =5, 7=10"",A=0.1

on ¥ so that X, € X, where as OLLA and CHMC y=1,L=517=10"*)X=0
OLLA-H start from noisy initialization Yo =  cgHMC y=1,L=57=10"41=0
Xo 4+ N(0,1), X € . ’ ! ’

We measure performance along two complementary criteria. First, we report the computational cost
per effective sample size (ESS), defined as

Hyperparameters

total CPU runtime (s)

CPU time / ESS := -
ming <;<d ESSZ

)

where ESS; is the uni-variate ESS in coordinate i. Second, we assess the estimation accuracy via the
sample means of representative test functions—e.g. P(z; > 0) and some complicated test functions.
To isolate the effect of each problem parameter, we vary one element of {d, m, [} at a time while
holding the others fixed.

Remark 9. The results shown in Figure 4 and Figure 5 were obtained under a different setup as
described above: a larger step size At was used and the regularization parameter A in CLangevin,
CHMC, and CGHMC was increased for improved numerical stability under large step size.

Supplementary Results - Scaling under Dimension and the Number of Inequality Constraints
In Figure 10, we plot the performance of samplers as the ambient dimension d increases from 50 to
700 (with m = = 5). Across all d, OLLA and OLLA-H produce virtually identical estimates of our
benchmark test functions similar to the baselines. In contrast, CPU time per ESS of OLLA-H stays
essentially flat (on the order of ~ 0.05s/sample), whereas OLLA grows roughly linearly (reaching
~ 1.1s/sample at d = 700), Also, the CPU runtime plot exhibits OLLA-H achieves the lowest
wall-clock times across all dimensions.

Similarly, Figure 11 shows results with dimension fixed at d = 100 and the number of inequality
constraints [ varying form 10 to 60 (with m = 5). Again, OLLA and OLLA-H approximately match
baseline methods in estimating the mean of test functions, and OLLA-H demonstrates dramatically
lower CPU time per ESS and CPU runtime than both OLLA and the other baselines.

Supplementary Results - Scaling under the Number of Equality Constraints In Figure 12,
we show how sampling performance changes as the number of equality constraints m grows from
10 to 60 (with d = 100,[ = 5, fixed o = 200). Although OLLA-H continues to show the lowest
CPU time/ESS (and total CPU time) among the methods, its sampling accuracy gradually degrades
as m increases, drifting away from the baseline values. Especially, we observe that the equality
constraint violation worsens, and one must compensate by increasing «, reducing At with a longer
chain to suppress the equality constraint violation. Each of these solutions may lead to increase
of computational cost, and « cannot be driven arbitrarily high due to its induced discretization
instabilities (Table 7). Equality-only baselines therefore achieve more accurate estimates-albeit at
higher cost-indicating that large m regimes are particularly challenging to OLLA-H compared to the
high-dimensional or many inequality constraints settings.
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from 50 to 700 (with m = [ = 5).

10

o ®

2.5

2.0

15

1.0

0.5

CPU time/ESS CPU time P(x1>0)
T T T 100
| —— OLLA = 07l ‘ ‘
| —— OLLAH ,../ 80 0.6
—e— Clangevin /,/ 0 A "
| —e— CHMC // 05
| —e— CGHMC _— 40 — 0.4
_— y
/ _— 20 / 0.3
0 0.2
10 20 30 40 50 60 10 20 30 40 50 60 10 20 30 40 50 60
I (inequality count) I (inequality count) I (inequality count)
9
i X: :
EDXE 4 x4+ 334 1] A(E)[sm(xl)e +log(|x3] + 1)tanh(xa) + iDscos(x,)] Fle-Plcos(xy) + (3 = x2)sin(xs)]
1.
‘ 0.8
0.8
0.61 0.7
0.41 0.6
- | 02
0.5
! 0.0
10 20 30 40 50 60 10 20 30 40 50 60 10 20 30 40 50 60

I (inequality count)

I (inequality count)

I (inequality count)

Figure 11: Scaling under the change of inequality count /. (1) CPU time per ESS (top left), (2)
total CPU runtime (top center) (3) estimates of test functions (others) as the number of inequalities {
increases from 10 to 60 (with d = 100, m = 5). The average inequality violation is maintained at
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H.3 Experiment Settings for Molecular system and Bayesian logistic regression task
Settings. These two experiments were executed on a Linux machine equipped with Intel Xeon
Gold 6226 CPU (24 cores) and 192 GB RAM.

Experiment Settings (Molecular System). This experiment models a polymer chain of N,ims
atoms in R3, so the state space dimension is d = 3Noms. Let p € R? be the flattened vector of
atom positions, and let P, € R? denote the position of the k-th atom (where p is reshaped into an
Natoms X 3 matrix).

The equality constraints /(p) = 0 enforce fixed bond lengths (I;) between adjacent atoms and fixed
angles (6,) between consecutive bonds:

1. Bond length constraints (k = 0, . .., Nyoms — 2):
hiond k(D) = [| P — Pt ll3 — 1§ = 0

2. Bond angle constraints (k = 1, ..., Nyoms — 2): Let v¥ = P,y — Py and v§ = Py — P

hengesn(p) = L2 (6a) =0
o = ——— — COS =
e P = ok “

with [, = 1.0 and 6, = 109.5°.

The inequality constraints (¢(p) < 0) enforce steric hindrance, ensuring a minimum distance (7 y;,)
between non-adjacent atoms ([i — j| > 2):

9i5(p) = Thin — |IPi = P;|l3 <0 forj >i+2

min
with ry;, = 1.0.

The potential function f(p) models the energy of the polymer configuration and includes terms for
torsion angles and non-bonded interactions based on the Weeks-Chandler-Andersen (WCA) potential.
It is calculated as f(p) = B(Uior(p) + Unb(p)), where 3 is an inverse temperature parameter (default:
6 =1.0).

The torsion potential, Uy, depends on the dihedral angles ¢y (for k =1, ..., Nyoms — 3) formed by
consecutive bonds, where ¢;, denotes the dihedral angle between atoms Px_1, P, Pit1, Pryo-
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The potential is a sum over modes m € M (default: M = {1, 3}) with corresponding force constants
K, (default: k1 = 0.5, k3 = 0.2) and phase shifts §,, (default: 5; = 0.0, 3 = 0.0):

Natoms —3

Usor(p Z Zkz (1 4 cos(moy, — dpm)).

k=1 meM

The non-bonded WCA potential, Uy, models repulsion between atoms ¢ and j that are not directly
bonded and are separated by at least two bonds (|i — j| > 3). Let R;; = ||P; — P;||2 be the
distance between atoms ¢ and j. With the steric minimum distance 7, its associated length scale
0 = rmin/2"/6, and the potential cutoff is r, = 2!/ The interaction energy is given by:

(%) (&)

where ewca is the energy scale (default: 1.0). The total non-bonded potential is the sum over eligible
pairs (j > ¢ + 3) where the distance is less than the cutoff:

ULy(Rij) = 4ewca

+ ewca

Najoms =4 Natoms —1

Z Z ULJ lj Rz] < 7ﬂc)

1=0 j=i+3
where 1(-) is the indicator function.

We vary Nyoms € {5, 10,15, 20,30}, corresponding to d € {15, 30,45,60,90}. We run a single
chain for K = 5000 steps, discard the first 1000 as burn-in, and thin by 5. To measure the accuracy
of sampling, we use the radius of gyration squared (Ri) as a test function, which is defined as:

1 Nill()l‘n571 1 Nﬂl()msil
R2(p) = N > |IPs = Pmll3,  where Py, = N P
atoms k:O atoms k‘:O

Table 10: Hyperparameter settings for the Molecular System example (At = 1 x 107°)

Method Hyperparameters

OLLA-H o« =500,e=1.0,N € {0,5}
CLangevin L =30,7=10"%* A =05

CHMC v=1.0,L =30,7=10"*X=0.0
CGHMC ~y=1.0,L=30,7=10"%X=0.0

Experiment Settings (Bayesian logistic regression).  This experiment involves sampling the
posterior distribution of weights §# € R? for a two-layer Bayesian neural network applied to the
German Credit dataset [41]. Let o(-) denote the sigmoid function and piqgic(#, 2, a) be the network’s
output probability for input features x and sensitive attribute a.

The neural network consists of an input layer, two hidden layers with ReLU activation (sizes H; = 32,
H, = 16), and a final linear output layer combined with a bias term by and a term « - a dependent on
the sensitive attribute:

hy = ReLU(W;z + by) € R
hy = RCLU(Wth + bg) S RH>
PDrogit(0, z,a) = w3Th2 +aa+byeR
where the parameters constituting 6 have dimensions: W; € R xinput dim ) - =« R Ty, €
R 2xHi by € RF2 43 € RF2, o € R, and by € R. So, the total dimension d = H; - input_dim +
H, + Hy - Hy + Hy + Hs + 2 varies based on the input dimension, which itself depends on the

feature hashing dimension used for categorical features. In particular, the parameter size of 6 can be
changed by adjusting hashing dimension.

The potential function is the negative log-posterior f(v) = — (log P(D|0) + log P(6)), where D is
the training data, P(D|0) is the log-likelihood using the sigmoid of the logits, and log P(6) is the
log-prior based on an isotropic Gaussian distribution with precision 1073
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The equality constraints (h(6) = 0) enforce fairness via demographic parity on True Positive Rate
(TPR) and False Positive Rate (FPR) between groups defined by the sensitive attribute (default:
gender) a € {0, 1}:

hTPR(U) = Ew,y|a:1,y:1[a(ﬁlogil(va €T, 1))] - ]Eac,y|a:0,y:1[0'(ﬁlogit(va Z, O))] =0
hFPR (U) = ]Ez,y|a:1,y:0[o'(ﬁlogil(va Z, 1))] - Ew,y|a:07y:0[g(ﬁlogit(va &€, O))] =0.

These expectations are estimated using averages over the training data subsets corresponding to each
sensitive attribute a and true label y.

The inequality constraints (g(¢) < 0) enforce monotonicity on selected features (default: duration,
credit amount, existing credit, age) by requiring the gradient of the logit with respect to these features
to have a specific sign (or be close to zero, within a margin 6 = 1.0) at a subset of anchor data points
Danchor- Let ST = {duration, credit amount, existing credits} and S~ = {age}. The constraints are
formulated as:

T B . )y

)
JEST,2; € Danchor amij k€S~ ,2; € Danchor Oz

The dimension d varies based on feature hashing as d € {706, 1986, 4994, 9986, 49986, 100002}.
We run a single chain for K = 200 steps, discard the first 40 as burn-in, and thin by 2. Also, we use
the test Negative Log-Likelihood (NLL) as the metric.

Table 11: Hyperparameter settings for the Bayesian logistic regression task

Method Hyperparameters

OLLA-H o =100,e=1.0,N € {0,5},At=5x10"4
CLangevin L =10,7 =1.0,A=0.5,At =5 x 10~*

CHMC v=1.0,L=10,7=1.0,A=05At =5 x 1073
CGHMC ~y=1.0,L=10,7=1.0,A=0.5,At=5x10"3
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