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Abstract
We introduce CIVILSUM, a dataset of 23,350001
legal case decisions paired with human-written002
abstractive summaries from the Supreme Court003
of India and Indian High Courts. In contrast to004
other domains such as news articles, our anal-005
ysis shows the most important content tends006
to appear at the end of the documents. We007
measure the effect of this tail bias on summa-008
rization performance using strong baselines for009
long-document abstractive summarization, and010
the results highlight the importance of long se-011
quence modeling for the proposed task. CIVIL-012
SUM and related code are publicly available for013
research purposes.1014

1 Introduction015

With the growing demand for automation of le-016

gal systems, the development of natural language017

processing (NLP) techniques for analyzing legal018

documents has become a critical area of research019

(Dale, 2019; Chalkidis et al., 2020; Zhong et al.,020

2020; Moreno-Schneider et al., 2020). In particular,021

summarizing legal documents is an important and022

challenging problem due to their length and techni-023

cal complexity. These characteristics increase the024

difficulty and cost for the collection of high-quality025

reference summaries required by state-of-the-art026

supervised summarization approaches.027

To address these challenges, we introduce CIVIL-028

SUM, a dataset for abstractive summarization of le-029

gal documents. CIVILSUM comprises a collection030

of 23,350 legal case decisions from the Supreme031

Court of India and other Indian High Courts, each032

paired with a summary written by a legal profes-033

sional. The dataset provides a rich source of infor-034

mation for training and evaluating NLP models for035

legal summarization tasks.036

In this work, we describe the process of con-037

structing the CIVILSUM dataset and compare its038

1Link removed to preserve anonymity. We release our
corpus under the CC BY-NC-SA 4.0 license.
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Figure 1: Distribution of CIVILSUM legal cases across
Indian states. The majority of samples originate from
the Supreme Court of India (4,499; not on the map) and
the High Courts of Pubjab and Haryana (9,111), and
Delhi (1,790).

quantitative and qualitative characteristics with pre- 039

vious work in this domain. Our analysis reveals an 040

interesting observation that the most important sum- 041

marizable content tends to appear at the end of the 042

legal documents, which is opposite from the lead 043

bias observed in other domains such as news arti- 044

cles (Nallapati et al., 2016; Narayan et al., 2018). 045

We also evaluate our dataset using two architec- 046

tures for long-document abstractive summarization, 047

namely Longformer (Beltagy et al., 2020) and Fac- 048

torSum (Fonseca et al., 2022). Our results reveal 049

that abstractive approaches outperform paragraph- 050

based extractive methods, emphasizing the need for 051

fine-grained, intra-paragraph abstractive processing 052

to generate high-quality summaries on the CIVIL- 053

SUM dataset. Our findings also suggest that the end 054

of documents contains more informative content, 055

as observed by comparing the results with lead and 056

tail content guidance. Given recent advances in 057
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Dataset # docs
(train/val/test)

Document Summary % novel n-grams in summary

words sents words sents 1-gram 2-gram 3-gram 4-gram
IN-Abs (Shukla et al., 2022) 7,030/-/100 4,378 - 1,051 - 18.95 34.71 47.19 56.12
EUR-LEXSUM (Klaus et al., 2022) 3,447/689/459 11,864 340 1,011 32 43.70 71.00 84.62 90.29
CIVILSUM 21,015/1,168/1,167 2,123 90 104 4.5 62.60 91.52 98.87 99.77

Table 1: Statistics for legal summarization datasets, including number of documents, average length in
words/sentences and summary abstractiveness (measured as percentage of novel n-grams).

large language models (LLMs) and their effective-058

ness in news summarization (Zhang et al., 2023),059

we also assess our dataset using Llama 2 (Touvron060

et al., 2023), an open-source LLM with the capacity061

to model lengthy text. Although ROUGE perfor-062

mance is inferior to the other two methods, human063

evaluation of overall summary quality shows Llama064

2 summaries were more favored.065

2 Related Work066

While most of the legal NLP work focuses on067

US datasets, other jurisdictions are also studied,068

including summarization of 4,595 curated Euro-069

pean regulatory documents (EUR-LexSum; Klaus070

et al., 2022), and topic modeling applied to multi-071

document summarization in the Brazilian lawmak-072

ing process (Silva et al., 2021). An argument min-073

ing approach is used to improve abstractive sum-074

marization of Canadian legal cases (Elaraby and075

Litman, 2022). Their proposed dataset consists of076

1,262 legal cases obtained through an agreement077

with the Canadian Legal Information Institute2.078

In the Indian context specifically, similar sum-079

marization problems have been explored (Bhat-080

tacharya et al., 2021; Shukla et al., 2022; Ghosh081

et al., 2022). Bhattacharya et al. (2021) provided082

a dataset and performed extractive summarization083

operations on the dataset. Shukla et al. (2022) de-084

veloped three datasets, primarily “IN-Abs” con-085

sisting of 7,130 document-summary pairs obtained086

from the website of the Legal Information Institute087

of India3, “IN-Ext” consisting of 50 manually an-088

notated summaries of judgments, and “UK-Abs”089

from the website of UK Supreme court4 having090

693 cases. For those datasets, they perform and091

evaluate both extractive and abstractive summariza-092

tion models. Our work aims to increase the scale of093

summarization datasets in the Indian legal domain.094

2https://www.canlii.org/en/
3http://www.liiofindia.org/in/cases/cen/INSC/
4https://www.supremecourt.uk/decided-cases/

3 Dataset Construction 095

The focus of the CIVILSUM dataset is on civil 096

cases heard by the Supreme Court of India and 097

Indian High Courts from the country’s indepen- 098

dence (1947) up until the 2010–2011 calendar year. 099

In comparison to previous work, CIVILSUM is sig- 100

nificantly larger in dataset size. In addition, our 101

human-written abstractive summaries have a higher 102

compression ratio, providing more concise and in- 103

formative summaries. The compression ratio is 104

calculated as the ratio of the number of words in 105

the original document to the number of words in the 106

summary. Previous datasets have a compression 107

ratio of around 5-10. In contrast, the summaries 108

in CIVILSUM have a higher compression ratio of 109

around 16, making the task of summarization more 110

challenging. Following Narayan et al. (2018), we 111

also compute the fraction of n-grams in the sum- 112

mary that are not present in the original document. 113

A summary of the main dataset statistics compared 114

to existing legal summarization datasets is provided 115

in Table 1. The distribution of cases per state is 116

illustrated in Figure 1.5 117

3.1 Data Preparation 118

We provide the details of our data collection and 119

cleaning steps in Appendix A. 120

3.2 Paragraph Reference Extraction 121

A salient stylistic feature of the dataset is that most 122

of the paragraphs in the summaries include tex- 123

tual references to the relevant paragraphs in the 124

judgments, which we hypothesize is an important 125

signal for summarization modeling. To leverage 126

this data, we devised a pattern-matching algorithm 127

to extract paragraph references of the form [Paras 128

17, 10, 15] (refer to Appendix C for an exam- 129

ple). By applying this heuristic, we create a dataset 130

5This map was generated using the Plotly tool and may
not include disputed regions or other areas of contention. The
boundaries and names shown on the map do not imply official
endorsement or acceptance by the authors or their affiliations.
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Figure 2: Distribution of relevant paragraph positions
in the documents (training split) exhibiting tail bias.

where each paragraph in a judgment is labeled as131

1 if mentioned in the summary, and 0 otherwise.132

Out of 23,350 documents in the dataset, 22,682133

(≈ 97%) contain at least one referenced paragraph134

in the reference summaries.135

This paragraph reference information reveals an136

interesting insight about the information distribu-137

tion in the dataset: most of the relevant content is138

located towards the end of the documents, a char-139

acteristic we refer as to tail bias (Figure 2). A140

consequence of this finding is that summarization141

systems that are biased towards leading informa-142

tion, as commonly seen in news summarization143

(Grenander et al., 2019; Zhu et al., 2021), should144

not perform well on our benchmark. We explore145

this tail bias in various settings in Section 4.146

4 Methodology and Experiments147

We describe summarization experiments with vari-148

ous types of architectures designed to process long149

documents. Our objective is to provide a base-150

line performance assessment for future work and151

to measure how the distribution of relevant infor-152

mation in the documents affects summarization153

performance. The models are detailed as follows:154

Random extractive baseline. To get an estimate155

for the task difficulty, we randomly sample para-156

graphs from the documents up to 7% of the total157

words, subject to a minimum of 150 words. If158

the document has 150 or fewer words, the entire159

document is used as the summary.160

Extractive oracle paragraphs. We also obtain161

oracle extractive summaries that include only para-162

graphs mentioned in the reference summaries (refer163

to Section 3.2 for details). The budget constraints164

are the same as the random extractive baseline de-165

scribed above.166

FactorSum (Fonseca et al., 2022), an abstrac- 167

tive summarization model that employs a sampling 168

mechanism to generate several summary snippets 169

(summary views), which are then combined into 170

a final summary following a guidance optimiza- 171

tion objective. We leverage guidance to bias the 172

resulting summary to focus on the start of the doc- 173

ument (lead guidance) and on the end of the doc- 174

ument (tail guidance). Additionally, we measure 175

the performance using extractive oracle paragraphs 176

as guidance, that is, we encourage the final sum- 177

mary to be similar (using ROUGE-1 as the simi- 178

larity metric; see below) to oracle paragraphs. We 179

choose FactorSum because it can handle long doc- 180

uments by relying on a relatively small sequence- 181

to-sequence backbone (BART-base; Lewis et al., 182

2020) and a short input context (1,024 tokens). See 183

Appendix B for additional details. 184

Longformer (Beltagy et al., 2020), a 185

transformer-based model that implements 186

an attention mechanism that scales linearly with 187

the input length, which makes it suited for the 188

processing of the long documents from our dataset. 189

We experiment with various input configurations, 190

including 4,096 input tokens and truncated 191

documents of both the first and last 1,024 tokens. 192

Additionally, we test the performance of the model 193

when using only oracle paragraphs as inputs. See 194

Appendix B for additional details. 195

Llama 2 (Touvron et al., 2023), a transformer- 196

based large language model. With up to 70 billion 197

parameters, Llama 2 has the capacity to process 198

lengthy texts. We leverage the finetuned chat ver- 199

sion of Llama 2 and provide it with 4,096 tokens 200

as input. See Appendix B for additional details. 201

5 Results 202

Automatic Evaluation We measure performance 203

by ROUGE-1/2/L F1 score (Lin, 2004), follow- 204

ing previous work in the summarization literature. 205

These metrics measure the word overlap, bigram 206

overlap, and longest common sequence between 207

system-generated and reference summaries. The 208

results in Table 2 show a large gap in performance 209

between a paragraph-based extractive summarizer 210

and the abstractive approaches. This result sug- 211

gests that summarizing more fine-grained, intra- 212

paragraph abstractive processing is required to gen- 213

erate high-quality summaries. Still, we can verify 214

that paragraph references are highly informative, 215
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Model Input Tokens R-1 R-2 R-L

Extractive (random) - 31.72 9.02 21.38
Extractive (paragraphs) - 32.75 10.53 22.29

FactorSum (lead) 1024 40.33 15.74 31.98
FactorSum (tail) 1024 41.80 16.53 33.30
FactorSum (paragraphs) 1024 46.51 20.67 37.07

Longformer 4096 44.80 18.37 36.85
Longformer (lead) 1024 41.89 15.97 34.45
Longformer (tail) 1024 43.80 17.37 35.85
Longformer (paragraphs) 1024 42.25 15.78 34.51

Llama-2-chat-7B 4096 37.12 12.55 25.43
Llama-2-chat-13B 4096 36.73 11.63 25.61
Llama-2-chat-70B 4096 37.39 12.61 25.74

Table 2: ROUGE F-1 scores for the summarization task.
lead and tail refer to summaries focusing on the start and
end of documents respectively. The paragraphs lever-
age information from oracle paragraphs as described in
Section 4.

improving the scores in ≈ 14 R-1 over the random216

extractive summarizer, and ≈ 6 R-1 over Factor-217

Sum with lead guidance.218

Another salient pattern in the results is the higher219

informativeness towards the end of the documents,220

which can be verified by comparing the results221

of FactorSum with lead and tail guidance. Simi-222

larly, we observe a strong loss in Longformer per-223

formance by truncating the documents to the first224

1,024 tokens (lead) compared to using 4,096 to-225

kens, but the loss in performance is much smaller226

when using the last 1,024 tokens (tail). Finally, we227

observe that Llama 2-chat exhibits superior per-228

formance to extractive summarization approaches,229

yet remains inferior to other abstractive methods.230

We posit this stems from evaluating Llama 2 in a231

zero-shot setting without fine-tuning. As LLMs232

show promise on legal summarization, we leave233

finetuning Llama 2 with in-domain data to future234

work. Additionally, we observe that scaling Llama235

2-chat parameters does not further improve perfor-236

mance. Nonetheless, the zero-shot results demon-237

strate Llama 2-chat’s capability to generate reason-238

able abstractive summaries without training. Fur-239

ther tuning could likely adapt the model to the240

target summaries’ style and content.241

Human Evaluation In addition to automated242

measures like ROUGE, we designed a human eval-243

uation to collect preference annotations. For each244

given document, annotators were presented sum-245

maries from all three summarization systems (Fac-246

torSum, Longformer and Llama 2). They were first247

instructed to select their most preferred summary248

to replace a technical judgement abstract. Subse- 249

quently, they were prompted to choose the best 250

summary accounting for criteria such as informa- 251

tiveness and fluency. Refer to Appendix D.1 for fur- 252

ther details. Our evaluators comprised two trained 253

Indian lawyers familiar with the cases, who exam- 254

ined 25 randomly selected samples. 255

Regarding the results for the first question, the 256

first annotator preferred the FactorSum, Long- 257

former, and Llama 2 summaries 10, 9, and 6 times, 258

respectively. The second annotator preferred them 259

8, 13, and 4 times. The inter-annotator agreement 260

as measured by Cohen’s kappa was 0.44, indicating 261

moderate agreement. For the second question, the 262

preferences were 6, 6, 13 and 6, 7, 12, respectively. 263

The inter-annotator agreement was 0.52, again sug- 264

gesting moderate alignment. These results imply 265

that for technical adequacy, summaries from super- 266

vised models like FactorSum and Longformer were 267

preferred. However, considering overall summary 268

quality, the Llama 2 summaries were favored. 269

In addition, the annotators observed that al- 270

though the summaries were generally adequate and 271

captured key points successfully, there were de- 272

ficiencies in sentence construction ambiguity, er- 273

roneous interpretations of interest payment, and 274

sporadic incompleteness. Concerns were also 275

raised about conciseness, omission of conclusions, 276

overuse of constitutional articles, indirect address- 277

ing of the real issue, use of personal pronouns, 278

and insufficient consideration to legal aspects. We 279

provided a detailed discussion in Appendix D.2. 280

Overall, the evaluation suggests that our dataset 281

is challenging and current summarization systems 282

struggle to produce satisfactory summaries. 283

6 Conclusions and Future Work 284

In this work, we introduce CIVILSUM, a novel 285

dataset for legal summarization containing 23,350 286

court decisions paired with human-written sum- 287

maries. We describe the steps for dataset construc- 288

tion and provide extractive and abstractive sum- 289

marization baselines to serve as a benchmark for 290

further investigation. We explore stylistic features 291

of the documents such as paragraph references 292

and measure how information tail bias affects the 293

summarization performance in diverse settings. A 294

promising direction for future work would be to as- 295

sess the factuality of generated summaries in terms 296

of relevant entities such as legislation references, 297

which is a crucial aspect of court decisions. 298
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Limitations299

One limitation of our study is that we did not explic-300

itly address the issue of hallucinations introduced301

by the abstractive summarization models. Hallu-302

cinations refer to the generation of inaccurate or303

misleading information in the generated summaries.304

While our dataset, CIVILSUM, presents a challeng-305

ing task for abstractive summarization, the pres-306

ence of hallucinations in the model outputs (mostly307

in the form of non-factual references to paragraphs308

and legal articles) indicates the need for additional309

research and development to improve the reliability310

and trustworthiness of the summarization process.311

In addition, we did not fully explore or utilize312

information like presences and mentions of legal313

acts and references to previous judgments. These314

aspects of legal documents often contain informa-315

tive content that could contribute to the creation316

of more accurate and comprehensive summaries.317

By incorporating such information, future research318

could potentially enhance the summarization pro-319

cess and generate summaries that better capture the320

legal context and implications.321

Another limitation arises from the computational322

budget constraints we faced. Due to these con-323

straints, we focused our evaluation on two state-324

of-the-art architectures for long-document abstrac-325

tive summarization: Longformer and FactorSum.326

While these models demonstrated promising perfor-327

mance on the CIVILSUM dataset, we acknowledge328

that other models, such as Long-T5, were not in-329

cluded in our evaluation. Furthermore, for LLMs,330

despite evaluating our dataset with Llama 2, the331

appraisal was undertaken in a zero-shot manner332

without fine-tuning. Further investigation into the333

performance of these alternative models, including334

further fine-tuning of LLMs with in-domain data,335

could provide insights and potentially lead to even336

more effective summarization approaches for legal337

documents.338

Ethics Statement339

The development and application of NLP tech-340

niques for analyzing legal documents, as described341

in this work, raise important ethical considerations.342

As researchers, we recognize the need to address343

these ethical implications and ensure that our work344

adheres to the principles of responsible research345

and practice. In this ethics statement, we outline346

our approach to ethical considerations and discuss347

the potential impact of our work.348

Data Collection and Usage The CIVILSUM 349

dataset, introduced in this paper, comprises legal 350

case decisions from the Supreme Court of India and 351

other Indian High Courts, along with summaries 352

written by legal professionals. It is essential to 353

highlight that the collection and usage of legal doc- 354

uments do not involve user-related or private data as 355

the legal case decisions are publicly available. For 356

more details about the data and copyright, please 357

refer to Appendix A.1. We want to emphasize that 358

our data collection process adheres to appropriate 359

legal and ethical guidelines. We are committed to 360

ensuring that the dataset is used solely for research 361

purposes and that any potential biases or discrim- 362

inatory elements are minimized. We release the 363

dataset under the CC BY-NC-SA 4.0 license6. 364

Bias and Fairness Given the nature of legal doc- 365

uments and their potential impact on individuals 366

and society, it is crucial to address biases and pro- 367

mote fairness in the development and evaluation 368

of NLP models for legal summarization. We ac- 369

knowledge that biases can be inherent in the legal 370

system and may be reflected in the dataset itself. 371

We encourage researchers and practitioners to be 372

vigilant in their analysis, interpretation, and appli- 373

cation of the CIVILSUM dataset to ensure fairness 374

and equity. 375

Human and Legal Considerations Legal doc- 376

uments often involve sensitive information about 377

individuals and legal matters. It is imperative to 378

respect the confidentiality and privacy of the par- 379

ties involved. Our study focuses on the analysis 380

and summarization of publicly available legal case 381

decisions while ensuring that personal information 382

is appropriately protected. We urge researchers 383

and practitioners working with legal documents 384

to adhere to relevant legal and ethical guidelines 385

and consult with legal professionals to ensure com- 386

pliance with data protection laws and regulations 387

specific to their jurisdiction. 388
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A Data Preparation 541

A.1 Copyright Information 542

In accordance with the provisions of the Indian 543

Copyright Act, 1957, it is affirmed that the judi- 544

cial pronouncements are readily accessible and can 545

be accessed through the website7 by conducting 546

a search using the name of the specific case. It 547

should be noted that the headnotes or summaries of 548

these judicial pronouncements are protected under 549

the Indian Copyright Act, 1957, with copyright be- 550

longing to Copyright © 2016 Patiala Law House8. 551

Furthermore, this dataset’s license is restricted 552

to specific purposes such as conducting academic 553

or educational research or study. It should be duly 554

acknowledged that the utilization of the judicial 555

pronouncements from the aforementioned website 556

is carried out within the confines of the license 557

provided, and thus does not infringe upon the pro- 558

visions set forth by the copyright act. 559

A.2 Data Collection 560

The legal cases were obtained from the Patiala Law 561

House, Patiala, India, through an agreement. The 562

data consists of judgments from various judicial 563

courts situated in different parts of India immedi- 564

ately after the independence of India till the cal- 565

endar year 2010-11. For each case judgment, we 566

obtain the following information (in DOCX for- 567

mat): 1) A document identifier derived from the 568

position on the hit list returned by the system; 2) 569

The petitioner and respondent’s and contesting par- 570

ties’ names. It is important to notice that the ‘ver- 571

sus’ clause may contain numerous petitioners’ and 572

respondents’ names; 3) The name of the court that 573

rendered this ruling; 4) The judgment’s summary, 574

usually referred to as a headnote; 5) References to 575

previous relevant cases. These references pertain to 576

the legal cases cited by the adjudicating authority 577

based on earlier judgments referred to by the par- 578

ties in the case; 6) The text conveying the judge’s 579

decision; 7) A summary of the judgment. The sum- 580

maries are condensed from the judgments and are 581

manually written, with no automation involved. 582

A.3 Data Cleaning 583

The data is preprocessed and cleaned, starting from 584

the DOCX files, which are the original formats 585

of the judgments. We developed a matching algo- 586

rithm to recognize six different types of informa- 587

7https://indiankanoon.org/
8https://patialalawhouse.blogspot.com/
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tion: ranks, names of the contesting parties, name588

of the court where the judgment appeared, refer-589

ences from previous judgments (from which the590

current judgment draws support for its claims),591

judgment text, and summaries, which are headnotes592

in legalese. The written documents contain errors,593

thus several edge cases are addressed. For instance,594

documents are divided by words with spelling595

variations like ORDER, COMMON ORDER, JUDGMENT,596

JUEDGMENT, JUDGEMENT, and JUDGMEN2T to sepa-597

rate judgment content from the rest of the text. The598

names of the contesting parties receive a similar599

level of attention, and the strings cases referred600

and case referred are used to separate reference601

cases in the judgment document because this is a602

common pattern found after carefully assessing a603

subset of decisions. Our matcher misses certain604

faults because the documents were prepared man-605

ually by human experts and are therefore prone to606

human error.607

B Additional Details for Experiments608

For FactorSum, we augment the document-609

summary pairs by creating pairs of document views610

and summary views that capture different perspec-611

tives of the original documents. To this end, we612

first perform sentence tokenization on both docu-613

ments and summaries. Then, we uniformly sample614

20% of the sentences in the documents to serve as615

document views for each one of the 21,013 doc-616

uments in the training set, resulting in 420,260617

shorter training samples. Each document view is618

paired with a corresponding subset of the original619

summary, which we refer to as a summary view.620

Using the same approach, we obtain 23,360 and621

23,340 document-summary view pairs for the val-622

idation and test sets respectively. Apart from the623

usual input truncation in transformer models, no624

further preprocessing is performed for Longformer625

and Llama 2.626

We use a BART-base (Lewis et al., 2020) check-627

point from HuggingFace9 as starting point to train628

FactorSum summary views generator. The max-629

imum length for generation per view is set to630

128 tokens, the effective batch size is 64, and we631

use the Adam optimizer (Kingma and Ba, 2014)632

with a learning rate of 5 × 10−5, β1 = 0.9, and633

β2 = 0.999. The training is performed for 50,000634

steps on 4 GeForce GTX 1080 Ti GPUs, and we635

choose the checkpoint with the highest ROUGE-636

9https://huggingface.co/facebook/bart-base

1 F1 score on the validation split. We employ a 637

pre-trained LED-base checkpoint from Hugging- 638

Face10 for Longformer and finetuned the model us- 639

ing a learning rate of 1× 10−4 on 4 NVIDIA A100 640

GPUs with 128 effective batch size. The maximum 641

length for summary is set to 256 tokens. All other 642

training details are the same as those used for Fac- 643

torSum. During inference, FactorSum performs 644

the greedy optimization described by Fonseca et al. 645

(2022) using the same sampling hyperparameters as 646

the training phase (20 document views per sample, 647

each with 20% of the original sentences), with a 648

budget constraint of 190 words per summary. Long- 649

former uses a beam size of 3. For Llama 2-chat, 650

we query the model with the the prompt template: 651

“${document}.\n Write a summary of the 652

text above in 4 sentences.”, and parse the 653

model’s completion as the candidate summary. For 654

sampling hyperparameters, we use a value of 0.6 655

for temperature, and 0.9 for top-p filtering. 656

C Data and Summary Samples 657

We provide samples of our dataset in Table 3 and 658

Table 4. Each summary paragraph starts with a sup- 659

porting legislation and usually ends with references 660

to relevant paragraphs from the source documents 661

(shown in blue color). We also provide samples of 662

generated summary from Longformer and Factor- 663

Sum in Table 5 and Table 6. 664

D Additional Details for Human 665

Evaluation 666

D.1 Human Evaluation Guidelines 667

In order to assess the quality of summaries writ- 668

ten for legal judgments, we conducted a human 669

evaluation study. We use system generated sum- 670

maries from FactorSum (with paragraph guidance), 671

Longformer (with 4096 input tokens), and Llama 672

2-chat (70B) for the study. The purpose of this 673

study was to gather subjective assessments from 674

human evaluators based on specific guidelines. The 675

guidelines were designed to evaluate the relevance, 676

consistency, fluency, and coherence of the output 677

summaries. 678

We asked human evaluators to find the answers 679

to two questions for each summary pair which in- 680

cluded summaries generated by FactorSum, Long- 681

former, and Llama 2: Initially, we tasked human 682

evaluators with selecting the superior summary 683

10https://huggingface.co/allenai/
led-base-16384
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to replace a technical judgment abstract. Subse-684

quently, the second question pertained to identify-685

ing the best summary overall, taking into account686

factors such as informativeness, fluency, and more.687

We defined the following evaluation criteria for688

human evaluators for the second question and in-689

structed them to select the best summary based on690

these definitions:691

1. Relevance: The rating measures how well the692

output summary captures the key points of the693

Judgment. Consider whether all and only the694

important aspects are contained in the output695

summary.696

2. Consistency: The rating measures whether697

the facts in the output summary are consis-698

tent with the facts in the original Judgment.699

Consider whether the output summary repro-700

duces all facts accurately and does not include701

untrue information.702

3. Fluency: This rating measures the quality of703

individual sentences, whether they are well-704

written and grammatically correct. Consider705

the quality of individual sentences.706

4. Coherence: The rating measures the quality707

of all sentences collectively, and how well708

they fit together and sound natural. Consider709

the quality of the output summary as a whole.710

5. Informativeness: The rating measures711

whether the summary abstract encompasses712

all the essential details contained within the713

judgment.714

We provided the following instructions to the715

human evaluators:716

1. Carefully read the Judgment and be aware of717

the information it contains.718

2. Read the three provided generated summaries.719

3. Pick the best replacement for the reference720

legal summary.721

4. Pick the best output summary on the five di-722

mensions (Relevance, Consistency, Fluency,723

Coherence, Informativeness).724

5. Consider the definitions provided for each cri-725

terion while rating the output summary.726

D.2 Discussion of Human Evaluation Results 727

During the evaluation process, various strengths 728

and weaknesses were identified in the generated 729

summaries. Notable strengths included the over- 730

all acceptability of the summaries and their ability 731

to effectively capture the key points of the judg- 732

ment. While the recorded factual details were not 733

entirely accurate, they were satisfactory overall. 734

However, there were also identified weaknesses, 735

such as instances of ambiguity in sentence construc- 736

tion, faulty interpretations regarding the payment 737

of interest, and occasional incompleteness in the 738

summaries. 739

Furthermore, concerns were raised about the lack 740

of conciseness and occasional omission of conclu- 741

sions, which are crucial elements in summarizing 742

legal judgments. In the sample examples (see Ta- 743

ble 5 and Table 6), the evaluator highlighted spe- 744

cific issues, including the overuse of articles 14 745

and 16 of the Constitution of India without proper 746

contextual relevance, a tendency to refer to party 747

names instead of directly addressing the real issue, 748

and the use of personal pronouns instead of main- 749

taining an objective tone. Moreover, there was a 750

lack of sufficient attention to the legal aspects of 751

the issue, resulting in an incomplete and inadequate 752

portrayal of the real issue from a legal standpoint. 753

This study provides valuable insights into the ef- 754

fectiveness of summary writing for legal judgments, 755

identifying specific strengths and weaknesses in 756

the generated summaries. The findings emphasize 757

the importance of clear and unambiguous sentence 758

construction, accurate interpretation of information, 759

completeness in summarizing key points, concise 760

and straightforward language, inclusion of conclu- 761

sions, proper contextual use of legal provisions, 762

objective addressing of the real issue, and a com- 763

prehensive understanding of the legal aspects in- 764

volved. 765
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A. T.N. Recognised Private Schools (Regulation) Act, 1973, Sections 22, 23 and 24 - T.N.
Recognised Private Schools (Regulation) Rules, 1974, Rule 17 - Termination - Approval -
Enquiry conducted and conclusion made that proposed punishment was not warranted - No
interference due to proper application of mind. [Paras 12 & 13]
B. T.N. Recognised Private Schools (Regulation) Act, 1973, Sections 22, 23 and 24 -
T.N. Recognised Private Schools (Regulation) Rules, Rule 17 - Applicability - Termination
- Approval - Approving authority must consider whether proved charges justify a particular
action - Declined approval order does not suffer from any infirmity. [Paras 12, 13]
C. T.N. Recognised Private Schools (Regulation) Act, 1973, Sections 22, 23 and 24 - T.N.
Recognised Private Schools (Regulation) Rules, Rule 17 - Termination - Validity - Backwages -
Directed reinstatement with backwages not proper - Payment of 60% salary until superannuation
date appropriate due to lack of other indicated aspects beyond section 22. [Para 14]

Arijit Pasayat, J. - Undaunted by reverses before the departmental authorities and the High
Court, [...] The controversy lies within a narrow compass and factual position being undisputed,
a brief reference thereto would suffice.
2. The 5th respondent (hereinafter referred to as the ‘employee’) was appointed as P.G. Assistant
for teaching English in 1978. [...] On 29.8.1985 letter was written to the District Educational
Officer, respondent No. 4 (in short the ‘DEO’) requesting for early action in the matter.
3. The DEO issued a notice to the employee but there was no response thereto. [...] In fact, the
employee had not worked and abandoned work. But the DEO again directed the management
to reinstate the employee and pay him back wages failing which the steps regarding direct
payment were to be taken.
4. Aggrieved by these orders, the Management filed a writ petition before the Madras High
Court. Learned Single Judge was of the view that in terms of what is required under Section
22(1) of the Act, [...] Another teacher has been appointed and the management is paying his
salary.

...
11. The second plea of learned counsel for the management was even if the authority had
jurisdiction, [...] It was strenuously contended that the welfare of the students’ aspect was not
even taken note of.
12. The role a teacher plays in shaping the career and future of a student needs no great
emphasis. [...] This is because the approving authority has to consider whether the proved
charges on the facts and the materials justify a particular action. Since reasons have been given
on consideration of the materials, there is no scope for interference.
13. The order of the authorities declining to accord approval does not suffer from any infirmity.
The High Court was justified in declining to interfere.
14. Another point urged by learned counsel for the appellant was that the direction for the
back wages in its entirety is not justified because the employee absented from duty without
sanctioned leave for long periods and even on some dates he went away during the school
period and even abandoned the classes on several days. [...] No further orders are to be passed
in the application for modification of earlier interim orders passed. The appeal is disposed of
accordingly. Order accordingly.

Table 3: Sample abstract and Judgment from the CIVILSUM test set (ID = 648).
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For Respondent No. 3. :- R.K. Malik, Advocate. A. Haryana Labour Department (Group
A and Group B) Rules, 1987, Rules 9 and 7 - It is noted that the existing rules have been
repealed and the Draft Service Rules framed and approved by Public Service Commission, but
the draft rules have not been notified in Gazette and thus, cannot be considered as executive
instructions. 1985(1) SLR 41, relied upon. [Paras 7 and 8]
B. Haryana Labour Department (Group A and Group B) Rules, 1987, Rules 7 and 9 - In
relation to the constitutional validity of Article 16, seniority and acting promotion granted to
the petitioner, it was established that the petitioner’s promotion was regularised from 6.10.1986,
but with no back salary. However, the respondent was appointed to the post with effect
from 24.2.1984 and appointment regularised by Public Service Commission with effect from
11.1.1986, thereby proving that the respondent was senior to the petitioner. [Paras 7 and 8]

N.K. Kapoor, J. - The petitioner has sought issuance of writ of certiorari quashing promotion
order Annexure P which Mange Ram stated to be junior to the petitioner has been promoted
without considering the claim of the petitioner.
2. The petitioner joined the Labour Department as a Clerk in the year 1961 and after getting
few promotions is presently working as Statistical Officer which is Class-II post. [...] Provided
that their inter se seniority for purpose of consideration for promotion shall be on the basis of
continuous service on the post or (ii) by direct, or (iii) by transfer or deputation of an officer
already in the service of any State Government, or the Government of India."
3. It is according to Rule 9 that the post of Deputy Labour Commissioner is to be filled up from
amongst the Labour Officer-cum-Conciliation Officer, statistical Officer, and Welfare Officer
(Women). [...] In any case, even if the Rules have not been notified, the same can be taken as
executive instructions.

...
6. The matter was heard on 4.10.1993. In view of the submissions made, it was though
appropriate that a direction be given to the State to file a detailed reply specifically indicating
whether Draft Rules have been approved by the Public Service Commission and given effect
thereto or it is the stand of the State that the post of Statistical Officers are not at all to be
considered for the purpose of promotion to the posts of Deputy Labour Commissioners. [...] It
is a settled law that Draft Rules are no Rules in the presence of notified Rules. It is also clarified
that Class I and II are redesignated as Group A and B respectively."
7. We have heard learned counsel for the parties and perused the relevant material referred
to during the course of their submissions. The petitioner has challenged the appointment of
respondent No. 3 to the post of Deputy Labour Commissioner primarily on two counts : (i)
that while promoting the respondent No. 3, claim of the petitioner has not been considered;
(ii) that Punjab Labour Service (Class I and II) Rules, 1955, having already been repealed and
the Draft Rules approved by the Haryana Public Service Commission, entitle the petitioner for
consideration in terms of Rule 9; and (iii) the Draft Rules having been approved by the Public
Service Commission even if no notified can be taken as executive instructions and if construed
so, the petitioner’s case has merit.
8. Admittedly, under 1955 Rules there was no provision with the Labour Department for
promotion to the post of Statistical Officer. It is on the advice of the Haryana Public Service
Commission that avenue was created subject to the persons possessing the requisite quali-
fications and experience. [...] Even otherwise, as per decision in Jitender Kumar Verma’s
case (supra), Draft Rules cannot be equated with administrative instructions. Thus, finding no
merit in any of the contentions raised by the counsel for the petitioner, the civil writ petition is
dismissed. Parties to hear their own costs.

Table 4: Sample abstract and Judgment from the CIVILSUM test set (ID = 716).
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Reference abstract (Tokens: 52)

Constitution of India, Article 300-A - Retirement Pension - Denial - The petitioner was previously employed before
entering into the University and was receiving pension from their previous employer, therefore, the petitioner is
eligible for pension from the University. [Paras 4 and 12]

Longformer summary
Tokens: 142; ROUGE-1: 34.73; ROUGE-2: 15.76; ROUGE-L: 28.74

constitution of india, articles 14 and 300-a - university pension regulations, 1990, regulations 2 and 3(2) - pension -
re-employment - discrimination - petitioner, who was appointed as a security guard in the university on 8.1.80 and
had his services regularised and regular pay scale granted, sought pensionary benefits. however, the respondent
university argued that the petitioner was not covered under the definition of re-employed as he was already receiving
pension from his previous employer. the court held that the respondent’s action was violative of articles 14, as the
judgment of the single judge affirmed the entitlement of the petitioner to pension by the university. consequently,
the university was directed to grant all retiral benefits from the date of superannuation. [paras 9 to 14]

Llama 2-chat summary
Tokens: 112; ROUGE-1: 20.65; ROUGE-2: 5.23; ROUGE-L: 16.77

The five connected civil writ petitions were disposed of by the court, with the judgment in favor of the petitioner.
The petitioner, who was a security guard at the University of Rajasthan, had been denied pensionary benefits on the
ground that he was a re-employed pensioner. The court held that the petitioner was entitled to all retiral benefits as
per the provisions of the 1990 Regulations, and the arrears of the retiral benefits were to be paid to the petitioner
within 60 days. The court also directed that in case of non-payment of arrears, the petitioner would be entitled to
interest on the due amount at the rate of 12% per annum.

FactorSum - Tail content guidance
Tokens: 154; ROUGE-1: 31.77; ROUGE-2: 13.10; ROUGE-L: 23.53

Constitution of India, Articles 14 and 16 - Pension Regulations for University of Rajasthan, 1990, Regulation 3(b) -
Retiral benefits - Re-employment - The petitioner, who was a regular employee of the respondent University, retired
on attaining the age of superannuation and was governed by the Pension Regulations which were applicable to
University Employees as per Register No. 2 subject to the provisions of proviso (a) to (d) and that the petitioner was
not falling under any of the categories of the proviso - Therefore, the petitioner is entitled to all retiral benefits as
per the 1990 Regulations.
Constitution of India, Articles 14, 16 and 226 - Pension - Re-employment - The petitioner, who retired as a Security
Guard in the University, is entitled to all retiral benefits from the date of his superannuation.

FactorSum - Lead content guidance
Tokens: 127; ROUGE-1: 34.90; ROUGE-2: 10.88; ROUGE-L: 22.82

Constitution of India, Articles 14, 16 and 226 - Pension - Re-employment - The petitioner, who retired as a Security
Guard in the University, is entitled to all retiral benefits from the date of his superannuation.
Constitution of India, Articles 14 and 16 - Rajasthan Civil Services (Pension) Rules, 1990, Rule 3 - Retiral benefits -
Re-employment - The petitioner, who was appointed as a Security Guard on 8.1.80, retired on 30.4.94 and was
governed by the Pension Regulations applicable to University Employees as per Register No. 2 subject to the
provisions of proviso (a) to (d) and was not falling under any of the categories of the proviso.

Table 5: Sample abstract and generated summaries from the CIVILSUM test set (ID = 2). FactorSum summaries
includes the same sentences in different order. References to paragraphs in the source document are shown in blue
color.
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Reference abstract (Tokens: 94)

Under the Uttar Pradesh Public Services (Reservation for Scheduled Castes, Scheduled Tribes and other Backward
Classes) Act, 1994, Rule 3(4) for Recruitment Eligibility, the State Engineering Services (Special Recruitment)
Examination is conducted for the recruitment of SC and ST candidates.’, ’In this process, it is reasonable to fix a
minimum aggregate of 40% marks as the standard for evaluating candidate suitability.’, ’It was established that the
petitioner did not obtain the required minimum marks and was subsequently not called for an interview, therefore,
there is no justification for intervention. [Paras 7, 8, and 9]

Longformer summary
Tokens: 98; ROUGE-1: 58.95; ROUGE-2: 31.91; ROUGE-L: 43.16

constitution of india, article 16 - u.p. public services (reservation for scheduled castes, scheduled tribes and other
backward classes) act, 1994, section 3(4) - interview - suitability - petitioners who appeared in state engineering
services (special recruitment) examination, 1995 conducted by respondent no. 2 and were not called for interview
- it was held that the petitioners were unsuitable for interview as they could not secure the 40% minimum marks
required for judging their suitability. however, the criterion was not deemed arbitrary and did not violate any laws.
hence, the petition was dismissed. [paras 7, 8 and 9]

Llama 2-chat summary
Tokens: 109; ROUGE-1: 39.81; ROUGE-2: 16.67; ROUGE-L: 26.21

The petitioners, who were candidates in a special recruitment examination for S.C. and S.T. candidates, filed a writ
petition against the respondents, claiming that they were not called for an interview due to the respondents’ illegal
fixing of 40% minimum marks in aggregate. The Court found that the requirement of securing 40% minimum marks
in aggregate was not arbitrary and did not suffer from any legal infirmity. Therefore, the Court dismissed the writ
petition, finding that the respondents did not commit any error in not calling the petitioners for an interview.
The petitioners did not obtain the required 40% minimum marks in aggregate, making them ineligible for the
interview.

FactorSum - Tail content guidance
Tokens: 167; ROUGE-1: 47.49; ROUGE-2: 17.51; ROUGE-L: 21.0

T. candidates - The requirement of 40% marks in aggregate for assessing the suitability of a candidate for being
called for interview is not illegal . [Para 5]
Constitution of India, Articles 14, 16 and 226 - Appointment - Selection - Criteria of selection - The minimum
standard for assessing the suitability of candidates is a minimum of 40% marks in aggregate - The fixing of the 40%
minimum marks by respondent No. 2 does not suffer from any legal infirmity warranting interference by the Court .
[Para 3]
Constitution of India, Articles 14, 16 and 226 - Selection - Interview - Selection for the post of S . C. and S .T.
candidates - Petitioners appeared in State Engineering Services (Special Recruitment) Examination, 1995 conducted
by respondent No. 2 for recruitment of SC and ST candidates.
T. candidates requires a minimum of 40% marks in aggregate.

FactorSum - Lead content guidance
Tokens: 155; ROUGE-1: 54.88; ROUGE-2: 27.23; ROUGE-L: 26.05

Constitution of India, Articles 14, 16 and 226 - Selection - Interview - Selection for the post of S . C. and S .T.
candidates - Petitioners appeared in State Engineering Services (Special Recruitment) Examination, 1995 conducted
by respondent No. 2 for recruitment of SC and ST candidates.
T. candidates - The requirement of 40% marks in aggregate for assessing the suitability of a candidate for being
called for interview is not illegal . [Para 5]
P. Public Services (Reservation for Scheduled Castes, Scheduled Tribes and other Backward Classes) Act, 1994,
Section 4 - Recruitment - Interview - Post of Lecturer - Petitioners, who were appointed as Lecturers, challenged
the appointment of Respondent No. 2 as Lecturer after obtaining 40% marks in aggregate.
Constitution of India, Articles 14 and 16 - U .

Table 6: Sample abstract and generated summaries from the CIVILSUM test set (ID = 8). References to paragraphs
in the source document are shown in blue color.
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