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Abstract001

This article presents Style-Quiz, a novel method for002

circumventing the user-based cold start problem in003

the context of content-based recommender systems.004

We construct a content-based recommender system005

for a given environment and generate a quiz built006

upon its underlying embeddings. During the course007

of the quiz, the embedding space of the recommender008

system is segmented via unsupervised hierarchical009

clustering. The user is presented with a series of010

images representative of each cluster and tasked011

with choosing one of them. The chosen cluster is012

then segmented in the same way as its parent cluster.013

This process is repeated until the user has honed in014

on a point in the embedding space that adequately015

represents that user’s tastes.016

As a user interested in renting or purchasing fash-017

ion items is likely to be interested in several dif-018

ferent kinds of fashion articles, we also introduce019

Style-Vectors. A representation of our items, built020

on deep-learning encoders and triplet loss, that is021

indicative of their underlying style, not just physical022

attributes.023

Our results indicate that Style-Quiz significantly024

improves early personalized recommendation as025

compared to recommending globally popular items.026

027

To improve reproducibility, we publish both the028

code and dataset used for the project.029

1 Introduction030

When developing Recommender Systems (RSs)031

against offline performance metrics such as Mean032

Average Precision at N (MAP@N) or Root Mean033

Squared Error (RMSE), like is common in most034

RS competitions[1][2], it’s easy to overlook the035

challenges associated with live recommendations.036

Among the most prominent of these is the cold start037

problem for new users. Existing RSs tend to base038

their recommendations on previous user activity,039

including the top-performing submissions for the040

aforementioned competitions[3–5][6]. However, this041

approach to providing recommendations ignores042

the most crucial part of the customer base’s user043

experience, namely the onboarding of new users.044

RSs that are reliant on previous user activity045

will, of course, not be able to provide meaningful046

recommendations to a customer without any 047

previous user activity. This is referred to as the 048

cold start problem. When absolutely no other 049

information about a user is known beforehand, this 050

is referred to as the extreme cold start problem. 051

052

The use of style quizzes to onboard new users 053

is reasonably common within fashion retail. Two 054

examples of companies using this method are 055

Nordstrom[7] and Stitch Fix[8]. Though remarkably 056

little has been written about this subject from an 057

academic perspective. To our knowledge, this paper 058

is the first article to discuss the generation of such 059

a quiz in the context of RSs. 060

061

The work discussed in this article builds off of 062

a dataset and existing work involving recommen- 063

dations for the domain of fashion rental. The 064

extreme cold start problem is particularly relevant 065

to fashion rental due to its incompatibility with one 066

of the most common methods for circumventing 067

the cold start problem, namely to recommend 068

the globally most rented items to new users[9]. 069

Though recommending globally popular items can 070

be a reasonably effective method for collecting 071

rental history data on new users, this approach 072

concentrates user attention on a certain set of items. 073

i.e. as an item cannot be rented for a given period 074

to two separate users, this attention will naturally 075

cause undesirable competition between them. In 076

which one of them is unable to rent the item he 077

or she is most interested in for the period. This 078

may lead this customer to feel that a company’s 079

inventory is more limited than what is actually the 080

case. 081

082

This paper presents an RS method capable of 083

performing in the context of both cold-start items 084

and users. It does so by integrating a content-based 085

RS with a procedurally generated quiz. The 086

structure of content-based RSs ensures they are 087

resilient against the item-based cold start problem, 088

and Style-Quiz compensates for content-based RSs 089

vulnerability to the user-based cold start problem. 090

We also introduce Style-Vectors, a representation of 091

items built upon a neural-item encoder and triplet 092

loss. These representations are presented directly 093

to the user during the onboarding phase as a style 094

quiz in the form of their corresponding product 095
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Figure 1. Visual representation of the decisions presented to the user. Each cluster is represented by a collage of
the items most representative of that cluster.

images. The quiz dynamically adapts its questions096

to the user’s answers, thereby gradually honing in097

on an initial estimation of the user’s preferences. In098

this process, the user is exposed to a large section099

of the company’s catalog, effectively making this100

approach to onboarding a more extreme kind of101

active learning[10].102

103

2 Related Work104

Recommendations of fashion, more specifically105

fashion retail, is a largely well-mapped domain.106

Deldjoo et al. provide a thorough and recent review107

of the state of the art, though with only a few108

mentions of the different methods’ performance109

in cold start scenarios[11]. Elahi et al. provide a110

brief overview of the state of the art of the cold111

start problem within fashion RSs as of early 2021[12].112

113

One potential approach for circumventing the114

user-based cold start problem is incorporating115

personality tests into the onboarding process.116

The fact that individuals with similar Big 5117

personality profiles tend to be interested in the118

same kind of items is well documented within119

the literature[13][14]. Some implementations of120

personality-based RSs apply this representation of a121

user’s personality to detect users with similar pref-122

erences. Another approach is to rapidly integrate123

the implicit feedback of new users based on clicks,124

wants, and purchases from the initial browsing 125

sessions to rapidly generate early personalized 126

recommendations[15]. This method is generally 127

used in conjunction with initially recommending 128

globally popular items, which is less than ideal, 129

particularly in the context of fashion rental. In 130

non-extreme cold start scenarios in which we have 131

some knowledge about the users beforehand, the 132

application of social media information may be used 133

to onboard new users. A review of 10 such methods 134

has been written by L. A. Gonzalez Camacho and 135

S. N. Alves-Souza[16]. 136

137

Several fashion retail sites deploy style quizzes in 138

their onboarding process[7, 8], but to our knowledge, 139

nothing has been written about these methods from 140

an academic perspective. 141

3 Method 142

This project is built off of the Vibrent Clothes 143

Rental dataset, a dataset detailing all rentals made 144

from a small fashion rental company based in 145

Norway. The dataset consists of 9791 outfits, 50293 146

images (with pre-computed embeddings), and 2249 147

user rental histories. Each of these outfits has a 148

set of images and a set of tags associated with 149

them. The tags denote some categorical attributes 150

associated with the clothing piece. For example, 151

the category "Color" could have the value "Blue," 152

the category "Occasion" could have the value 153
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"Everyday," and the category "Material" could have154

the value "Wool".155

156

The dataset used for this work is the Vi-157

brent Clothes Rental dataset[9] which is publicly158

available at https://www.kaggle.com/datasets/159

kaborg15/vibrent-clothes-rental-dataset.160

The code for this project has been published via161

Github at https://anonymous.4open.science/r/162

Style_Quiz-B7B3/163

3.1 Building Style-Vectors164

To represent each outfit, we one-hot-encode its tag165

embedding and concatenate them to their leading166

image embedding. If we chose to encode all outfits167

based solely on this image and tag representations,168

the resulting clusters would be heavily influenced169

by the outfit’s category, e.g., whether it’s a dress, a170

purse, or trousers. As demonstrated by Borgersen171

et al.[17], even zero-shot image embeddings tend to172

cluster outfits of a similar category closely together173

and vice versa. On the other hand, the customers174

in our dataset tend to prefer diversity in the kinds175

of items that they rent. The mean Simpson’s176

Diversity Index score[18] across all customers is177

0.327, indicating that the probability that two178

outfits rented by the same customer belong to the179

same category is around 32%. Ideally, our internal180

representations should represent an outfit’s style.181

So, outfits of different categories that could be182

worn on similar occasions or in combination with183

each other. For example, an elegant dress and a184

matching purse should be considered similar in our185

embedding space. In contrast to a heavy skiing186

jacket and a set of high heels, which should be187

considered far apart.188

189

To compensate for this biasing towards similarity190

between outfit categories, we introduce a criterion191

that incentivizes the embeddings to maintain a192

structure representing an outfit’s user-perceived193

style rather than just its physical traits. This194

is done via the application of triplet loss[19]195

in a neural-network-based item-encoder. The196

positive examples are outfits that have previ-197

ously been rented by the same user, and the198

negative examples are retrieved randomly from199

the remaining list of outfits. A collage of the200

images representing each item is displayed along201

with their relative position to each other in Figure 3.202

203

3.2 Procedurally Generating the204

Quiz Questions205

The basic loop of the procedurally generated quiz206
from the perspective of the user is presented in Al-207
gorithm 1. We segment our embedding space and208

gradually partition it into smaller and smaller seg- 209
ments until it eventually converges upon a cluster 210
small enough to be considered representative of a 211
user’s preferences. This implementation counts the 212
quiz as having converged once a cluster contains 213
fewer than 30 samples, though this number is arbi- 214
trary. The segmentation of the embedding space is 215
performed via the hierarchical single linkage cluster- 216
ing. Essentially, this method forms a tree structure 217
of clusters by gradually joining two adjacent clusters 218
into a parent cluster based on the ward metric[20]. 219
The distances between each cluster are given by the 220
equation 221

d(u, v) =

√
|v| + |s|

T
d(v, s)2 +

|v| + |t|
T

d(v, t)2 −
|v|
T

d(s, t)2 222

Where u refers to a cluster joined by s and t, v is 223

an unused cluster and T is the combined cardinality 224

of all three of these clusters. 225

226

A visual representation of how the quiz is pre- 227

sented is displayed in Figure 1. To adequately rep- 228

resent the diversity of different items present in any 229

segment, KMedoids[21] clustering is applied to find 230

the k most representative items in the cluster. KMe- 231

doids functions similarly to KMeans, but rather than 232

returning an arbitrary point in the embedding space 233

as a representation of each cluster, KMedoids centers 234

clusters on one of the exisiting items in the dataset. 235

We use the images that represents these items as a 236

representation of the entire cluster to the user. In 237

this case, k is the number of images used to present 238

each cluster. 239

4 Results & Discussion 240

The motivation for presenting the user with a 241

set of different questions to parse through is to 242

better represent the user within our content-based 243

embedding space. Figure 2 displays all points in our 244

embedding space condensed into two dimensions 245

via T-distributed Stochastic Neighbor Embedding 246

(T-SNE)[22], the points at which our quiz could 247

converge are displayed as Xs. Based on visual 248

inspection, we can see that the convergence points 249

are evenly distributed across the embedding space. 250

251

Within a content-based RS, the preferences of a 252

user can be represented as the mean embedding 253

of their outfit rental history. As one of the most 254

common approaches for circumventing the cold 255

start problem is to recommend the globally most 256

popular items in the environment, we evaluate our 257

method by comparing our representations to the 258

default most popular items. Across all of our 2249 259

users, the mean distance to the center of the most 260

popular cluster is 255% longer than the closest quiz 261

convergence point. To put this percentage into 262

perspective, the mean number of items that exist 263

within the radius between a user’s point and the 264

3

https://www.kaggle.com/datasets/kaborg15/vibrent-clothes-rental-dataset
https://www.kaggle.com/datasets/kaborg15/vibrent-clothes-rental-dataset
https://www.kaggle.com/datasets/kaborg15/vibrent-clothes-rental-dataset
https://anonymous.4open.science/r/Style_Quiz-B7B3/
https://anonymous.4open.science/r/Style_Quiz-B7B3/
https://anonymous.4open.science/r/Style_Quiz-B7B3/


NLDL
#26

NLDL
#26

NLDL 2025 Full Paper Submission #26. CONFIDENTIAL REVIEW COPY. DO NOT DISTRIBUTE.

Figure 2. TSNE diagram of our data with convergence points. The potential convergence points of Style-Quiz
are marked with an X. Nine of the clusters formed around the convergence points are marked with colors other
than blue.

Algorithm 1 Style-QuizLoop

1: procedure PartitionEmbeddings(E, converged = 30, num_images =27)
2: while |E| ≥ converged do
3: {E1, E2} ← split_cluster(E, k = 2)
4: R1 ← KMedoids(E1,K = num_images) ▷ Choose which points to use to represent the cluster
5: R2 ← KMedoids(E2,K = num_images)
6: E ← UserChoosePartition(E1, E2, R1, R2)
7: end while
8: return E
9: end procedure

most popular item point is 113.2, and the mean265

number of items that exist within the radius of266

the distance between a user’s point and the closest267

convergence point is 3.3. This closesness between268

points indicates that the recommendations made to269

each user is personalized to a significantly greater270

extent than they would be if the recommendations271

were made solely based on popular items.272

273

When the embedding space is partitioned in274

halves in this manner with a convergence threshold275

of 30, the quiz converges after a minimum of 7276

questions and a maximum of 13 questions. These277

numbers are not hard limits, and the worst-case278

time complexity for the algorithm is O(n), in which279

n is the number of embeddings in our embedding280

space. However, this outcome is extraordinarily281

unlikely. The best-case scenario in which all282

branches have converged can be expressed as283

n ∗ 0.5x < k. In this case, k represents the threshold284

for a cluster to converge.285

286

5 Perspectives & Future Work 287

This study presents an initial implementation of 288

procedurally generated style quizzes, and there are, 289

therefore, several aspects of it with significant poten- 290

tial for improvement. Notably, more sophisticated 291

traversal methods within the embedding space and 292

refinements to the representation of the users. A 293

significant challenge in this domain lies in the evalu- 294

ation of the efficacy of such a style quiz assessment 295

tool, as it necessitates direct user feedback, which is 296

a common dilemma within the field of RSs. These 297

issues could explain the lack of existing academic 298

literature on this topic, despite the prevalence of 299

style quizzes on fashion retail sites, as evaluation 300

presents a substantial barrier to entry that is diffi- 301

cult to overcome without access to a live customer 302

base. 303

4



NLDL
#26

NLDL
#26

NLDL 2025 Full Paper Submission #26. CONFIDENTIAL REVIEW COPY. DO NOT DISTRIBUTE.

Figure 3. A visual representation of a sample of the dataset’s images and their corresponding point in the
embedding space. This figure complements Figure 2 by providing concrete visual examples of items within the
embedding space, allowing for a more intuitive understanding of the embedding space’s structure and the types of
items found in different regions.

6 Conclusion304

We have presented Style-Quiz, a novel method305

for onboarding new users in the context of the306

user-based extreme cold start problem by gener-307

ating a style quiz off of embeddings native to a308

content-based RS. To our knowledge, this article is309

the first to discuss the construction of style quizzes310

as a method for alleviating the cold start problem311

in RSs.312

The quiz tasks the user with selecting their313

preferred style based on a limited set of possible314

options. Each choice gradually narrows down the315

searched space until a point in the embedding316

space is chosen as the user’s initial representation.317

Our results indicate a significant improvement in318

personalization as compared to the recommendation319

of popular items. This improvement compared to320

the recommendation of popular items is particularly321

important in the context of fashion rental because322

it alleviates the issue of competition between users323

for renting the same items.324

325

References326

[1] J. Bennett, S. Lanning, et al. “The netflix327

prize”. In: Proceedings of KDD cup and work-328

shop. Vol. 2007. New York. 2007, p. 35.329

[2] L. Carlos García, ElizabethHMGroup,330

FridaRim, inversion, F. Jaime, Maggie,331

neuraloverflow, and xlsrln. H&M Personalized332

Fashion Recommendations. 2022. url: https:333

//kaggle.com/competitions/h- and- m- 334

personalized-fashion-recommendations. 335

[3] Y. Koren. “The bellkor solution to the netflix 336

grand prize”. In: Netflix prize documentation 337

81.2009 (2009), pp. 1–10. 338

[4] M. Piotte and M. Chabbert. “The pragmatic 339

theory solution to the netflix grand prize”. In: 340

Netflix prize documentation (2009). 341

[5] A. Töscher, M. Jahrer, and R. M. Bell. “The 342

bigchaos solution to the netflix grand prize”. 343

In: Netflix prize documentation (2009), pp. 1– 344

52. 345

[6] Kaggle. H&M Personalized Fashion Recom- 346

mendations - Leaderboard. This is a link 347

directly to the competition’s leaderboard. 348

2024. url: https : / / www . kaggle . com / 349

competitions / h - and - m - personalized - 350

fashion - recommendations / leaderboard 351

(visited on 07/04/2024). 352

[7] Nordstrom Style Quiz. https : / / www . 353

nordstrom.com/style- quiz. Requires an 354

account, Accessed: 06.07.24. 355

[8] Stitch Fix: Personal Styling for Everybody. 356

https://www.stitchfix.com. Requires an 357

account, Accessed: 06.07.24. 358

[9] K. A. K. Borgersen, M. Goodwin, G. Morten, 359

and J. Sharma. “A Dataset for Adapting Rec- 360

ommender Systems to the Fashion Rental 361

Economy”. In: RecSys 24: Proceedings of the 362

18th ACM Conference on Recommender Sys- 363

tems. 2024. doi: https://doi.org/10.1145/ 364

3640457.3688174. 365

5

https://kaggle.com/competitions/h-and-m-personalized-fashion-recommendations
https://kaggle.com/competitions/h-and-m-personalized-fashion-recommendations
https://kaggle.com/competitions/h-and-m-personalized-fashion-recommendations
https://kaggle.com/competitions/h-and-m-personalized-fashion-recommendations
https://kaggle.com/competitions/h-and-m-personalized-fashion-recommendations
https://www.kaggle.com/competitions/h-and-m-personalized-fashion-recommendations/leaderboard
https://www.kaggle.com/competitions/h-and-m-personalized-fashion-recommendations/leaderboard
https://www.kaggle.com/competitions/h-and-m-personalized-fashion-recommendations/leaderboard
https://www.kaggle.com/competitions/h-and-m-personalized-fashion-recommendations/leaderboard
https://www.kaggle.com/competitions/h-and-m-personalized-fashion-recommendations/leaderboard
https://www.nordstrom.com/style-quiz
https://www.nordstrom.com/style-quiz
https://www.nordstrom.com/style-quiz
https://www.stitchfix.com
https://doi.org/https://doi.org/10.1145/3640457.3688174
https://doi.org/https://doi.org/10.1145/3640457.3688174
https://doi.org/https://doi.org/10.1145/3640457.3688174


NLDL
#26

NLDL
#26

NLDL 2025 Full Paper Submission #26. CONFIDENTIAL REVIEW COPY. DO NOT DISTRIBUTE.

[10] M. Elahi, F. Ricci, and N. Rubens. “Active366

Learning in Collaborative Filtering Recom-367

mender Systems”. In: E-Commerce and Web368

Technologies. Ed. by M. Hepp and Y. Hoffner.369

Vol. 188. Series Title: Lecture Notes in Busi-370

ness Information Processing. Cham: Springer371

International Publishing, 2014, pp. 113–124.372

isbn: 978-3-319-10490-4 978-3-319-10491-1.373

doi: 10.1007/978-3-319-10491-1_12. url:374

http://link.springer.com/10.1007/978-375

3-319-10491-1_12 (visited on 06/24/2024).376

[11] Y. Deldjoo, F. Nazary, A. Ramisa, J. McAuley,377

G. Pellegrini, A. Bellogin, and T. D. Noia. “A378

Review of Modern Fashion Recommender Sys-379

tems”. en. In: ACM Computing Surveys 56.4380

(Apr. 2024), pp. 1–37. issn: 0360-0300, 1557-381

7341. doi: 10.1145/3624733. url: https:382

//dl.acm.org/doi/10.1145/3624733 (vis-383

ited on 07/04/2024).384

[12] M. Elahi and L. Qi. “Fashion Recommender385

Systems in Cold Start”. en. In: Fashion Recom-386

mender Systems. Ed. by N. Dokoohaki. Series387

Title: Lecture Notes in Social Networks. Cham:388

Springer International Publishing, 2020, pp. 3–389

21. isbn: 978-3-030-55217-6 978-3-030-55218-3.390

doi: 10.1007/978-3-030-55218-3_1. url:391

http://link.springer.com/10.1007/978-392

3-030-55218-3_1 (visited on 06/21/2024).393

[13] I. Fernández-Tobías, M. Braunhofer, M. Elahi,394

F. Ricci, and I. Cantador. “Alleviating the395

new user problem in collaborative filtering396

by exploiting personality information”. en. In:397

User Modeling and User-Adapted Interaction398

26.2-3 (June 2016), pp. 221–255. issn: 0924-399

1868, 1573-1391. doi: 10.1007/s11257-016-400

9172-z. url: http://link.springer.com/401

10.1007/s11257- 016- 9172- z (visited on402

06/21/2024).403

[14] M. Schedl, H. Zamani, C.-W. Chen, Y. Deld-404

joo, and M. Elahi. “Current challenges and405

visions in music recommender systems re-406

search”. en. In: International Journal of Multi-407

media Information Retrieval 7.2 (June 2018),408

pp. 95–116. issn: 2192-6611, 2192-662X. doi:409

10.1007/s13735-018-0154-2. url: http:410

//link.springer.com/10.1007/s13735-411

018-0154-2 (visited on 06/21/2024).412

[15] H. T. Nguyen, T. Almenningen, M. Havig, H.413

Schistad, A. Kofod-Petersen, H. Langseth, and414

H. Ramampiaro. “Learning to Rank for Per-415

sonalised Fashion Recommender Systems via416

Implicit Feedback”. In: Mining Intelligence and417

Knowledge Exploration. Ed. by R. Prasath, P.418

O’Reilly, and T. Kathirvalavakumar. Vol. 8891.419

Series Title: Lecture Notes in Computer Sci-420

ence. Cham: Springer International Publish-421

ing, 2014, pp. 51–61. isbn: 978-3-319-13816-9422

978-3-319-13817-6. doi: 10.1007/978-3-319- 423

13817-6_6. url: http://link.springer. 424

com/10.1007/978-3-319-13817-6_6 (vis- 425

ited on 06/21/2024). 426

[16] L. A. Gonzalez Camacho and S. N. Alves- 427

Souza. “Social network data to alleviate cold- 428

start in recommender system: A systematic 429

review”. en. In: Information Processing & Man- 430

agement 54.4 (July 2018), pp. 529–544. issn: 431

03064573. doi: 10.1016/j.ipm.2018.03.004. 432

url: https://linkinghub.elsevier.com/ 433

retrieve/pii/S0306457317306544 (visited 434

on 07/07/2024). 435

[17] K. A. K. Borgersen, M. Goodwin, J. Sharma, 436

T. Aasmoe, M. Leonhardsen, and G. H. Rørvik. 437

“CorrEmbed: Evaluating Pre-trained Model 438

Image Similarity Efficacy with a Novel Metric”. 439

en. In: Artificial Intelligence XL. Ed. by M. 440

Bramer and F. Stahl. Vol. 14381. Series Title: 441

Lecture Notes in Computer Science. Cham: 442

Springer Nature Switzerland, 2023, pp. 89– 443

102. isbn: 978-3-031-47993-9 978-3-031-47994- 444

6. doi: 10.1007/978- 3- 031- 47994- 6_7. 445

url: https : / / link . springer . com / 10 . 446

1007/978- 3- 031- 47994- 6_7 (visited on 447

05/15/2024). 448

[18] E. H. Simpson. “Measurement of Diversity”. en. 449

In: Nature 163.4148 (Apr. 1949), pp. 688–688. 450

issn: 0028-0836, 1476-4687. doi: 10.1038/ 451

163688a0. url: https://www.nature.com/ 452

articles/163688a0 (visited on 06/24/2024). 453

[19] G. Chechik, V. Sharma, U. Shalit, and S. Ben- 454

gio. “Large scale online learning of image sim- 455

ilarity through ranking.” In: Journal of Ma- 456

chine Learning Research 11.3 (2010). 457

[20] J. H. Ward. “Hierarchical Grouping to Opti- 458

mize an Objective Function”. en. In: Journal 459

of the American Statistical Association 58.301 460

(Mar. 1963), pp. 236–244. issn: 0162-1459, 461

1537-274X. doi: 10.1080/01621459.1963. 462

10500845. url: http://www.tandfonline. 463

com / doi / abs / 10 . 1080 / 01621459 . 1963 . 464

10500845 (visited on 07/06/2024). 465

[21] H.-S. Park and C.-H. Jun. “A simple and fast 466

algorithm for K-medoids clustering”. en. In: 467

Expert Systems with Applications 36.2 (Mar. 468

2009), pp. 3336–3341. issn: 09574174. doi: 10. 469

1016/j.eswa.2008.01.039. url: https:// 470

linkinghub.elsevier.com/retrieve/pii/ 471

S095741740800081X (visited on 07/07/2024). 472

[22] G. E. Hinton and S. Roweis. “Stochastic neigh- 473

bor embedding”. In: Advances in neural infor- 474

mation processing systems 15 (2002). 475

6

https://doi.org/10.1007/978-3-319-10491-1_12
http://link.springer.com/10.1007/978-3-319-10491-1_12
http://link.springer.com/10.1007/978-3-319-10491-1_12
http://link.springer.com/10.1007/978-3-319-10491-1_12
https://doi.org/10.1145/3624733
https://dl.acm.org/doi/10.1145/3624733
https://dl.acm.org/doi/10.1145/3624733
https://dl.acm.org/doi/10.1145/3624733
https://doi.org/10.1007/978-3-030-55218-3_1
http://link.springer.com/10.1007/978-3-030-55218-3_1
http://link.springer.com/10.1007/978-3-030-55218-3_1
http://link.springer.com/10.1007/978-3-030-55218-3_1
https://doi.org/10.1007/s11257-016-9172-z
https://doi.org/10.1007/s11257-016-9172-z
https://doi.org/10.1007/s11257-016-9172-z
http://link.springer.com/10.1007/s11257-016-9172-z
http://link.springer.com/10.1007/s11257-016-9172-z
http://link.springer.com/10.1007/s11257-016-9172-z
https://doi.org/10.1007/s13735-018-0154-2
http://link.springer.com/10.1007/s13735-018-0154-2
http://link.springer.com/10.1007/s13735-018-0154-2
http://link.springer.com/10.1007/s13735-018-0154-2
http://link.springer.com/10.1007/s13735-018-0154-2
http://link.springer.com/10.1007/s13735-018-0154-2
https://doi.org/10.1007/978-3-319-13817-6_6
https://doi.org/10.1007/978-3-319-13817-6_6
https://doi.org/10.1007/978-3-319-13817-6_6
http://link.springer.com/10.1007/978-3-319-13817-6_6
http://link.springer.com/10.1007/978-3-319-13817-6_6
http://link.springer.com/10.1007/978-3-319-13817-6_6
https://doi.org/10.1016/j.ipm.2018.03.004
https://linkinghub.elsevier.com/retrieve/pii/S0306457317306544
https://linkinghub.elsevier.com/retrieve/pii/S0306457317306544
https://linkinghub.elsevier.com/retrieve/pii/S0306457317306544
https://doi.org/10.1007/978-3-031-47994-6_7
https://link.springer.com/10.1007/978-3-031-47994-6_7
https://link.springer.com/10.1007/978-3-031-47994-6_7
https://link.springer.com/10.1007/978-3-031-47994-6_7
https://doi.org/10.1038/163688a0
https://doi.org/10.1038/163688a0
https://doi.org/10.1038/163688a0
https://www.nature.com/articles/163688a0
https://www.nature.com/articles/163688a0
https://www.nature.com/articles/163688a0
https://doi.org/10.1080/01621459.1963.10500845
https://doi.org/10.1080/01621459.1963.10500845
https://doi.org/10.1080/01621459.1963.10500845
http://www.tandfonline.com/doi/abs/10.1080/01621459.1963.10500845
http://www.tandfonline.com/doi/abs/10.1080/01621459.1963.10500845
http://www.tandfonline.com/doi/abs/10.1080/01621459.1963.10500845
http://www.tandfonline.com/doi/abs/10.1080/01621459.1963.10500845
http://www.tandfonline.com/doi/abs/10.1080/01621459.1963.10500845
https://doi.org/10.1016/j.eswa.2008.01.039
https://doi.org/10.1016/j.eswa.2008.01.039
https://doi.org/10.1016/j.eswa.2008.01.039
https://linkinghub.elsevier.com/retrieve/pii/S095741740800081X
https://linkinghub.elsevier.com/retrieve/pii/S095741740800081X
https://linkinghub.elsevier.com/retrieve/pii/S095741740800081X
https://linkinghub.elsevier.com/retrieve/pii/S095741740800081X
https://linkinghub.elsevier.com/retrieve/pii/S095741740800081X

	Introduction
	Related Work
	Method
	Building Style-Vectors
	Procedurally Generating the Quiz Questions

	Results & Discussion
	Perspectives & Future Work
	Conclusion

