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ABSTRACT

In order to unlock the potential of diverse sensors, we investigate a method to
transfer knowledge between modalities using the structure of a unified multimodal
representation space for Human Action Recognition (HAR). We formalize and ex-
plore an understudied cross-modal transfer setting we term Unsupervised Modality
Adaptation (UMA), where the modality used in testing is not used in supervised
training, i.e. zero labeled instances of the test modality are available during training.
We develop three methods to perform UMA: Student-Teacher (ST), Contrastive
Alignment (CA), and Cross-modal Transfer Through Time (C3T). Our extensive
experiments on various camera+IMU datasets compare these methods to each other
in the UMA setting, and to their empirical upper bound in the supervised setting.
The results indicate C3T is the most robust and highest performing by at least a
margin of 8%, and nears the supervised setting performance even in the presence
of temporal noise. This method introduces a novel mechanism for aligning signals
across time-varying latent vectors, extracted from the receptive field of temporal
convolutions. Our findings suggest that C3T has significant potential for devel-
oping generalizable models for time-series sensor data, opening new avenues for
multi-modal learning in various applications.

1 INTRODUCTION

Humans can naturally actuate a motion they have only seen before; however, transferring motion
knowledge across sensors for machine learning models is nontrivial. Our interaction with computing
has historically been centered around visual and textual modalities, which has provided these models
an abundance of data. Thus, deep learning based human action recognition (HAR) systems often
collapse 3D motion into related but imprecise modalities such as visual data (Ji et al.| 2012} |Simonyan
& Zissermanl 2014; Lin et al.| 2022; Wang et al., 2023) or language models (Radford et al., 2021}
Wang et al.,|2022a; [Tong et al., 2022; Piergiovanni et al.| {2023} |Feng et al., [2023]).

Inertial Measurement Units (IMUs), which typically provide 3-axis acceleration and 3-axis gyroscopic
information on a wearable device, emerge as strong candidates for understanding human motion
in a nonintrusive fashion. Smartwatches, smartphones, earbuds and other wearables have enabled
the seamless integration of IMUs into daily life (Mollyn et al.,|2023)). Unfortunately, IMUs remain
underutilized in current machine-learning approaches due to several challenges including (1) the
lack of abundant labeled data (2) the difficulty in interpreting the raw sensor readings, and (3) a
low-dimensional representation, which limits the amount of information that can be stored and
learned from.
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Figure 1: Motivation for Unsupervised Modality Adaptation: Depicts a scenario in which an Al
system can add a new modality using no new labels, through latent space alignment.

1



Under review as a conference paper at ICLR 2025

Beyond IMUs, various sensing modalities are gaining popularity in wearables (e.g. surface electro-
cardiogram, electromyography) and ambient monitoring systems (e.g. WiFi signals, Radar). While
numerous Al methods have been developed for HAR using these modalities, they struggle to achieve
the level of generalization and capability demonstrated by visual and textual modalities, which benefit
from internet-scale data, and new modalities are continuously emerging. This raises the critical
question of how to integrate new sensors with existing ones in the absence of labeled data. One
promising solution is to leverage a well-documented modality to transfer knowledge to another
modality, a process known as cross-modal transfer (Niu et al., [2020). Ideally, the model for this
source modality would teach the model for the new target modality without additional human annota-
tion effort. Existing cross-modal learning techniques assume a semi-supervised or fully supervised
setup where there exists some labels for each modality during training (An et al.| 2021 |Niu et al.}
2020). Cross-modal learning has not thoroughly been investigated in a setting where one modality
is completely unlabeled during training, which we refer to as Unsupervised Modality Adaptation
(UMA), demonstrated in Figure

Multimodal learning and sensor fusion has long been studied for human action recognition, however,
few methods study the UMA setting. In addition, existing works typically compress entire time-series
sequences into single latent representations or segment data into fixed-size chunks for transformer
inputs. However, this approach fails to account for the continuous nature of real-world data and the
variable time spans over which actions occur. We propose 3 methods for the UMA setting. The first is
called Student-Teacher (ST) akin to many existing knowledge distillation methods for other domain
adaptation or semi-supervised settings. The second method, Contrastive Alignment (CA), aligns the
latent representation of each data sample across modalities and uses a shared task head to perform
transfer across modalities. The third method, entitled Cross-modal Transfer Through Time (C3T),
extracts a time-varying latent dimension through the temporal receptive field of 3D convolution and
uses a shared task self-attention head to perform transfer.

Our research evaluates these three UMA methods—ST, CA, and C3T—by focusing on the challenging
task of transferring knowledge from RGB video data to IMU signals across four diverse human action
recognition datasets. Cross-modal Transfer Through Time (C3T) surpasses the other methods on all
datasets by at least an 8% margin on Top-1 Accuracy. Remarkably, C3T in unsupervised modality
adaptation even outperforms the RGB unimodal supervised setting, underscoring its effectiveness in
cross-modal learning.

Our qualitative analysis suggests that the success of CA and C3T lies in their ability to uncover
hidden correlations between modalities within the latent space. This capability allows the model
to leverage structural information from one modality to inform its understanding of another, even
when labeled data is unavailable. To enhance performance over CA, C3T introduces a mechanism for
aligning signals across time-varying latent vectors. This novel approach enables the model to capture
temporal dynamics more effectively, resulting in enhanced robustness against time-related noise—a
common challenge in real-world sensor data. We conduct additional experiments that demonstrate
C3T’s superior resilience to time-shift, misalignment, and time-dilation noise compared to other
methods. The promlslng results of C3T open new avenues for developing highly generalizable
models for time-series sensor data. This has far-reaching implications across various domains,
including healthcare monitoring, smarthomes, industrial IoT, and human-computer interaction, where
multi-modal learning from limited labeled data is crucial.

Our contributions are as follows:

* A novel motivation and setup for cross-modal transfer learning to an unlabeled modality, referred
to as Unlabeled Modality Adaptation, UMA.

* Development and comparative analysis of three methods—Student-Teacher (ST), Contrastive
Alignment (CA), and Cross-modal Transfer Through Time (C3T)—for performing UMA in human
action recognition using RGB and IMU data (Sections @] and 3]

* Insights into the mechanisms of latent space alignment that enable effective knowledge transfer
between modalities, potentially applicable to other multi-modal learning tasks beyond human
action recognition (Section [3)).

* An in-depth analysis of how C3T’s structure, in particular its use of temporal tokens, provides
superior performance with minimal model size and enhanced robustness to temporal distortions,
showcasing its potential for real-world applications with sensor data (Sections [5.1]and[5.2))
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2 RELATED WORKS

We outline our motivation for the term UMA and then review the works related to each of our
methods: Student-Teacher, Contrastive Alignment, and Cross-modal Transfer Through Time.

Unsupervised Modality Adaptation Cross-modal transfer learning is a powerful technique that
enables the transfer of knowledge from a data-rich modality to one with limited data availability (Niu
et al.| [2020). This approach can be viewed as a specialized form of domain adaptation, where a
model, trained in a source domain, is tasked with efficiently adapting to a related target domain for
the same output task, despite having access to fewer labeled data points (Pan & Yang} 2009} |[Farahani
et al., 2021)). Given the focus on domains with scarce labels, adaptation is often achieved through
unsupervised (Chang et al.l |2020) or semi-supervised (An et al.| [2021) methods. In the context
of human activity recognition (HAR), domain adaptation may involve adapting between different
sensors (Bhalla et al., [2021])), adjusting to varying positions of wearables on the body (Wang et al.,
2018} |Chang et al., 2020; |Prabono et al.l [2021)), accommodating different users (Hu et al., 2023}
Fu et al., 2021), or adapting to different IMU device types (Khan et al., 2018;|Zhou et al.| [2020;
Chakma et al.| 2021). Our work focuses on domain adaptation where the target domain is a new
completely unlabeled modality, hence we introduce the term Unsupervised Modality Adaptation
(UMA). Previous research explored similar concepts under various terms like knowledge distillation,
missing modality, robust sensor fusion, multi-modal alignment, and zero-shot cross-modal transfer.
We propose UMA as an encompassing term to unify the discussion for performing inference with a
completely unsupervised modality.

Student Teacher: Various knowledge distillation methods use student-teacher models for missing
modality inference. They often use an extra auxiliary modality during training to increase a different
modality’s performance during testing, however, they assume the availability of labeled training
data from both modalities (Xue et al., 2022} Kong et al.l 2019; Wang et al.l 2020; Bruce et al.|
2021). Notably, Thoker & Gall| (2019) performs knowledge distillation without labels for one
modality, i.e. in the UMA setting. However, they require an ensemble of students to perform mutual
learning and limit their analysis to one method using two visual modalities on one dataset. Similarily,
IMUTube (Kwon et al.l [2020) and ChromoSim (Hao et al., 2022)) simulate IMU data from videos to
teach an IMU model and then perform zero-shot transfer to real IMU data. However, these approaches
are resource-intensive, cannot easily extend to other modalities, and face simulation-reality gaps.

Contrastive Alignment: Unsupervised contrastive methods, such as IMU and vision-based examples
like ImageBind (Girdhar et al., |2023)), IMU2CLIP (Moon et al., [2022), and mmg-Ego4d (Gong
et al.| 2023)), have emerged as powerful tools for robust multimodal representation learning and are
relevant to our Contrastive Alignment (CA) method. While these approaches have shown promise
in alignment for retrieval and generation tasks, they have limitations. ImageBind and IMU2CLIP
focus exclusively on egocentric data and IMU2CLIP aligns IMU data with text which violates our
UMA setting. Although mmg-Ego4d, addresses UMA in their zero-shot cross-modal transfer task,
but their work is limited to a single, private dataset and focuses mainly on few shot label learning.
Our CA method addresses these limitations by encompassing both egocentric and third-person public
datasets, tackling the UMA setting effectively, and offering flexibility during inference. Uniquely,
our approach enables fusion of all available modalities during testing, even when trained on only one
labeled modality. We also test for temporal robustness, visualize the latent space, and compare with
other UMA methods.

Cross-modal Transfer Through Time: Existing video understanding and robust sensor fusion
methods often leverage temporal data heavily, employing techniques such as temporal masking
and reconstruction (Tong et al., 2022} [Kong et al., 2019), spatio-temporal memory banks (Islam
et al.| 2022), or fusion of temporal chunks through transformer self-attention (Shi et al., 2024} [Zhao
et al., 2022; [Wang et al., [2022b). However, these approaches typically assume the availability of
labeled data for all modalities during training, limiting their applicability to the UMA setting. While
these methods, inspired by ViT (Arnab et al.,[2021)) and SwinTransformers (Liu et al.; 2022}, chunk
continuous data to create input tokens for a transformer, they fundamentally differ from our approach.
Traditional methods restrict each token to a specific time segment, or shifted time segments, whereas
C3T learns time segments through temporal convolutions and performs alignment on these segments
across modalities. This novel technique of cross-modal temporal alignment showcases significant
potential for further investigation across various research domains.
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3 BACKGROUND

We investigate the creation of a multi-modal latent space for human action recognition, denoted as Z,
that can be leveraged for UMA and exhibits robustness to input variations and noise. In this context,
robustness refers to the ability of the latent space to maintain consistent representations despite
shifts in input data distribution across modalities or variations in action execution speed or style. We
assume that there exists a learnable projection f*) from every modality k € 1, ..., M to this latent
space Z,i.e., f k). xk) 5 z , such that the same actions viewed from different modalities map to
proximal points in Z, while distinct actions map to disparate regions. We further assume there exists
a learnable mapping h from the latent space Z to the label space of human actions ), i.e., h: Z — ).
This mapping should be invariant to the originating modality of the latent representation. Our method
leverages the intuition that proximity in the high-dimensional space Z indicates semantic similarity.
Points near z; € Z likely map to the same class, allowing classification of neighboring vectors
regardless of their originating modality using the same decision boundary i. We use cosine similarity
to measure "nearness," as it’s more effective in high-dimensional spaces than Euclidean distance.
This choice: (1) focuses on directional similarity, (2) mitigates the "curse of dimensionality," and
(3) aligns with the distributional hypothesis in representation learning. This approach is common in
multimodal alignment (Radford et al., 2021)).

For simplicity, we experiment with 2 modalities // = 2 and assume n data points are split into 4
disjoint index sets I; U I U I3 U Iy € {1...n}. Under our UMA setting, during training the model

has access to 2 of these datasets. One contains labeled data for one modality Dyar = {(x},y:) flzl
and the other contains pairs of data between the modalities but these points are unlabeled: Djign =

{(x}, x?)}fil. This is analogous to having an existing sensor with labeled data, and introducing a
new sensor in which data can be synchronously collected, but there is no additional annotation effort
(Figure[T). Given this setup, the key question arises: In the absence of the sensor with labeled data,
can the model effectively perform inference using only the unlabeled modality? The third and fourth

sets are used for validation and testing and contain only labeled data from the second modality, i.e.
Dya = {(x7,y:)}i2y and Dreg = {(x7,¥i) }ity-

4 UNSUPERVISED MODALITY ADPATION METHODS

We propose three methods for transferring knowledge to a new sensing modality without exposure
to labels in that modality, i.e. Unsupervised Modality Adaptation (UMA): (1) a Student-Teacher
approach (ST) (2) a Contrastive Alignment technique (CA), and (3) a method to perform Cross-modal
Transfer Through leveraging Temporal information (C3T). In the context of human action or activity
recognition (HAR), we conduct experiments using RGB videos as the source domain with some
labeled data (1) = 2®GB) and Inertial Measurement Unit (IMU) data as the target (%) = zMU),
Training for UMA occurs in two phases: a) Supervised Learning with RGB data and b) Unsupervised
alignment across both modalities, and inference (phase ¢) occurs on IMU data, as depicted for each
method in Figure 2]

Student Teacher ST leverages an RGB video model trained in phase a) to produce pseudo-labels
to train the IMU model in phase b). In this case, the latent transfer space is the output logit space,
Z =), or equivalently the HAR module is the identity & = 1, and the cross-modal representations
are aligned using the cross-entropy loss L¢ g, given in Appendix Equation (Z). We denote the teacher
network as (V) : X — Y and the student network as (2 : X2 — Y. First, we train the teacher
f (D) on Dyag with labeled RGB data. Next, in order to train f ) on D Align» Which does not contain

labels, we first use (1) (xgl)) = yf” to generate pseudo-labels for every datapoint ¢ € I5. Then we

use the augmented dataset Dajgn = {(x1,x2,9)}2, to train f(). The teacher network minimizes

Lcop(Pyi(z), Py) and the student minimizes Lo g (Py2(2), Py2(z)), where P represents the ground
truth distribution or the distribution given by the model’s outputs logits.

Contrastive Alignment In our work, CA performs phase a) Supervised RGB training in the same
fashion as the student teacher, however, it uses an a model with two parts: An encoder f M to
extract the latent variable z, and a task specific MLP head k. The extracted latent space Z allows for
scalability and interoperability of adding different sensing modalities, types of encoders, and output
task heads.
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(iii) Cross-modal Transfer Through Time (C3T): Is similar to CA, however, it aligns representations across the
temporal receptive field of a 3D convolution and uses self-attention across this latent time sequence to perform

HAR inference.

Figure 2: Training and Testing in the UMA setting: Training happens in two phases: a) trains the
HAR model on labeled RGB inputs and b) aligns unlabeled IMU and RGB modalities. UMA testing
¢) occurs on unlabled IMU data.

In phase b) of training, CA performs unsupervised contrastive alignment with the outputs of the the
RGB encoder f(1) and the IMU encoder £ on unlabeled data. To align different modalities in the
feature space on Dyjie, We use a symmetric contrastive loss formulation £, (Radford et al. |, 2021 |;
[Moon et al,[2022} (Girdhar et al.}[2023};|[Gong et al.} [2023)) with temperature parameter 7:

N ~(1) A(z) (k) (. (F)
exp((2",2) /1) o _ P EM)
Ler=——= ) lo - , where 2; —_ {1,2} (1)
N &= 75N exp((2 <-1> ) /1)’ £ (z ‘”)H

The symmetric contrastive loss will cluster representations in Z by cosine similarity, which brings
about the desired property of the latent space that vectors of the same class are near each other.

Cross-modal Transfer Through Time CA and ST do not leverage latent temporal information
as they collapse the entire time sequence into one latent vector. We thus propose a Cross-modal
Transfer Through Time (C3T) model that leverages the temporal information of time-series sensors
when aligning and fusing their representations. C3T removes the MLP layer at the end of the feature
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Table 1: UMA vs. Supervised Performance: The modules f(!), ()| and h can operate in
supervised or UMA (ST, CA, CT3) modes. Top-1 and Top-3 accuracies shown.

UTD-MHAD  CZU-MHAD MMACT MMEA-CL
Model Top-1 Top-3 Top-1 Top-3 Top-1 Top-3 Top-1 Top-3
MU 87.9 97.7 95.1 98.2 70.0 90.0 65.8 87.6
Supervised RGB 53.8 73.1 94.0 99.7 42.1 61.6 54.2 771

Fusion 62.5 82.2 95.0 98.5 76.7 92.0 80.1 92.7
Random 3.7 11.1 4.6 16.6 29 8.6 3.1 94

UMA ST 12.9 24.6 41.1 61.9 17.6 34.7 9.9 22.7
CA 42.6 67.4 70.0 92.7 24.5 47.6 29.3 51.7
C3T 62.5 86.4 84.2 96.7 324 57.9 51.2 78.8
Table 2: Data Splits for Unsupervised '@ L H
Modality Adaptation (UMA): During @ e N

4.5M
11.9M o
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encoders and uses the output map of the temporal convolutions directly. This approach leverages
the temporal receptive field, which represents the span of input time steps that influence each output
feature vector. We use this set of output vectors z; as latent vectors for ¢ = 1...%. where ;e
is the length of the receptive field. Then during the alignment phase, we align each of these time
vectors with the same time vector from the other modality. Each of the modality feature encoder
convolutional structures was carefully designed to result in the same number of output feature vectors.
When training the HAR model, we use self attention with a learned class token to predict the action.
The intuition is that the encoder will learn which tokens over time are the most informative for
the action class and predict accordingly. This is a common method to perform classification with
transformers (Dosovitskiy et al.,[2020; (Carion et al., 2020; [Meinhardt et al., [2022). Our implemented
HAR task head is most notably similar to the ViT architecture (Dosovitskiy et al.,|2020), but instead
of inputs being image chunks, they are temporal feature chunks.

5 EXPERIMENTAL RESULTS

Implementation: Our methods utilize three key neural network modules:

(1) Video Feature Encoder f") : X(1) — Z: We employ a pretrained ResNet18 on every frame of
the video followed by 3D convolution and a 2-layer MLP with ReLU activations. The Resnet is a
well-established lightweight spatial feature extractor (Hara et al., 2017), and the 3D convolution is an
effective temporal feature extractor (Tran et al.,[2018]).

(2)IMU Feature Encoder f?) : X(2) — Z: A 1D CNN followed by an MLP is used here. CNNs have
shown superior performance in extracting features from time-series data like IMU signals, efficiently
capturing local patterns and temporal dependencies (Valarezo et al.,|2017). Both feature encoders
output the label for ST, the latent dimension vector for CA, and t,.. latent vectors for C3T.

(3) HAR Task Decoder h : Z — Y: ST does not require this module and CA uses a simple MLP. C3T
employs a self-attention module to better capture long-range dependencies in the latent space, which
is particularly beneficial for complex action sequences (Moutik et al., 2023)).
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Figure 4: CA TSNE Plots in UMA Training Method 1: The following shows the progression of
the latent representations of datapoints for 5 classes (Bowling, , Draw circle (clockwise), s
Basketball shoot) during training CA on the UTD-MHAD dataset. At the end we plot the predicted
labels and circle areas of confusion, which seems to often occur at the boundaries between clusters.

Our simplified models with comparable module sizes across methods isolate the impact of our novel
technique, demonstrating its efficacy independent of complex architectures or larger datasets, while
allowing for potential future scaling and expansion.

Datasets: We present results on four diverse datasets: (1) UTD-MHAD (Chen et al.;[2015)), a small
yet structured dataset; (2) CZU-MHAD (Chao et al.,|[2022), a slightly larger dataset captured in a
controlled environment; (3) MMACT (Kong et al.,[2019), a very large dataset with various challenges;
and (4) MMEA-CL (Xu et al.,|2023), an egocentric camera dataset. For each dataset, we create an
approximately 40-40-10-10 percent data split for the Dajign, Duar, Dval, and Dreg sets respectively,
as shown in Table[2] Dy was used to perform a minor hyperparameter search on the UTD-MHAD
dataset. The methods performed best with a learning rate of 1.5 x 10~%, a batch size of 16, and a
latent representation dimension of 2048 with an Adam optimizer. Experiments were implemented
in Pytorch and run on a 16GB NVIDIA Quadro RTX 5000, four 48GB A40s, or four 48GB A100s.
More detailed information about each dataset and implementation can be found in Appendix [A.4]

Quantitative Results: Our results show our methods’ Top-1 and Top-3 test accuracies on 4 different
datasets (Table [I). Our modular architecture also adapts to the supervised setting: IMU trains
fO . xIMU) 3 RGB trains f(2) : X(RGB) _, Y and fusion averages the outputs of f(1) and
f® with a linear head h. The supervised setting serves as a strong empirical upper bound for our
methods to approach, thus we use it as a comparison. We ran each experiment thrice with different
random seeds, reporting the average accuracies, to ensure rigorous empirical results. Full trial data
and standard deviations are available in Appendix Figure[d]

The performance rankings of our UMA methods were consistent, with C3T consistently achieving the
highest accuracy, followed by CA, while ST consistently ranked the lowest. We believe ST performs
the worst since the student is bound by the performance of the teacher. Thus, given the noise in
the teacher distribution, the student also suffers in performance. Furthermore, given that the latent
space is the label distribution, ST provides little flexibility in extending to various modalities and
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Table 3: Additional Experiments: Performance of ST, CA, and C3T across various training methods,
modalities, and noise. All results report UMA accuracy on IMU data, except modality test 2. and 3.

Training Modality Testing Noise Experiments
Model | 1. Align 2. HAR 3.Inter 4.Comb | I.IMU 2.RGB 3.Both | 1. Crop 2. Misalign 3. Dilate 4.All None
ST - - 12.9 53.8 17.0 3.4 5.7 5.7 102 129
CA 38.6 432 27.3 42.6 42.6 56.8 60.2 10.2 2.3 21.6 182 426
C3T 62.5 352 51.1 279 62.5 78.4 79.5 52.3 46.6 56.8 580 625

tasks. Nonetheless, ST demonstrates a 3-10x improvement over random guessing, indicating some
effectiveness in UMA. Unlike CA and C3T, whose performance declines with smaller hidden sizes
(Figure[3), ST maintains consistent performance. This difference arises because, in CA and C3T, the
hidden size directly influences the latent vector z, impacting overall model size. In contrast, ST’s
hidden size primarily affects the internal latent space within f(?) between convolutional outputs and
the MLP classification head. Notably, ST begins to outperform CA at smaller hidden sizes, while
C3T retains superior performance even with a reduced model size. This highlights C3T’s efficiency
and suitability for resource-constrained environments, such as on-device computing for wearables or
smart devices, where effective learning of new modalities is essential.

The most notable quantitative result, is that on a few datasets CA and C3T surpass the supervised
RGB model. We believe that this is because these methods leverage an inherent correlation between
the modalities, and for some of these datasets the IMU data is more informative than the RGB data.
The superiority of the IMU modality in our test scenarios is further evidenced by the supervised
unimodal IMU model outperforming both the RGB and fusion models.

Qualitative Results: We visualized the latent space outputs of the CA model using TSNE plots
(Figure [d). These plots show training when the alignment phase (phase b) is performed first, and then
labeled-RGB training (phase a) is performed. The model quickly segments classes during the align
phase, even without labels, suggesting that the data’s natural structure facilitates class distinction
across different modalities. This implies that our methods could potentially adapt to new class labels
during testing with just a few samples, as the latent structure would have already grouped similar
classes. Furthermore, after alignment and HAR training, we notice how the model tends to misclassify
points that are near the boundary between clusters. These visualizations support our initial hypothesis
(Figure[T)) on how a joint latent space could be leveraged to effectively perform UMA, by using a
classification head trained only on RGB data.

Interestingly, we observed that IMU data points consistently cluster towards the center of the plot,
with RGB points surrounding them (more examples in Appendix [A.6). This pattern persists even in
early alignment stages, suggesting it’s not solely due to labeled RGB HAR training. While this might
indicate that RGB data is more informative, it contradicts our quantitative findings where supervised
IMU models outperform RGB models for our given datasets. This phenomenon warrants further
investigation as it may have implications for continual learning, test-time adaptation, or domain
adaptation, where different modalities should be leveraged differently depending on their placement
in the shared latent space. TSNE plots for C3T are provided in Appendix [A.6|but were excluded from
this discussion due to their difficulty to interpret.

5.1 ADDITIONAL EXPERIMENTS:

We conduct three primary sets of experiments to further gain insights from our UMA methods: one
investigates various training mechanisms of CA and C3T, the second examines the deployment of
each model in different testing scenarios, and the third tests performance under temporal noise.

How do we train the CA and C3T Architectures?

Experimental setup: We experimented with four ways to perform the two phases of training for CA
and C3T. In this setup, all tests were done on the IMU data in Dypeg;.

1. Align First: First align the representations generated by the RGB and IMU encoders, f(!) and
f®) RGB on Dalign (phase b depicted in Figure . Then freeze the weights for both encoders and
train the HAR module ~» on RGB data in Dyar (phase a in Figure .

2. HAR First: Reverse the order from the previous method, first perform phase a), RGB HAR
training, then freeze the RGB encoder f(1) and align the IMU encoder f(2), phase b).
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3. Interspersed Training: Intermittently learn from Dajign and Dyagr. The model learns an epoch
from a) and updates its weights to train the RGB HAR model, then learns an epoch from b) and
updates it’s weights to align the encoders. The model continues to iterate between the two losses.

4. Combined Loss: Train both phases a) and b) but within the same loss iteration. The loss from a)
on a batch of data from Dyar is added to the loss from b) on a batch of data from Djig, and the
total loss is then used to update the weights of the model: Lo = Lcg + LcL-

Results: As shown in Table [3| Training, method 1. Align First performs the best for C3T, whereas 4.
Combined Loss performed the best for CA. The main experiments reported in this work (Table [[juse
training methods 1. and 4. for C3T and CA, respectively. We hypothesize that in method 2. training
the HAR model first yields a latent space that captures the best HAR features for RGB data, which is
not directly applicable to IMU data. This implies that cross-modal alignment may be a more difficult
task, i.e. adding a modality may require more restructuring of the latent space than adding an output
head. This reaffirms findings from existing methods such as CLIP (Radford et al.|[2021)), where linear
probing is used on aligned representations to learn new tasks. Method 3. faced instability in training
and was unable to converge. In method 4, for CA we believe one loss acted as a regularizer for the
other pushing the latent space Z to the ideal balance for cross-modal transfer in HAR. However,
given that C3T is a more difficult alignment problem, the contrastive loss was dominating the overall
loss term preventing the model from learning to perform HAR well.

Can UMA methods retain performance on the labeled modality? Can they leverage both modalities?

Experimental setup: Table [3Modality Testing shows the result of training in the UMA setting, but
testing with all combinations of the modalities. Any inputs can be used to perform HAR by simply
using the HAR module h on an estimate for the latent vector, Z derived from the modalities. For ST,
h can be viewed as the identity, and z’s are the output logits.

1. RGB (Supervised Learning): Tests the model on different samples of the training distribution,
which is RGB data for our setup. Thus the estimated latent vector is given by f(1) (;vgl)) =%
2. IMU (Cross-modal Zero-Shot Transfer): Is the main result of this paper and described above

in Section Here the estimated latent vector is given by f(?) (:c,l@)) = Z;.
3. Both (Sensor Fusion): Merges latent vectors from each modality. Assuming each estimate is

2Dy
equally as good as the other: 2, = ]E[z¢|:1c§1), x§2)] = E[zi|;3§1>, 2§2>] = ‘(1)71(2)'

align the latent vectors from different modalities by minimizing the angle between them, i.e.
cosine similarity, we also fuse vectors by generating the normalized vector whose angle is halfway
between the estimated vectors. This is a relatively unexplored fusion approach as most sensor
fusion methods sum, average, concatenate, use attention, or apply a learned module over features.

. Given that we

Results: As expected, Table 3| shows that C3T outperforms the other methods. When comparing the
performances in the different test scenarios, intriguingly our experiments indicate that when given
both modalities, fusion performs better than the RGB model alone. Instead of introducing noise or
uncertainty into the model, introducing an unlabeled modality may add structure to the shared latent
space that bolsters performance, especially if that modality is highly informative for the given task.
This observation bears resemblance to knowledge distillation methods, where an auxiliary modality
during training leads to improved testing outcomes, however, these methods usually assume that
auxiliary modality is labeled (Chen et al., 2023)). We believe using UMA for sensor fusion is an
interesting direction that should be explored further in future works.

How robust are these methods to time-related noise?

Experimental Setup: We evaluated each method’s robustness to temporal noise during testing on
Dy, simulating three real-life scenarios (Table [3):

1. Crop: Randomly shifts and crops both modalities’ time sequences by 60%, simulating continuous
real-time action recognition, where an action may not occur in the middle of the time sequence.

2. Misalign: Applies crop to one modality, mimicking hardware asynchrony or differing framerates.

3. Dilation: Applies crop to both modalities and then upsamples, imitating slower action movements.

Results: C3T demonstrates robust performance under temporal noise, likely due to its attention-based
HAR module leveraging tokens from the receptive field of a temporal convolution. The self-attention
mechanism compares neighboring tokens from various time sections, effectively capturing actions
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Input Da

. Table 5: Architecture Ablation: Compari-
Fi Y o

bbbk son of different architectures for RGB and
.IMU encoders across methods. Encoder

m— bl types are reported as (RGB-Spatial / RGB-
~*Temporal / IMU-Temporal), where C = Con-
Attention Weights for Class Token | VOlutional and A - Attention.

XMy / / —

s Method Encoders \ Params (M) Acc. (%)

C/C/C 129.2 129
ey v o vver ST CIC/A 97.8 10.2
C/A/C 871.2 114
Figure 5: Attention heatmap for C3T’s A/CIC 291.5 5.7
HAR module: Input shifts shift the atten- c/c/C 163.8 38.6
tion weights of the temporal latent vectors. CA C/C/A 132.3 19.3
C/A/C 905.7 34.1
Table 4: C3T HAR Module Ablations: Com- A/CIC 326.0 26.1
parison of 2 Attention methods and two MLP C/C/C 137.7 62.5
methods. C3T C/C/IA 106.3 15.9
Atontion MLP C/IA/C 879.6 53.4
Input ‘ Class Concat Add Concat A/C/IC 300.0 33.0

Clean | 625 4432 56.82 7045

Noisy | 5227  43.18 50.00 43.18

regardless of their temporal position within the sequence. Visually, we observe the attention weights
over the latent vectors in C3T, and can see a shift when we shift the input sample (Figure [3).
Additionally, C3T’s attention head’s ability to handle variable-length inputs during inference provides
an advantage in cropped scenarios, requiring minimal zero-padding compared to ST and CA methods.

5.2 ABLATIONS:

We conducted comprehensive ablation experiments on our model architecture (Table[5), comparing
convolutional and attention modules for RGB (spatial and temporal) and IMU (temporal) encoders.
Results generally favored convolutional architectures across various methods in our UMA setting.
Notably, C3T’s superior performance cannot be attributed solely to its attention head leveraging
temporal information, as ST or CA models with temporal attention did not perform comparably well.
Instead, C3T’s effectiveness stems from its unique method of alignment in the temporal space.

Further ablation on C3T head architectures (Table ) compared the class token-based self-attention
head with alternatives: concatenating output attention tokens and projecting, adding latent vectors
Zy ... Z,, and passing through an MLP, and concatenating vectors and using an MLP. The latter two
methods do not use attention. While concatenating latent vectors and using an MLP performed best
on clean data, the class token attention mechanism offered superior robustness to noise. The attention
visualization in Figure 5] corroborates these findings, showing the class token approach’s resilience to
shift noise. In addition, we notice all C3T variants outperformed CA and ST in UMA performance
(Table[T) on the UTD-MHAD dataset, emphasizing C3T’s strength in temporal alignment, regardless
of the classification head.

6 CONCLUSION

We explored the UMA framework for human action recognition, challenging models to perform
inference with an unlabeled modality during training. Our experiments focused on constructing a
unified latent space between modalities and comparing three UMA methods in various settings. Our
C3T method, integrating temporal convolutions with self-attention, showed promising results for
robust cross-modal transfer in UMA. Future work could explore continuous HAR with temporal
localization, and generalization to additional modalities and tasks.We hope our results inspire further
exploitation of cross-modal latent spaces for more robust human motion understanding in AI models.

10
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7 REPRODUCABILITY STATEMENT

We have made significant efforts to ensure the reproducibility of our work. Our commitment to
reproducibility extends to several key areas:

1. Code Availability: The complete codebase for this work, including all models, training
scripts, and evaluation procedures, is provided in the supplementary materials. Upon
acceptance, this code will be open-sourced and made publicly available on GitHub.

2. Dataset Preparation: Detailed instructions for dataset setup, including any preprocessing
steps and data splits used in our experiments, are provided in the supplementary materials
Appendix [A4] This ensures that other researchers can replicate our exact experimental
conditions.

3. Hardware and Hyperparameters: A comprehensive description hyperparameters used in our
experiments is provided in Section[5] This includes model-specific parameters, optimization
settings, the GPUs used for all experiments, and any other configuration details necessary
for reproduction.

4. Architecture Transparency: We are very transparent about our model architectures in
Section 5} ensuring others can understand our code our reconstruct such models themselves.

5. Random Seed Control: As mentioned, all key experiments were conducted with three
different random seeds. The specific seeds used are documented in the code as well as
Appendix [A] allowing for exact replication of our experimental conditions. The full results
across all trials is given in Table[l}

Evaluation Metrics: The precise definitions of all evaluation metrics used in this study are provided in
Section 4 of the main paper, with additional details in Appendix D. By providing this comprehensive
set of resources and information, we aim to facilitate the reproduction of our results by the research
community. We believe that this level of transparency is crucial for advancing the field and allowing
for thorough validation and extension of our work.
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A APPENDIX: MAIN EXPERIMENTS

Below we report some addition Unsupervised Modality Adaptation (UMA) experiments. All tables
report the accuracy on the Dr.4; for each method ( accuracy = i 2114:1 1y.—y.). In particular,

we attempt to implement baselines as described in the next section, however, all existing methods
perform poorly.

For reproducibility and to guarantee scientific rigour of our experiments, our main results table in
Tableran 3 times with pytorch random seeds 1,2, and 3. The full results are given in Figure@ We
also note that the supervised methods were only trained on 40% of the data given in Dyag for a fair
comparison to the other methods.

A.1 FULL RESULTS:
A.2 METHODS:

Student Teacher:
N ©

1 exp Ui ;
Lop(Py, Py) = _szﬂyi:j 10%(%) (2)

i=1 j=1 Zi:l €XDP Yi,j

where ; is the output of the 7th sample in the batch of N samples, 7; ; is the score for the jth class out
of C classes, and P, represents the probability distribution produced by a given model’s output logits.
The teacher network minimizes Lo g(Py1(5), Py) and the student minimizes Lo g (P2 (q), Pf2(x))-
Since the student approximates the teacher and the teacher approximates the true distribution, this
implies that the student can only be as good as the teacher at approximating the true distribution:

Lor(Pri(zy, Py) < Lop(Pr2(a), Py) 3

A.3 C3T MODULES

Here we provide a more precise formulation of the modules used for C3T.

The updated modules are as follows:

Video Feature Encoder f(*) : X(1) — Ztrec: This module applies a pretrained Resnet18 to every
frame a video and then performs a single 3D convolution. The resulting output is a set t,... 2:
Zm = (2,

trec

IMU Feature Encoder f(?) : X(2) — Ztree: This is a ID CNN that decreases the time dimension
{0 tyee, resulting in an output of Z(2) = (2&2) e 5t(23)

HAR Task Decoder h : Ztrec — Y: This module is like a transformer encoder that uses self-
attention on an input sequence of length ¢,... vectors appended with a learned class token. The output
class token of the self attention layer is then passed through a FFN and outputs a single action label

Yi.-
A.4 DATASETS

Here we provide more information on the datasets and how they were used in our experiments.

UTD-MHAD Most of the development and experiments were performed on the UTD-Multi-modal
Human Action Dataset (UTD-MHAD) (Chen et al., |2015). This dataset consists of roughly 861
sequences of RGB, skeletal, depth and an inertial sensor, with 27 different labeled action classes per-
formed by 8 subjects 4 times. The inertial sensor provided 3-axis acceleration and 3-axis gyroscopic
information, and all 6 channels were used for in our model as the IMU input. Given our motivation,
we only use the video and inertial data; however, CA can easily be extended to multiple modalities.

CZU-MHAD The Changzhhou MHAD (Chao et al.,2022) dataset provides about 1,170 sequences
and includes depth information from a Kinect camera synchronized with 10 IMU sensors, each 6
channels, in a very controlled setting with a user directly facing the camera for 22 actions. They do
not provide RGB information, thus we use depth as the visual modality, broadcast it to 3 channels,
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Table 6: UMA performance compared to supervised baselines Using Train Method 1: Each
method is modular and can be decomposed to perform in the traditional supervised setting, or can be
combined into ST, CA or CT3 to perform UMA. We developed all models from scratch, however, ST
and CA resemble existing methods whereas C3T introduces novel mechanisms. Top-1 and Top-3
accuracies are reported for each dataset. Although ST performs poorly, it performs significantly better
than randomly guessing, indicating it is still learning action information from the RGB data without
any labels.

UTD-MHAD  CZU-MHAD MMACT MMEA-CL
Model Top-1 Top-3 Top-1 Top-3 Top-1 Top-3 Top-1 Top-3
IMU 879 977 951 98.2 70.0  90.0 65.8 87.6
Supervised RGB 53.8 73.1 94.0 99.7 42.1 61.6 54.2 77.1
Fusion 62.5 822 950 985 767 920  80.1 92.7
Random | 3.7 11.1 4.6 16.6 29 8.6 3.1 9.4
UMA ST 12.9 246  41.1 61.9 17.6 34.7 9.9 227
CA 38.6  56.1 810 955 273 456 423 62.1
C3T 62.5 864 842 967 324 579 512 788

and pass it into the RGB module. We concatenate the IMU data to provide a 60-channel input as the
IMU modality and use depth as the input modality. Given the controlled environment and dense IMU
streams, the models performed the best on this dataset.

MMACT The MMAct dataset (Kong et al.,|2019) is a large scale dataset containing about 1,900
sequences of 35 action classes from 40 subjects on 7 modalities. This data is challenging because it
provides data from 5 different scenes, including sitting a desk, or performing an action that is partially
occluded by an object. Furthermore, the data was collected with the user facing random angles at
random times. The dataset contains 4 different cameras at 4 corners of the room, and it measures
acceleration on the user’s watch and acceleration, gyroscope and orientation data from a user’s phone
in their pocket. We only use the cross-view camera 1 data, and again we concatenate the 4 3-axis
inertial sensors into one 12 channel IMU modality.

MMEA-CL The Multi-Modal Egocentric Activity recognition dataset for Continual Learning
(MMEA-CL) (Xu et al.| 2023) is a recent dataset motivated by learning strong visual-IMU based
representations that can be used for continual learning. It provides about 6,4000 samples of synchro-
nized first-person video clips and 6-channel accelerometer and gyroscope data from a wrist worn
IMU for 32 classes. The dataset’s labels feature realistic daily actions in the wild, as opposed to
recorded sequences in a lab. Due to issues with the data and technical constraints, we downsize the
data proportionally from each class and use about the first 1,000 samples. Nonethless, CT3’s superior
performance shows how this method can generalize to a different camera view, and different types of
activities.

A.5 MAIN TABLE WITH ALL TRAIN METHOD 1:
Before the ablations discovered that Train method 4 (combined loss) was better for CA we used

method 1 (Align first). This table shows the original experiment with all UMA models trained using
method 1 (align first) and we observe no difference in the resulting rankings of the method.
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A.6 ADDITIONAL VISUALIZATIONS
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Figure 7: C3T TSNE plot with shifted input: This plot visualizes the TSNE plots of the ¢, = 15
latent z; = 0. ..ty for various points of two classes. The zs shown are the fused representation
between the IMU and RGB modalities. The dark blue star is a point that was shifted by 50% compared
to the rest of the visualized points for the class. Notice how some time steps are more distinctive than
others between the classes, and the star tends towards the edge of the group for many zs.
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t-SNE Visualization of z_both Vectors Over Time
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Figure 8: C3T TSNE plot with shifted input: Another TSNE plot with shifted input for different
classes from the previous figure (Dark blue shows *Swipe left’ and light blue shows "Pick up and
throw’). This time X marks the regular input and star marks the shifted inputs. Unexpectedly, they
are relatively close through out, indicating the temporal convolutions that constructed these z’s might
be doing part of the work when accounting for robustness to shift noise. Furthermore, notice how
z7t0z1¢ indicate latent variables that are more distinctive. This could indicate that these time steps
are most important for distinguishing between the two given classes.
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Figure 9: CA TSNE on CZU Dataset: These plots indicate the same trend discussed in the main
paper, that the IMU points in the multimodal representation space tend to cluster in the middle and
mirror the RGB points on the outside. Particularly, for the CZU dataset the IMU signals are stronger
(60 IMU channels, 6 on 10 wearable devices) and this clustering tends to be stronger.
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Align Epoch 1 Align Epoch 50 Align Epoch 100 Train HAR Epoch 50 Train HAR Epoch 100

Figure 10: CA TSNE Plots: These are similar to the plot shown in the main paper. The following
shows the progression of the latent representations for 5 classes (5 different colors) during training
CA on the UTD-MHAD dataset in UMA. Circles indicate RGB data, and crosses indicate IMU data
points.

Table 7: UMA Testing on Each Modality Accuracy MMACT (Kong et al., 2019) when trained for
UMA and tested on only RGB data, only IMU data, or Both.

Model 1.RGB 2.IMU 3. Both

ST 25.8% 16.7%  25.8%
CA 39.9% 269%  41.3%
C3T 39.2% 31.7%  47.3%

B APPENDIX: ADDITIONAL EXPERIMENTS

B.1 BASELINES

This method attempts to adapt existing methods to UMA and compare them as baselines against our
methods.

Many works deal with robustness to missing sensor data during training or testing, however, few
works deal with zero-labeled training data from one modality. As a result, constructing baselines is
tricky and most methods had to be modified or adapted to fit our our approach. Even so, as shown in
Table [§| These methods perform very poorly in the UMA setting.

We would like to note that all the baselines and methods were trained and tested on the data splits,
i.e. it’s not the case that they have different train a) and train b) splits. We believe this allows for
fair comparison. In addition, the supervised baselines were only trained on the Train a) Supervised
HAR split. This assures that the supervised baselines don’t have an unfair advantage of seeing more
data (they also only see 40% of the label data not 80%). The exact data splits are also provided in a
separate repository linked in our code.

B.1.1 SENSOR FUSION BASELINES

Sensor fusion is often broken down into the following 3 methods based on where the data are
combined (Ramachandram & Taylor,|2017; Majumder & Kehtarnavaz, 2020; Sharma et al.| |[1998)),
also shown in Figure [T}

1. Early or data-level fusion combines the raw sensor outputs before any processing.

2. Middle/intermediate or feature-level fusion combines each sensor modality after some
preprocessing or feature extraction.

3. Late or decision-level fusion combines the raw output, essentially ensembling separate
models.

Many IMU-RGB based sensor fusion models have the ability to train on partially available or
corrupted data and are robust to missing modalities during inference (Islam et al., 2022} [slam &
Igbal, [2020). No works have attempted the extreme case where one modality is completely unlabeled
during training. Existing sensor fusion methods can be adapted to our setup using a psuedo- labeling
technique, similar to the student-teacher model above. The difference here is that the model learns a
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Table 8: UMA with Existing Methods: Most methods fail to adapt to zero-shot cross-modal
transfer from the RGB to IMU sensor modalities. Imagebind performs well on MMEA, which is an
eogecentric dataset, similar to Ego-4d in which Imagebind was trained on.

Model UTD-MHAD MMACT MMEA-CL CZU-MHAD
Sensor Fusion (2019) (Wei et al., [2019) 5.2% 3.2 % 4.1 % 4.5 %
HAMLET (2020) (Islam & Igball [2020) 4.6 % 32 % 4.1 % 4.5 %
ImageBind (2023) (Girdhar et al.| [2023) 11.3 % 4.6 % 40.1 % 4.54 %
Student Teacher (Ours) 12.9 % 17.6 % 9.9 % 41.1%
Contrastive Alignement (Ours) 38.6 % 27.3 % 42.3 % 81.0 %
Contrastive Alignment Through Time (Ours) 62.5 % 324 % 512 % 84.2 %

joint distribution between the two modalities so hopefully it may be able to learn some correlation
between the models. Nonetheless, we show that these methods cannot generalize to the scenario
where there is zero-labeled training data for one modality.

Let g(-,) : (XM, X®) — ). Our approach uses Dy 4. to train by passing in zeros for one modality, e.g.

we train g(-,0) : XY — ). Then, with D4z, we use g(-,0) to generated psuedo-labels and then train
g(0, -, ) with those labels.

We reproduced the conventional sensor fusion models (early, feature, and late) from (Wei et al., 2019) and
indicate the performance of the top model on |8} We further reproduce a self-attention based sensor fusion
appraoch (HAMLET (Islam & Igball 2020)) and tested it on our setup. We follow a very similar architecture;
however, extract spatio-temporal results using 3D convolution in the video as opposed to an LSTM and show
similar results on the standard sensor fusion problem. We selected these model due to their state-of-the-art
performance on the UTD-MHAD dataset, making them ideal benchmarks for comparison with our model.

To verify the integrity of our reproduced models we compared to state-of-the-art reported methods and showed
similar performance results. The results are given in Table 0] These experiments prove that our sensor fusion
baselines are comparable to SOTA method, and they fail to perform well in the UMA setting underscoring the
importance and novelty of our work.

Table 9: SOTA Sensor Fusion Performance on
XRGE

— el UTD-MHAD. 1 (Wei et al| 2019)

, % (Islam & Igbal, [2020)

RGB.
Middle/Feature Level * 1% REPORTED MODELS ACCURACY
Fusion XIMU.
HAMLET * 95.12%
e n E WEILET AL. T 95.6%
Late/Decision Level Fusion yimw H Y REPRODUCED FROM -'- ACCURACY

EARLY FUSION 86.71%
. ) . FEATURE FUSION 95.60%
Figure 11: Types of Sensor Fusion LATE FUSION 94.22%

B.1.2 CONTRASTIVE LEARNING BASELINE

ImageBind (Girdhar et al.l|2023) learns encoders for 6 modalities, (Images/Videos, Text, Audio, Depth, Thermal
and IMU) by performing CLIP’s training method (Radford et al.,2021) between each of those encoders and the
Image/Video encoder. It was well tested for image, text and audio based alignment, retrieval and latent space
generation tasks, however was not well test with IMU data and not used for specific tasks, such as HAR. In
addition, one fundamental difference between Imagebind and CA is that Imagebind constructs a latent space
amongst the sensing modalities and text and aligns between them. We hypothesize that this is vector space is
more difficult and unnecessary to construct, for human action recognitoin using sensing modalities. The text
modality, although sequential in nature, does not have a time dimension, thus it cannot leverage correlations
between modalities in time like C3T.

Let’s denote the video, IMU and text encoders as g : XV — 2 ¢@ . x¥® 4 z and ¢® . ¥® - =z
respectively. We perform two conventional task-specific adaptations for CLIP models. First, we attempt zero-shot
transfer, in which we pass all the action labels through the text encoder. For a dataset with C classes, we have

Z® = (253) e 2(03)) Finally, for a given IMU sample (x@), yi) € Drest, We pass 5652) through the IMU

k3
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encoder ¢'® and retrieve 2. Finally, we classify the point by looking at which points gives the highest cosine
(2) 5(3)
similarity score in the latent space, e.g. ¥; = argmaz; M
@725

Given that ImageBind is a large model trained on massive corpuses of data it becomes impractical to train the
model from scratch on our smaller datasets collected from wearables and edge devices. Instead, we fine-tuned
the ImageBind model using a linear projection head on the encoders, that can then be trained for a specific task.
The results of this method are depicted in Table[§]

The results show a poor generalization of Imagebind to most experiments on our setup, and we hypothesize a
few reasons. Firstly, ImageBind is a large model and may either overfit to small datasets, or not have enough
training examples to learn strong enough representations. Second, ImageBind was pre-trained on Ego4D and
Aria which contain egocentric videos to align noisy captions with the IMU data, whereas our datasets had fixed
labels and were mostly 3rd person perspective. In fact ImageBind performed the best on the one egocentric
dataset we used, MMEA-CL(Xu et al.| 2023). Lastly, Imagebind was trained on a IMU sequences of 10s length
sampled at a much higher frequency, thus we zero-padded or upsampled the IMU data to fit into ImageBind’s
IMU encoder, and the sparse or repetitive signal may have been too weak for ImageBind’s encoder to accurately
interpret the data.

B.2 FEw SHOT CROSS-MODAL ADAPTATION

How quickly can our models learn from labeled IMU samples?

As illustrated in Figure[T2] CA demonstrates faster learning, reaching peak performance within 20 shots, while
C3T requires about 40 shots. Neither method matches the supervised IMU performance of 87.9% reported in
Table[T] but they approach the fusion performance of approximately 62%.

It’s important to note that this comparison with the supervised baselines may not be entirely fair, as the supervised
baselines had access to the entire Train HAR dataset (40% of the data), whereas, the few-shot learning was
conducted on the validation set (10% of the data). Given that the supervised IMU and fusion models share the
same architecture as CA, repurposed for the supervised setting, we would expect similar performance under
equal conditions.

Nonetheless, these experiments clearly demonstrate CA’s superior ability in few-shot cross-modal learning
compared to C3T. As shown in Figure [[2] both IMU and combined modality performance improve with
increasing shots, while RGB performance remains constant due to the learning shots containing only labeled
IMU data.

Few Shot Learning Few Shot Learning
801 — RpGB 1 B
MU MU
70 4{ — Both 604 — Both
60 50
50 7 40
; 40 A ; 01
30 20
20 10
10 4 0
0 20 a0 60 80 0 20 a0 60 80
Number of Shots Number of Shots
(i) CA Cross-Modal Few Shot (>ii) C3T Cross-Modal Few Shot

Figure 12: Cross-Modal Few Shot Learning Comparison: (a) CA method and (b) C3T method
performance in cross-modal few shot learning scenarios when testing on IMU, RGB and Both
modalities. RGB performance remains the same because the learning shots only contain labeled IMU
data. However, we can see IMU and Both performance rise.

B.3 ADDITIONAL ABLATIONS:
We conducted a brief ablation study on the alignment loss, comparing our cosine similarity approach with

the conventional L2 loss. As shown in Table[I0} the results strongly support our initial intuition presented
in Section[3} The substantial performance gap between cosine similarity and L2 loss for both CA and C3T
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models underscores that cosine similarity is indeed a more effective measure of alignment for high-dimensional
vectors in this context. These findings align with well-established principles in high-dimensional space analysis,
reinforcing the validity of our approach. Given the well-established nature of these results, we have included this
comparison in the supplementary material rather than the main paper, focusing the primary discussion on novel
contributions.

Table 10: Alignment Loss Comparison: Performance of CA and C3T models using Cosine
Similarity and L2 loss for alignment on the UTD-MHAD dataset.

Model | Cosine Similarity L2 Loss

CA 44.32 2.27
C3T 62.50 341
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Table 11: Architecture Ablation Extensions: This shows an extension of our architecture ablations
to baselines. It shows a comparison of different architectures for RGB and IMU encoders across
various methods. We report encoder types for spatial and temporal dimensions of RGB data, and the
temporal dimension for IMU data, along with the number of parameters (in millions) and accuracy
for each configuration. Convolutional architectures generally yielded superior performance, while
still maintaining a relatively low model size. These results indicate that C3T’s performance advantage
stems from its methodological approach rather than solely from it’s attention head or size.

RGB IMU
Method Spatial Temporal Temporal | Params (M) Accuracy (%)
Conv Conv Conv 129.2 12.9
ST Conv Conv Attn 97.8 10.2
Conv Attn Conv 871.2 11.4
Attn Conv Conv 291.5 5.7
Conv Conv Conv 163.8 38.6
CA Conv Conv Attn 132.3 19.3
Conv Attn Conv 905.7 34.1
Attn Conv Conv 326.0 26.1
Conv Conv Conv 137.7 62.5
C3T Conv Conv Attn 106.3 159
Conv Attn Conv 879.6 534
Attn Conv Conv 300.0 33.0
Conv Conv Conv 163.8 62.5
Conv Conv Attn 132.3 77.3
FUSION | ooy Atn Conv 905.7 89.8
Attn Conv Conv 326.0 64.8
- - Conv 32.0 87.9
MU - - Attn 05 27.3
Conv Conv - 97.3 53.8
RGB Conv Attn - 839.2 71.6
Attn Conv - 259.5 64.8
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