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Abstract001

Aligning Large Language Models (LLMs) with002
investor decision-making processes under herd003
behavior is a critical challenge in behavioral004
finance, which grapples with a fundamental005
limitation: the scarcity of real-user data needed006
for Supervised Fine-Tuning (SFT). While SFT007
can bridge the gap between LLM outputs and008
human behavioral patterns, its reliance on mas-009
sive authentic data imposes substantial collec-010
tion costs and privacy risks. We propose In-011
vestAlign, a novel framework that constructs012
high-quality SFT datasets by leveraging the-013
oretical solutions to similar and simpler op-014
timal investment problems rather than com-015
plex scenarios. Our theoretical analysis demon-016
strates that training LLMs with InvestAlign-017
generated data achieves faster parameter con-018
vergence than using real-user data, suggesting019
superior learning efficiency. Furthermore, we020
develop InvestAgent, an LLM agent fine-tuned021
with InvestAlign, which demonstrates signif-022
icantly closer alignment to real-user data than023
pre-SFT models in both simpler and complex024
investment problems. This highlights InvestAl-025
ign as a promising approach with the potential026
to address complex optimal investment prob-027
lems and align LLMs with investor decision-028
making processes under herd behavior.029

1 Introduction030

In financial markets, investors typically make de-031

cisions based on their risk preferences to achieve032

higher returns, lower volatility, and maximize their033

utility. (Merton, 1969). Investment decisions are034

crucial as they not only impact individual financial035

outcomes but also shape market dynamics and over-036

all economic stability, making them a key driver of037

both personal wealth and broader market efficiency038

(Ahmad and Wu, 2022). During this process, in-039

vestment assistants such as financial analysts and040

fund managers, play a significant role by sharing041

their own investment decisions through platforms042

(Brown et al., 2008). These investment assistants 043

often have rich investment experience and exten- 044

sive influence, leading investors to mimic their be- 045

haviors. This is commonly referred to as herd be- 046

havior in microeconomics and behavioral finance 047

(Bikhchandani and Sharma, 2000). The prior works 048

in (Wang and Zhao, 2024a,b, 2025) have investi- 049

gated the optimal investment problem considering 050

herd behaviors between two agents, and theoreti- 051

cally analyzed the impact of herd behavior on their 052

decisions. However, there are more complex prob- 053

lems where the above models fall short or only 054

provide qualitative insights (Zhou and Liu, 2022), 055

prompting us to explore alternative approaches. 056

Large Language Models (LLMs) have been 057

widely adopted in various domains as generative 058

agents to assist with specific tasks (Kovač et al., 059

2023; M. Bran et al., 2024). A notable trend is 060

the enhancement of LLM agents with human-like 061

intelligence to simulate human decision-making 062

processes (Gao et al., 2024). In economics and 063

finance, substantial works have been done on align- 064

ing LLMs with human values and decisions, partic- 065

ularly in models for market behavior prediction and 066

the analysis of complex economic data for policy- 067

making (Zhao et al., 2023; Lee et al., 2024). These 068

studies predominantly address macroeconomic con- 069

cerns, such as the dynamics of information dis- 070

semination and collective decision-making within 071

global markets (Li et al., 2024b). To our best knowl- 072

edge, there has been limited exploration of LLMs’ 073

efficacy in microeconomics and behavioral finance, 074

and current LLMs do not fully align with investor 075

decision-making processes, as shown in Section 3. 076

Achieving the alignment of LLMs to investor 077

decision-making processes often relies on large- 078

scale real-user data in Supervised Fine-Tuning 079

(SFT) (Zhang et al., 2023). Fine-tuned with spe- 080

cific training datasets, LLMs can better generate 081

investor behavior in complex problems. However, 082

it faces the following obstacles. Collecting real- 083
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Figure 1: Overview of InvestAlign.

user data can be costly due to the wide variation in084

investment attributes like risk preference and herd085

degree (Abbot, 2017). Additionally, many investors086

are reluctant to share their investment decisions due087

to privacy and security concerns.088

To address data scarcity, note that for some sim-089

ple problems such as the one in (Wang and Zhao,090

2024b), the theoretical solution has already been091

found, using which we can generate a large amount092

of training data. One possible solution is that, given093

a complex problem, we first identify a similar and094

simpler problem with a theoretical solution, con-095

struct the SFT dataset using this theoretical solu-096

tion, and then fine-tune LLMs to solve the original097

complex problem. There are several issues to be098

addressed when following this approach:099

• Q1: Given the complex problem, how to identify100

a similar and simpler problem?101

• Q2: Do the theoretical solution of the simpler102

problem align with real users’ investment decisions,103

and can they be used to construct a training dataset104

that mirrors investor decision-making processes?105

• Q3: How can we generate the training dataset106

based on the theoretical solution of the simpler107

problem? How does it align with investor decision-108

making processes compared with real-user data?109

• Q4: How to adapt the fine-tuned LLMs to solve110

the complex problem, and what is its performance?111

To validate the feasibility of the proposed ap-112

proach and address the above four issues, in this113

work, we examine an optimal investment scenario114

involving two agents as a case study. We consider115

the following two primary factors influencing herd116

behavior. The first factor is the pattern of herd be-117

havior, which includes absolute herd behavior in118

(Wang and Zhao, 2024b), where agents replicate119

the entire portfolio of others, and relative herd be-120

havior in (Wang and Zhao, 2024a), where agents121

mimic the changing rate of others’ decisions. The122

second factor is the structure of the influence net-123

work structure, which includes unilateral influence124

from one agent to another and mutual influence 125

between two agents (Wang and Zhao, 2025). We 126

investigate two complex problems corresponding 127

to relative herd behavior under unilateral influence 128

and absolute herd behavior under mutual influence, 129

respectively. Although theoretical solutions for 130

these problems exist, their computational complex- 131

ity is notably high. To address Q1, we utilize ab- 132

solute herd behavior under unilateral influence as 133

the simpler problem, for which the theoretical so- 134

lution is more readily derived. Note that while the 135

simpler problem shares mathematical similarities 136

with the original complex problems, they differ in 137

their approaches to measuring herd behavior. 138

To answer Q2, we collect real-user data on the 139

simpler problem and apply statistical methods to 140

validate the consistency between real-user data and 141

the theoretical solution. Next, to answer Q3, we 142

construct SFT datasets based on the theoretical 143

solutions, and theoretically prove that fine-tuning 144

LLMs on the above training datasets leads to faster 145

parameter convergence than using real-user data. 146

Then, to answer Q4, given the training dataset, we 147

fine-tune the LLMs and develop the InvestAgents, 148

which can make decisions similar to the theoretical 149

solution, thus aligning with real-user data in the 150

simpler problem. Finally, we conduct another real- 151

user test to verify the performance of InvestAgents 152

on solving the original complex problems, and ex- 153

perimental results show that InvestAgents exhibit 154

better alignment performance than pre-SFT LLMs. 155

In conclusion, our contributions include: 156

•We explore and utilize LLMs in micro economics 157

and behavioral finance, particularly in the domain 158

of optimal investment under herd behavior. 159

•We effectively construct a large amount of high- 160

quality training data with the theoretical solution 161

of the corresponding mathematical model. 162

•We propose the LLM alignment techniques, In- 163

vestAlign, using the generated abundant dataset 164

and apply SFT to fine-tune LLMs. 165
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2 Related Work166

LLMs in Finance and Optimal Investment. For167

finance-related tasks, several specialized LLMs168

have been developed, e.g., BloombergGPT (Wu169

et al., 2023), FinGPT (Yang et al., 2023a), and Xu-170

anYuan (Zhang and Yang, 2023). The success of171

these models depends on large amounts of train-172

ing data, and the challenge is how to effectively173

collect and generate high-quality data, which is a174

key goal of our proposed method. Focusing on175

the optimal investment problem, prior studies have176

explored the use of LLMs in different scenarios177

such as investment idea generation and quantitative178

investment (Li et al., 2023; Wang et al., 2023a).179

However, within agent-based modeling, only a few180

works use LLMs as generative investors to simu-181

late or complement human investor behavior, e.g.,182

InvestLM in (Yang et al., 2023b) and EconAgent in183

(Li et al., 2024b). Similar agent-based ideas have184

been widely used in many areas such as problems185

in the economic system (Horton, 2023; Chen et al.,186

2023; Geerling et al., 2023), social science (Ghaf-187

farzadegan et al., 2023; Liu et al., 2024; Wang et al.,188

2024b), and natural science (Boiko et al., 2023;189

M. Bran et al., 2024). While several studies in190

other domains have explored the LLMs’ irrational191

behaviors to mirror human cognitive biases (Liu192

et al., 2024; Wang et al., 2024a; Xiao et al., 2024),193

existing agent-based LLMs for investment have not194

yet accounted for the herd behavior (Bikhchandani195

and Sharma, 2000), which is significant in microe-196

conomics and behavioral finance. Understanding197

its influence on the optimal investment problem198

while incorporating LLMs is crucial for analyzing199

investor behavior (Ahmad and Wu, 2022).200

LLM Alignment. LLM alignment with human201

values has emerged as a critical area of research202

(Wang et al., 2024d), aiming to make LLM agents203

behave in line with human intentions and values204

(Ji et al., 2023). Although LLMs excel in various205

tasks, issues like untruthful answers (Bang et al.,206

2023), sycophancy (Perez et al., 2022), and de-207

ception (Steinhardt, 2023), raise concerns about208

controllability and risks in LLM agents. To achieve209

forward alignment, which ensures that trained sys-210

tems meet alignment requirements, numerous meth-211

ods for policy learning and scalable oversight are212

proposed (Ji et al., 2023; Wang et al., 2024d). For213

LLMs, a typical approach is reinforcement learning214

from human feedback (RLHF) using SFT (Chris-215

tiano et al., 2017; Bai et al., 2022; Bowman et al.,216

2022; Wang et al., 2024c). In microeconomics and 217

behavioral finance, only a limited number of stud- 218

ies involve LLMs (Li et al., 2024b; Horton, 2023), 219

focusing on macro-level alignment while ignoring 220

microcosmic behaviors of human decision-making. 221

SFT Methods in Optimal Investment. SFT is a 222

widely adopted technique in the field of LLMs for 223

improving model performance on specific tasks by 224

refining pre-trained models with a dataset tailored 225

to the target task (Zhang et al., 2023). Many tricks 226

and methods of SFT have been proposed to achieve 227

better LLM alignment to humans, e.g., (Ding et al., 228

2023; Wang et al., 2023b; Xie et al., 2024; Li et al., 229

2024a). In the domain of finance, SFT has been 230

applied to various investment-related tasks such 231

as price prediction, financial reports summariza- 232

tion, sentiment analysis, portfolio optimization, etc. 233

(Zhao et al., 2024; Guo and Hauptmann, 2024; 234

An et al., 2024). These advancements highlight 235

the power of SFT in tailoring LLMs to meet the 236

specific needs of investment strategies, enabling 237

models to simulate or complement human-like be- 238

haviors. However, collecting large, high-quality 239

datasets for fine-tuning in optimal investment re- 240

mains a challenging problem (Abbot, 2017). 241

3 Problem Simplification & Real-User 242

Data Verification 243

To verify the feasibility of the proposed method 244

InvestAlign, we consider the optimal investment 245

scenario involving two agents A1 and A2. As men- 246

tioned above, for the first complex problem P1, we 247

assume that A1’s investment decisions are unilater- 248

ally influenced by A2 under relative herd behavior, 249

and for the second problem P2, we assume that 250

A1’s and A2’s investment decisions are mutually in- 251

fluenced under absolute herd behavior. For the sim- 252

ple problem with the theoretical solution, denoted 253

by P3, we assume that A1’s investment decisions 254

are unilaterally influenced by A2 under absolute 255

herd behavior. Next, to answer Q2, we collect real- 256

user data using interviews and questionnaires, and 257

obtain pre-SFT LLMs’ investment decisions for 258

P3. Then, we show that pre-SFT LLMs’ responses 259

are misaligned with the real-user data, and validate 260

the statistical consistency between the theoretical 261

solutions and the real-user data. 262

3.1 Optimal Investment Problems 263

Following the work in (Merton, 1969), we consider 264

the scenario where A1 and A2 invest in the period 265
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T = [0, T ] in a financial market consisting of a de-266

posit and a stock. We define Ai’s fund invested in267

the stock as his/her investment decisions, denoted268

by {Pi(t)}t∈T (i = 1, 2). We denote r as the inter-269

est rate of the deposit, and v and σ as the excess270

return rate and volatility of the stock. Given the271

above parameters, Ai’s fund {Xi(t)}t∈T satisfies272

dXi(t)=[rXi(t)+vPi(t)]dt+σPi(t)dW (t), (1)273

where Xi(0) = xi,0 is his/her initial fund, and274

{W (t)}t∈T is a standard Brownian motion model-275

ing the randomness of the stock price. Considering276

the herd behavior, Ai jointly maximizes his/her277

expected utility of the terminal fund Eϕi[Xi(T )]278

and minimizes the distance between his/her own279

and the other’s decisions D(P1, P2). Following the280

work in (Rogers, 2013), we assume that Ai’s utility281

is ϕi[Xi(T )] = − 1
αi

exp[−αiXi(T )], where αi is282

his/her risk aversion coefficient. In summary, the283

general optimal investment problem is284 {
sup{P1(t)}t∈T Eϕ1[X1(T )]− θ1D(P1, P2),

sup{P2(t)}t∈T Eϕ2[X2(T )]− θ2D(P1, P2),
(2)285

where θi is Ai’s influence coefficient to address286

the tradeoff between the two different objectives.287

We define the risk aversion coefficient αi and the288

influence coefficient θi as Ai’s investment attribute.289

• P1: Optimal investment problem under rela-290

tive herd behavior with unilateral influence. Fol-291

lowing the work in (Wang and Zhao, 2024a), when292

considering the relative herd behavior, the distance293

is defined as δ(P1, P2) =
1
2

∫
T [P

′
1(t)− P ′

2(t)]
2dt,294

i.e., the integrated square error between the two295

decisions’ changing rates, and when considering296

the unilateral influence of A2 on A1, A2’s influ-297

ence coefficient θ2 = 0. In this case, the optimal298

investment problem (2) becomes P1, which is299 {
sup{P1(t)}t∈T Eϕ1[X1(T )]− θ1δ(P1, P2),

sup{P2(t)}t∈T Eϕ2[X2(T )].
(3)300

• P2: Optimal investment problem under abso-301

lute herd behavior with mutual influence. Fol-302

lowing the work in (Wang and Zhao, 2025), when303

considering the absolute herd behavior, the distance304

is defined as ∆(P1, P2) =
1
2

∫
T [P1(t)−P2(t)]

2dt,305

i.e., the integrated square error between the two306

agents’ decisions, and when considering the mutual307

influence, the two agents’ influence coefficients, θ1308

and θ2, are both positive. In this case, the optimal309

investment problem (2) becomes P2, which is 310{
sup{P1(t)}t∈T Eϕ1[X1(T )]− θ1∆(P1, P2),

sup{P2(t)}t∈T Eϕ2[X2(T )]− θ2∆(P1, P2).
(4) 311

•P3: Optimal investment problem under abso- 312

lute herd behavior with unilateral influence is 313{
sup{P1(t)}t∈T Eϕ1[X1(T )]− θ1∆(P1, P2),

sup{P2(t)}t∈T Eϕ2[X2(T )].
(5) 314

From the work in (Wang and Zhao, 2024b), Ai’s 315

theoretical optimal decision, denote by {P̂i(t)}t∈T , 316

of P3 can be easily calculated, as shown in (11) in 317

Appendix A.1. We set the parameter values of P1, 318

P2, and P3 in Appendix A.2. 319

3.2 Data Collection 320

Real-User Data Collection. To verify whether 321

P3’s theoretical solution in (11) matches users’ 322

investment decisions, we collect real-user data 323

from 119 participants using interviews and ques- 324

tionnaires when facing the investment problem 325

P3. We denote the index set of participants as 326

I = {1, 2, . . . , 119}. To reduce bias and noise in 327

the collected data, we primarily recruit profession- 328

als and students in the fields of microeconomics 329

and behavioral finance, and we treat the real-user 330

data as a proxy for the ground truth. We let the par- 331

ticipant play the role of A1 unilaterally influenced 332

by an investment assistant A2 whose investment 333

attribute is set in Appendix A.2. 334

The questionnaire we use is in Figure 15 in Ap- 335

pendix A.14. In the first part, we provide the 336

task description, including the asset information 337

and the participants’ goals. In the second part, 338

participants report their investment decisions, de- 339

noted by {P̃ i
1(t)}t∈T for all i ∈ I. To facilitate 340

participants’ decision-making, we ask them to re- 341

port the proportions of funds invested in the stock 342

{P̃ i
1(t)/X

i
1(t)}t∈T . When processing the data, we 343

first calculate {Xi
1(t)}t∈T using (1), and then cal- 344

culate the participants’ decisions {P̃ i
1(t)}t∈T ac- 345

cording to the proportions {P̃ i
1(t)/X

i
1(t)}t∈T . In 346

the third part, we ask the participants the infor- 347

mation about their investment attributes, based on 348

which, we calculate their risk aversion coefficients 349

{αi
1}i∈I and influence coefficients {θi1}i∈I as fol- 350

lows. Details are in Appendix A.3. 351

Collection of Pre-SFT LLMs’ Investment Deci- 352

sions. Next, to verify whether pre-SFT LLMs align 353

with real-user data, we collect the pre-SFT LLMs’ 354

4



decisions. We choose a variety of LLMs, includ-355

ing API-based model GPT-3.5-Turbo (Achiam356

et al., 2023), as well as open-source models357

like Qwen-2-7B-Instruct (Yang et al., 2024)358

and Meta-Llama-3.1-8B-Instruct (Dubey et al.,359

2024). To obtain these pre-SFT LLMs’ investment360

decisions in P2, we first construct a prompt, as361

shown in Figure 11 in Appendix A.13. The first362

part is identical to the questionnaire in Figure 15,363

where we designate the pre-SFT LLM as an invest-364

ment expert and describe the task. In the second365

part, we assign the pre-SFT LLM its investment366

attribute, corresponding to the participant’s invest-367

ment attribute {αi
1}i∈I and {θi1}i∈I in the real-user368

data. In the third part, the pre-SFT LLM reports369

the proportion of its funds invested in the stock370

{P i
1(t)/X

i
1(t)}t∈T . We then obtain the pre-SFT371

LLM’s investment decision {P i
1(t)}t∈T .372

3.3 Validation of Pre-SFT LLMs and the373

Theoretical Solution374

The real-user data shows that the participants’ risk375

aversion coefficients {αi
1}i∈I and influence coef-376

ficients {θi1}i∈I fall within the ranges of S̃α1 =377

[0.09, 0.38] and S̃θ1 = [0, 1× 10−7], respectively.378

For the convenience of data processing, we dis-379

cretize these two sets into S̃α1 =
⋃

m∈M S̃mα1
380

and S̃θ1 =
⋃

n∈N S̃nθ1 , and treat values that fall381

within the same interval as the same value1. We382

then group the participants according to these sub-383

sets, with participants sharing the same invest-384

ment attributes forming a class. Specifically, the385

class of participants with risk aversion coefficient386

α1 ∈ S̃mα1
and influence coefficient θ1 ∈ S̃nθ1 for all387

m ∈M and n ∈ N is denoted as Imn = {i|αi
1 ∈388

S̃mα1
, θi1 ∈ S̃nθ1} for all m ∈M and n ∈ N .389

For each participant class Imn, we calculate the390

mean and the 95% confidence interval of the real-391

user data, the mean and the 95% confidence in-392

terval of the pre-SFT LLMs’ investment decisions393

based on 10 repeated trials with the same invest-394

ment attribute, and the corresponding theoretical395

solution. Here, we take the investment attribute396

α1 = 0.13 and θ1 = 7× 10−8 as an example, and397

observe the same trend for other values. The experi-398

mental results are in Figure 2. In figure legends, we399

omit the subscript 1 from P1 where no ambiguity400

arises. As shown in Figure 2, there is a significant401

1Specifically, we set S̃α1 = [0.09, 0.13) ∪ [0.13, 0.19) ∪
[0.19, 0.26) ∪ [0.26, 0.38) ∪ {0.38} and S̃θ1 =

⋃9
k=0[k ×

10−8, (k + 1)× 10−8) ∪ {1× 10−7}, and use the left-point
value to approximate the entire interval.

discrepancy between the pre-SFT LLMs’ invest- 402

ment decisions and the real-user data, indicating 403

that pre-SFT LLMs fail to align with real-user data 404

in optimal investment under absolute herd behav- 405

ior. We also find that the performances of pre-SFT 406

LLMs in P1 and P2 are misaligned, as shown in 407

Appendix A.5, underscoring the necessity of su- 408

pervised fine-tuning to bridge the gap between pre- 409

SFT LLMs’ decisions and real-user data. 410

On the contrary, from Figure 2, the theoretical 411

solutions are much closer to the real-user data than 412

pre-SFT LLMs’ investment decisions. We further 413

employ statistical methods to validate the consis- 414

tency between the theoretical solutions and real- 415

user data. For the i-th participant, we denote his/her 416

real investment decision as {P̃ i
1(t)}t∈T , and the 417

theoretical solution with the same investment at- 418

tribute as {P̂ i
1(t)}t∈T , respectively. We calculate 419

the difference di and correlation coefficient ρi be- 420

tween {P̃ i
1(t)}t∈T and {P̂ i

1(t)}t∈T , and conduct 421

t-tests on the means of the differences {di}i∈I and 422

the correlation coefficients {ρi}i∈I (Shao, 2008), 423

respectively, which show that there exists signifi- 424

cant consistency between the theoretical solution 425

and real-user data. Details are in Appendix A.6. 426

In summary, due to the significant gap between 427

pre-SFT LLMs and real-user data, fine-tuning the 428

LLMs with the theoretical solution is critical. As 429

the theoretical solution closely aligns with real-user 430

data, we can use them to construct the SFT dataset 431

as a substitute for real-user data. 432

4 Methodology: InvestAlign 433

In this section, to answer Q3, i.e., how we can 434

construct the SFT dataset using the theoretical solu- 435

tion, and whether it performs better in fine-tuning 436

compared to real-user data, we first introduce the 437

method of constructing SFT datasets using the the- 438

oretical solution. Then, we theoretically prove that 439

training LLMs on these datasets results in faster 440

parameter convergence than using real-user data. 441

4.1 Constructing SFT Dataset with 442

Theoretical Solution 443

The SFT dataset comprises input-output pairs for 444

fine-tuning LLMs, which are generated based on 445

a custom prompt template. The prompt for SFT 446

is in Figure 12 in Appendix A.13. When con- 447

structing the SFT dataset, we need to vary A1’s 448

investment attribute α1 and θ1. Following the work 449

in (Wang and Zhao, 2024b), we set the values of 450
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Figure 2: Comparison of real-user data (P̃1), pre-SFT LLMs’ decision (P1), and theoretical solution (P̂1) on P3.

α1 and θ1 in Ŝα1 = {0.05, 0.10, . . . , 0.50} and451

Ŝθ1 = {1×10−8, 2×10−8, . . . , 1×10−7}. Using452

the same method in Section 3.2, we set the invest-453

ment attributes through two questions in natural454

language easy for LLMs to understand, rather than455

directly telling them the specific values of the pa-456

rameters. For each investment attribute, we first cal-457

culate the theoretical optimal decision {P̂1(t)}t∈T458

using (11) and Algorithm 1, and then calculate459

the investment proportion {P̂1(t)/X1(t)}t∈T us-460

ing (1). Note that there exists a random perturba-461

tion {W (t)}t∈T in (1), and we repeat 10 trials for462

each investment attribute. In summary, the SFT463

dataset contains 103 training samples.464

4.2 Analysis of Parameter Convergence Rates465

We theoretically show that fine-tuning LLMs on the466

training datasets constructed from theoretical solu-467

tions leads to faster parameter convergence com-468

pared to using real-user data. To ensure mathemati-469

cal tractability, we make the following assumptions.470

First, when calculating the loss function, we only471

consider the values of the LLM’s investment deci-472

sion, theoretical solution, and real-user data. This473

is because the natural language parts for all three474

experiments are the same. Second, we assume that475

the sample size of the training dataset constructed476

from the theoretical solution and real-user data are477

both sufficiently large. Third, we assume that the478

output layer of the LLM is a Sigmoid layer, i.e.,479

Sigmoid(z) = [1 + exp(−w⊤z)]−1, where w is480

the model parameter and z is the output layer’s in-481

put. Although the output layer of the LLM may be482

more complex, this simplification makes the theo-483

retical analysis tractable. We denote the ranges of484

the LLM’s investment decision P1(t), theoretical485

solution P̂1(t), and real-user data P̃1(t) as P1(t),486

P̂1(t), and P̃1(t), respectively.487

Given the above assumptions, in the following,488

we analyze the parameter convergence rate in fine-489

tuning. First, according to the second assump-490

tion, when fine-tuning the LLM using the training 491

dataset constructed from the theoretical solution, 492

we can express the cross-entropy loss function as 493

L̂(w)=−
∑

t∈T
∫
P̂1(t)

fP̂1(t)
(x)lnfP1(t)(x)dx, (6) 494

where fP1(t)(·) and fP̂1(t)
(·) represent the proba- 495

bility density functions of P1(t) and P̂1(t) in the 496

training dataset, respectively. Similarly, we can 497

define the cross-entropy loss function L̃(w) when 498

fine-tuning the LLM using the real-user data. 499

Next, we derive the analytical form of fP̂1(t)
(·) 500

and fP̃1(t)
(·). When we construct the SFT dataset, 501

we uniformly set the values of the risk aversion co- 502

efficient α1 and the influence coefficient θ1 within 503

a rectangular region. Therefore, we assume that α1 504

and θ1 satisfy two uniform distributions. As shown 505

in in Appendix A.7, we can prove that 506

fP̂1(t)
(x) ≈ cx−2, x ∈ P̂1(t), (7) 507

where c is a normalization parameter. Equation (7) 508

is consistent with the empirical research in the field 509

of behavioral finance, which shows that the distri- 510

bution of trading volume often exhibits a power-law 511

characteristic (Iori, 2002). From (7), we can find 512

that the probability distribution function fP̂1(t)
(·) 513

is a monotonically decreasing function. Thus, we 514

assume that fP1(t)(·) is also monotonically decreas- 515

ing. Because the real-user data often have a bigger 516

noise than the theoretical solution, we assume that 517

P̃1(t) is P̂1(t) plus a white noise n(t) that indepen- 518

dently and identically satisfies a uniform distribu- 519

tion U(−ε, ε), i.e, P̃1(t) = P̂1(t) + n(t). Then, 520

as shown in Appendix A.8, we can derive the ex- 521

pression of fP̂1(t)
(·). Finally, given fP̂1(t)

(·) and 522

fP̃1(t)
(·), we can calculate the gradient norms of 523

the loss function and further prove that 524

∥∇L̂(w)∥ > ∥∇L̃(w)∥. (8) 525

That is, the gradient norm when using the training 526

dataset constructed from the theoretical solution 527
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Figure 3: Comparison of the gradient norms between
using theoretical solution and real-user data.

is higher than when using real-user data. This is528

because, once the parameters are given, the real-529

user data are noisy, while the theoretical solution530

is deterministic. According to (Chen and Yang,531

2018), the gradient descent algorithm converges532

faster when the gradient norm is larger. Thus, from533

(8), we can draw the conclusion that the gradient534

descent algorithm converges faster when using the535

training dataset compared to using real-user data.536

We conduct an experiment to validate our above537

analysis on open-source models including Qwen-2538

and Llama-3.1. We construct the SFT datasets539

using both the theoretical solution and real-user540

data, and fine-tune the LLMs with these training541

datasets using low-rank adaptation (LoRA) in (Hu542

et al., 2021). We set the LoRA rank, alpha, and543

dropout rate as 4, 32, and 0.1, respectively, and544

keep the training parameters, such as the learning545

rate and batch size, etc., unchanged. The experi-546

mental results of the gradient norm ∥∇L(w)∥ are547

in Figure 3. From Figure 3, the gradient norm when548

using the training dataset constructed from theo-549

retical solution is significantly higher than when550

using real-user data across different LLMs, validat-551

ing that fine-tuning LLMs on the training datasets552

constructed from theoretical solution leads to faster553

parameter convergence than using real-user data.554

5 Experiments & Performance Validation555

To answer Q4, we conduct experiments to verify556

the alignment performance of InvestAgents with557

real-user data in the simple problem P3 and the558

original complex problems P1 and P2.559

5.1 Performance of InvestAgent in P3560

Experimental Setup. To compare the alignment561

performance of pre-SFT LLMs and InvestAgents562

with real-user data, we develop a Python-based563

simulation environment. The prompt we used is564

in Figure 11 in Appendix A.13. For different565

investment attributes, we select α1 from Sα1 =566

{0.09, 0.13, 0.19, 0.26, 0.38} and θ1 from Sθ1 = 567

{0, 1 × 10−8, . . . , 1 × 10−7}. Given {W (t)}t∈T 568

in (1), we use 10 random seeds for each investment 569

attribute, producing a total of 550 trials. 570

Experimental Results. Similarly to the data- 571

processing method in Section 3.3, we plot the mean 572

and the 95% confidence interval of the real-user 573

data, denoted by P̃1, and the pre-SFT LLMs’ and 574

InvestAgents’ investment decisions based on 10 575

repeated trials with the corresponding investment 576

attribute, denoted by P1, and P SFT
1 , respectively. 577

We also plot the theoretical solutions, denoted by 578

P̂1. The experimental results are in Figure 4. Here, 579

we take the investment attribute α1 = 0.13 and 580

θ1 = 7× 10−8 as an example, and we observe the 581

same trend for other values. As shown in Figure 582

4, InvestAgents’ investment decisions are signifi- 583

cantly closer to real-user data and theoretical solu- 584

tions than pre-SFT LLMs across different LLMs. 585

Additionally, to quantitatively evaluate how In- 586

vestAlign can help pre-SFT LLMs align with real- 587

user data in P3, we calculate the overall MSE be- 588

tween the mean of pre-SFT LLMs’ decisions and 589

real-user data, which is 590

Overall MSE(P1, P̃1) =
1

|M||N ||T | (9) 591

·
∑

m∈M,n∈N ,t∈T [P
mn
1 (t)− P̃mn

1 (t)]2, 592

and the overall MSE between the mean of InvestA- 593

gents’ decisions and real-user data, which is 594

Overall MSE(P SFT
1 , P̃1) =

1
|M||N ||T | (10) 595

·
∑

m∈M,n∈N ,t∈T [P
SFT,mn
1 (t)− P̃mn

1 (t)]2, 596

where {P̃mn(t)}t∈T represents the mean of the 597

real-user data in class Imn, {Pmn(t)}t∈T and 598

{PSFT,mn(t)}t∈T represents the mean of the pre- 599

SFT LLMs’ and InvestAgents’ investment deci- 600

sions with the corresponding investment attribute, 601

respectively. The experimental results are in Table 602

1. As shown in Table 1, InvestAlign helps reduce 603

the overall MSEs by 45.59% ∼ 61.26%. 604

Furthermore, we also conduct an ablation study 605

on the hyper-parameters of fine-tuning, including 606

LoRA Rank and fine-tuning steps, as shown in Ap- 607

pendix A.9. We find that the overall MSE decreases 608

as either LoRA Rank or fine-tuning steps increase. 609

The above results validate the effectiveness of 610

our proposed method InvestAlign, i.e., fine-tuning 611

LLMs using the SFT dataset constructed from the 612

theoretical solution can align them better with in- 613

vestor decision-making under herd behavior. 614
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Figure 4: Comparison of real-user data (P̃1), pre-SFT LLMs’ investment decision (P1), InvestAgents’ investment
decision (P SFT

1 ), and theoretical solution (P̂1) on P3.

Overall MSE Pre-SFT InvestAgent Reduction

P3

GPT-3.5 4.44 1.72 -61.26%
Qwen-2 3.97 2.16 -45.59%

Llama-3.1 4.08 1.59 -61.03%

P1

GPT-3.5 14.03 7.46 -46.84%
Qwen-2 17.22 7.46 -56.69%

Llama-3.1 13.07 7.25 -44.52%

P2
Qwen-2 15.66 6.12 -60.92%

Llama-3.1 12.28 6.66 -45.77%

Table 1: Comparison of the overall MSE between pre-
SFT LLMs’ and InvestAgents’ investment decisions
with real-user data in P1, P2, and P3.

5.2 Performance of InvestAgent in P1 and P2615

Experimental Setup. This experiment shows the616

alignment performance of our proposed InvestAl-617

ign, i.e., using LLMs fine-tuned from P3 to solve618

P1 and P2. The prompts we use in P1 and P2 are in619

Figure 13 and Figure 14 in Appendix A.13, respec-620

tively. The investment attributes are set the same621

as those in Section 5.1.622

Also, we collect 80 and 44 real-user data for623

P1 and P2, respectively, and the participants are624

also primarily professionals and students in the625

fields of finance to reduce bias and noise. The626

questionnaires we use in P1 and P2 are in Figure627

16 and Figure 17 in Appendix A.14, respectively.628

Experimental Results. Using the same method629

in Section 5.1, we list the overall MSE between630

the mean of pre-SFT LLMs’ investment deci-631

sions with real-user data, Overall MSE(P1, P̃1),632

and the overall MSE between the mean of InvestA-633

gents’ investment decisions with real-user data,634

Overall MSE(P SFT
1 , P̃1), for P1 in Table 1. For635

P2, we list Overall MSE(P1 ∪ P2, P̃1 ∪ P̃2) and636

Overall MSE(P SFT
1 ∪P SFT

2 , P̃1∪ P̃2) correspond-637

ingly. As shown in Table 1, InvestAlign helps638

reduce the overall MSEs by 44.53% ∼ 56.68%639

and 45.77% ∼ 60.92% in P1 and P2, respectively.640

The experimental results validate the effectiveness641

of our proposed InvestAlign, and show that the 642

InvestAgents fine-tuned using the theoretical so- 643

lution in a similar and simpler problem can better 644

align with human decision-making processes in a 645

complex problem than pre-SFT LLMs. It demon- 646

strates the potential of InvestAlign to solve com- 647

plex optimal investment problems and align LLMs 648

with investor decision-making processes. 649

In addition to the experiments mentioned above, 650

we also: 1) supplement smaller samples of real- 651

user data with theoretical solutions to construct a 652

training dataset to improve robustness; 2) compare 653

InvestAgents with LLMs fine-tuned using the base- 654

line FinGPT dataset (Yang et al., 2023a); and 3) 655

validate that InvestAgents can reflect economic 656

principles in the presence of investor herd behav- 657

ior. The experimental results and analyses are in 658

Appendices A.10–A.12, respectively. 659

6 Conclusion 660

Studying investor decision-making processes under 661

the herd behavior is of great significance in microe- 662

conomics and behavioral finance. LLMs can be 663

leveraged to assist in solving complex investment 664

problems. To fine-tune LLMs for alignment with 665

human decision-making processes, a substantial 666

amount of real-user data is required. However, the 667

cost of collecting the real-user data is high, and 668

there are concerns regarding privacy and security. 669

To address data scarcity, we propose InvestAlign, 670

a novel method that constructs training datasets us- 671

ing the theoretical solution of a similar and simple 672

problem to align LLMs with investor behavior. We 673

demonstrate that fine-tuning LLMs on these train- 674

ing datasets leads to faster parameter convergence 675

compared to using real-user data. The experimental 676

results indicate that InvestAgents, fine-tuned with 677

InvestAlign, achieves superior alignment perfor- 678

mance in the original complex problem. 679
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Limitations680

As a preliminary work in this field, InvestAlign681

does not claim universal applicability for all com-682

plex optimal investment problems, and the theoret-683

ical solution may not fully capture all nuances of684

real-world investor behavior. We aim to address685

a specific challenge: data scarcity when training686

LLMs in the context of investor decision-making.687

In our future work, we plan to: 1) extend InvestAl-688

ign to diverse behavioral biases, e.g., overconfi-689

dence and loss aversion; 2) incorporate RLHF on690

InvestAgents to complement SFT to assess the691

effectiveness of different alignment methods in in-692

vestment decision-making tasks.693

Ethics Statement694

In our study, participants were primarily recruited695

from professional and student populations within696

the fields of microeconomics and behavioral fi-697

nance. To ensure diversity and representativeness,698

we employed targeted recruitment strategies, such699

as reaching out through academic institutions and700

professional networks. Regarding compensation,701

participants were remunerated according to the702

standard rates for similar studies in the respective703

regions. Payment levels were carefully considered704

based on participants’ demographic characteristics705

to ensure fair compensation for their time and ex-706

pertise. Participants were fully informed about the707

study’s objectives, how their data would be used,708

and their rights to withdraw from the study at any709

time without penalty. We have thoroughly reviewed710

the real-user data to ensure it is free from poten-711

tial discrimination, human rights violations, bias,712

exploitation, or any other ethical concerns. Addi-713

tionally, the data does not contain any information714

that could identify individuals or include offensive715

content. The data collection protocol is approved716

(or determined exempt) by an ethics review board.717
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A Appendix993

A.1 Theoretical Optimal Investment Decisions of P3994

A1’s optimal investment decision for P3 is given by995

P̂1(t) =
α2σ

2η exp[2r(T − t)] + θ1
α1σ2η exp[2r(T − t)] + θ1

· v

α2σ2
exp[r(t− T )], t ∈ T , (11)996

where the parameter η can be numerically calculated using Algorithm 1, and A2’s optimal investment997

decision for P3 is given by998

P̂2(t) =
v

α2σ2
exp[r(t− T )], t ∈ T . (12)999

The proof can be found in (Wang and Zhao, 2024b).1000

Algorithm 1: Numerical Method of the Parameter η in P3.
Input: Interest rate: r;

Excess return rate: v;
Volatility: σ;
Initial fund: x1,0;
Risk aversion coefficients: α1 and α2;
Investment period: T ;
Influence coefficient: θ1;
Error tolerance: ε.

Output: The parameter η.

η0 = exp
[
−α1x1,0e

rT − v2T
2σ2

]
, ∆η0 = +∞, k = 0, ϑ = θ

α1σ2 ;

while ∆ηk ⩾ ε do
ηk+1 = η0 exp

∫
T

ϑ2v2(α1/α2−1)2dt

2σ2{ηk exp[2r(T−t)]+ϑ}2 ;

∆ηk+1 = |ηk+1 − ηk|;
k ← k + 1;

end
η ≈ ηk.

A.2 Parameter Settings1001

Following the work in (Wang and Zhao, 2024b), we set the default parameter values in this work as:1002

• The interest rate of the deposit: r = 0.04.1003

• The excess return rate of the stock: v = 0.03.1004

• The volatility of the stock: σ = 0.17.1005

• The investment period: T = 10.1006

• A1’s initial fund: x1,0 = 10.1007

Additionally, for P1 and P3, we further set:1008

• A2’s risk aversion coefficient: α2 = 0.2.1009

A.3 Calculation Methods of Investment Attributes1010

From the work in (Pratt, 1978), the risk aversion coefficient α1 reflects the participant’s preference1011

between risky and risk-free options. If the participant is indifferent between the following two options:1012

(1) receiving w1 with probability pi, and receiving nothing with probability 1− pi, or (2) receiving w2,1013

his/her risk aversion coefficient αi
1 can be determined by1014

pi =
exp(−αi

1w2)− 1

exp(−αi
1w1)− 1

. (13)1015
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We ask the participant to provide his/her response for pi, from which we calculate his/her risk aversion 1016

coefficient αi
1. 1017

From the work in (Wang and Zhao, 2024b), the influence coefficient θ1 quantifies the level of herd 1018

behavior. In the third part of the questionnaire, we ask participants: “On a scale [0, 10], how much do you 1019

rely on the investment assistant when making decisions, where 10 represents the highest reliance level 1020

and 0 the lowest?” From the work in (Wang and Zhao, 2024b), the influence coefficient θi1 typically falls 1021

within the range [0, 1 × 10−7]. Thus, we set the participant’s influence coefficient as θi1 = ki × 10−8, 1022

where ki is the response. 1023

A.4 Experimental Results of GLM-4-9B-CHAT 1024

In this work, we also conduct experiments on GLM-4-9B-CHAT (GLM et al., 2024) for better comparison. 1025

The experimental results of GLM-4-9B-CHAT corresponding to Figures 2–4 are in Figure 5. 1026
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Figure 5: The experimental results of GLM-4-9B-CHAT corresponding to Figures 2–4.

A.5 Comparison of Real-User Data and Pre-SFT LLMs’ Investment Decision on P1 and P2 1027

From Figure 6, we can find that the performances of pre-SFT LLMs in P1 are misaligned with real-user 1028

data. Note that when A2’s influence coefficient θ2 = 0, the complex problem P2 degenerates into the 1029

simpler problem P3. Therefore, from Figure 2, we can also draw the conclusion that the performances of 1030

pre-SFT LLMs in P2 are misaligned with real-user data. 1031
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Figure 6: Comparison of real-user data (P̃1) and pre-SFT LLMs’ investment decision (P1) on P1.

A.6 Statistical Tests’ Results of the Differences and Correlation Coefficients1032

We define the difference di and correlation coefficient ρi between {P̃ i
1(t)}t∈T and {P̂ i

1(t)}t∈T as1033

di =
∑
t∈T

[P̃ i
1(t)− P̂ i

1(t)], (14)1034

and1035

ρi =

∑
t∈T [P̃

i
1(t)−

¯̃P i
1][P̂

i
1(t)−

¯̂
P i
1]√∑

t∈T [P̃
i
1(t)−

¯̃P i
1]
2
∑

t∈T [P̂
i
1(t)−

¯̂
P i
1]
2

, (15)1036

where ¯̃P i
1 = 1

T

∑
t∈T P̃ i

1(t) and ¯̂
P i
1 = 1

T

∑
t∈T P̂ i

1(t), respectively.1037

For the differences {di}i∈I , the results show that their mean does not significantly deviate from 01038

at the 1% significance level, with a t-statistic = −1.075. For the correlation coefficients {ρi}i∈I , the1039

results show that their mean does not significantly deviate from 0.85 at the 1% significance level, with a1040

t-statistic = −0.843. Since a mean difference close to 0 indicates minimal discrepancy and a correlation1041

coefficient close to 0.85 reflects a strong positive relationship, we show that there exists significant1042

consistency between the theoretical solution and real-user data.1043

A.7 Probability Distribution Function of A1’s Optimal Investment Decision of P31044

We assume the parameters α1 and θ1 satisfy two uniform distributions, denoted by U(α, α) and U(θ, θ),1045

respectively. Therefore, their probability distribution functions are1046

fα1(x) =
1

α− α
, x ∈ [α, α], and fθ1(x) =

1

θ − θ
, x ∈ [θ, θ]. (16)1047
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From (11), using the convolution formula (Rényi, 2007), we have 1048

fP̂1(t)
(x) =

1

θ − θ

∫ θ

θ
fα1

(
1

σ2η exp[2r(T − t)]
1049

·
{
α2σ

2η exp[2r(T − t)] + y

x
· v

α2σ2
exp[r(t− T )]− y

})
1050

· α2σ
2η exp[2r(T − t)] + y

σ2η exp[2r(T − t)]x2
· v

α2σ2
exp[r(t− T )]dy. (17) 1051

Here, following the work in (Wang and Zhao, 2024a), we assume that η approximately remains constant 1052

when α1 and θ1 change slightly. Because P̂1(t) ∈ P̂1(t), we can rewrite (17) as 1053

fP̂1(t)
(x) ≈ min[P̂1(t)] ·max[P̂1(t)]

max[P̂1(t)]−min[P̂1(t)]
· 1
x2

, x ∈ P̂1(t). (18) 1054

That is, A1’s theoretical optimal decision P̂1(t) approximately satisfies a Pareto distribution. To simplify 1055

the notation, we denote the normalization parameter as 1056

c =
min[P̂1(t)] ·max[P̂1(t)]
max[P̂1(t)]−min[P̂1(t)]

. (19) 1057

A.8 Gradient Norms of the Loss Function 1058

First, we derive the expression of fP̃1(t)
(·) from (7). Using the convolution formula in (Rényi, 2007), we 1059

can obtain 1060

fP̃1(t)
(x) ≈ 1

2ε

∫ ε

−ε
fP̂1(t)

(x− y)dy 1061

=



c

2ε

∫ ε

min[P̂1(t)]−x

1

(x− y)2
dy, x ∈ [min[P̂1(t)]− ε,min[P̂1(t)] + ε)

c

2ε

∫ ε

−ε

1

(x− y)2
dy, x ∈ [min[P̂1(t)] + ε,max[P̂1(t)]− ε)

c

2ε

∫ max[P̂1(t)]−x

−ε

1

(x− y)2
dy, x ∈ [max[P̂1(t)]− ε,max[P̂1(t)] + ε]

1062

=
c

2ε

(
1

max{min[P̂1(t)], x− ε}
− 1

min{max[P̂1(t)], x+ ε}

)
, x ∈ P̃(t). (20) 1063

Next, we calculate the gradient norms. We have 1064

∇L̂(w) = −
∑
t∈T

∫
P̂1(t)

fP̂1(t)
(x)∇ ln fP1(t)(x)dx 1065

= −
∑
t∈T

∫
P̂1(t)

fP̂1(t)
(x)

fP1(t)(x)
∇Sigmoid(z)dx 1066

= −z
∑
t∈T

∫
P̂1(t)

fP̂1(t)
(x)[1− fP1(t)(x)]dx 1067

= −z
∑
t∈T

[∫
P̂1(t)

fP̂1(t)
(x)dx−

∫
P̂1(t)

fP̂1(t)
(x)fP1(t)(x)dx

]
1068

= −z
∑
t∈T

[
1−

∫
P̂1(t)

fP̂1(t)
(x)fP1(t)(x)dx

]
. (21) 1069
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Therefore, the gradient norm is1070

∥∇L̂(w)∥ = ∥z∥
∑
t∈T

[
1−

∫
P̂1(t)

fP̂1(t)
(x)fP1(t)(x)dx

]
. (22)1071

Using the same method as above, we can obtain1072

∥∇L̃(w)∥ = ∥z∥
∑
t∈T

[
1−

∫
P̃1(t)

fP̃1(t)
(x)fP1(t)(x)dx

]
. (23)1073

Then, we compare the two gradient norms ∥∇L̂(w)∥ and ∥∇L̃(w)∥. From (22) and (23), we only need1074

to compare the following two integrals:1075

Î =

∫
P̂1(t)

fP̂1(t)
(x)fP1(t)(x)dx, (24)1076

and1077

Ĩ =

∫
P̃1(t)

fP̃1(t)
(x)fP1(t)(x)dx. (25)1078

Because the investment decisions of the pre-SFT LLM can be arbitrary due to the randomness of model1079

parameters, we have1080

P̂1(t) ⊂ P̃1(t) ⊂ P1(t). (26)1081

Because fP1(t)(·) is monotonically decreasing, from (7) and (21), we can prove that1082

Î < Ĩ < 1, (27)1083

and thus we have1084

∥∇L̂(w)∥ > ∥∇L̃(w)∥. (28)1085

A.9 The Ablation Study on the Hyper-parameters of SFT1086

We conduct an ablation study on the hyper-parameters of fine-tuning, including LoRA Rank and fine-1087

tuning steps. Here, we take Qwen-2 and Llama-3.1 as examples. The experimental results are in Tables1088

2 and Table 3. It can be seen that our InvestAlign consistently enhances the agreement between the1089

InvestAgent and real-user data across various hyperparameters. Furthermore, the overall MSE decreases1090

as the strength of fine-tuning increases, either through a larger LoRA Rank or more fine-tuning steps,1091

underscoring the effectiveness of InvestAlign. We hypothesize that full-parameter fine-tuning could yield1092

even better results if computational resources permit, which we plan to explore in future studies.1093

Overall MSE
Qwen-2

R = 4 R = 8 R = 16

Pre-SFT 3.97 3.97 3.97
InvestAgent 3.09 2.16 1.35
Reduction -22.17% -45.60% -65.99%

Overall MSE
Llama-3.1

R = 4 R = 8 R = 16

Pre-SFT 4.08 4.08 4.08
InvestAgent 2.40 1.59 1.36
Reduction -41.18% -61.03% -66.67%

Table 2: Ablation study on the LoRA rank (R) using Qwen-2 and Llama-3.1.
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Overall MSE
Qwen-2

S = 50 S = 100 S = 150 S = 200 S = 250

Pre-SFT 3.97 3.97 3.97 3.97 3.97
InvestAgent 2.83 3.01 2.67 2.43 2.16
Reduction -28.71% -24.18% -32.75% -38.79% -45.59%

Overall MSE
Llama-3.1

S = 50 S = 100 S = 150 S = 200 S = 250

Pre-SFT 4.08 4.08 4.08 4.08 4.08
InvestAgent 3.17 2.72 2.92 1.97 1.59
Reduction -22.30% -33.33% -28.43% -51.72% -61.03%

Table 3: Ablation study on the fine-tuning step (S) using Qwen-2 and Llama-3.1.

A.10 The Experimental Results of Supplementing Smaller Samples of Real-user Data with 1094

Theoretical Solutions 1095

Here, we take the complex problem P1 and the simpler problem P3 as examples. We conduct the 1096

experiments using the dataset of theoretical data and smaller samples of real-user data. The experimental 1097

results of P1 and P3 are in Table 4. 1098

Overall MSE Qwen-2 Llama-3.1

P3: Absolute herd behavior with unilateral influence (simple problem)
Pre-SFT LLM 3.97 4.08

Mix-SFT LLM (1:10) 2.85 3.17
Mix-SFT LLM (1:1) 2.38 1.76

Mix-SFT LLM (10:1) 2.03 1.64
InvestAgent 2.16 1.59

P1: Relative herd behavior with unilateral influence (original complex problem)
Pre-SFT LLM 17.22 13.07

Mix-SFT LLM (1:10) 11.33 10.68
Mix-SFT LLM (1:1) 9.65 8.98

Mix-SFT LLM (10:1) 7.32 7.06
InvestAgent 7.46 7.25

Table 4: Comparison of the overall MSE between pre-SFT LLMs’, mix-SFT LLMs’, and InvestAgents’ investment
decisions with real-user data. “Mix-SFT LLM (m : n)” means that LLM was fine-tuned on a training dataset where
the ratio of theoretical data to real-user data is m/n.

From Table 4, it can be observed that supplementing a portion of real-user data slightly improved the 1099

model’s performance on average, i.e., InvestAgents align more with real-user data, indicating that this 1100

approach can enhance the model’s robustness to some extent. Notably, as the proportion of real-user data 1101

in the entire SFT dataset gradually increases, the robustness may improve, but the parameter convergence 1102

rate decreases. We have provided both theoretical and experimental evidence for this in Section 4.2. 1103
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A.11 The Experimental Results of Compare InvestAgents with LLMs Fine-tuned Using the1104

Baseline FinGPT Dataset1105

Here, we take the complex problem P1 and the simpler problem P3 as examples. We conduct1106

the experiments using the FinGPT datasets (Yang et al., 2023a), including FinGPT-FinEval and1107

FinGPT-ConvFinQA, to fine-tune LLMs, and compare them with our proposed InvestAgents. The1108

experimental results of P1, P2, and P3 are in Table 5.1109

Overall MSE Qwen-2 Llama-3.1

P3: Absolute herd behavior with unilateral influence (simple problem)
Pre-SFT LLM 3.97 4.08

FinEval-SFT LLM 3.35 3.28
ConvFinQA-SFT LLM 2.77 1.96

InvestAgent 2.16 1.59
P1: Relative herd behavior with unilateral influence (original complex problem)

Pre-SFT LLM 17.22 13.07
FinEval-SFT LLM 13.74 11.16

ConvFinQA-SFT LLM 10.86 9.61
InvestAgent 7.46 7.25

Table 5: Comparison of the overall MSE between pre-SFT LLMs’, FinEval-SFT LLMs’, ConvFinQA-SFT LLMs’
and InvestAgents’ investment decisions with real-user data.

From Table 5, it can be seen that InvestAgents outperform the LLMs fine-tuned on the FinGPT datasets.1110

This is because InvestAgent’s training dataset is specifically constructed for studying optimal investment1111

problems with herding behavior, whereas FinGPT is more general. Therefore, InvestAgent shows better1112

performance in the context of optimal investment analysis.1113

A.12 The Experimental Results of Validating that InvestAgents Better Reflect Economic1114

Principles in the Presence of Investor Herd Behavior Compared to Pre-SFT LLMs1115

A.12.1 Experimental Setup1116

We conduct experiments to validate whether InvestAgents better reflect established economic principles1117

in scenarios involving investor herd behavior compared to pre-SFT LLMs. Our analysis focuses on two1118

foundational economic hypotheses:1119

• H1: In both unilateral and mutual influence scenarios, as the influence coefficient increases, which1120

amplifies herd behavior, agents’ investment decisions, i.e., {P1(t)}t∈T and {P2(t)}t∈T , should1121

exhibit progressive convergence (Wang and Zhao, 2024a, 2025, 2024b).1122

• H2: In the mutual influence scenario, as the influence coefficient increases, which amplifies herd1123

behavior, the mean of the sum of the two agents’ terminal funds, i.e., E[X1(T ) +X2(T )], should1124

decrease (Wang and Zhao, 2025).1125

We choose A1’s influence coefficient θ1 from Ŝθ1 or S̃θ1 for P1 and P3, and set the homogeneous1126

influence coefficients of both A1 and A2, θ1 = θ2 := θ, from Ŝθ1 or S̃θ1 for P2. Other parameters are1127

specified in Appendix A.2. We generate corresponding prompts and collect InvestAgents’ responses,1128

from which we extract A1’s investment decision {P SFT
1 (t)}t∈T for P1 and P3, and both A1’s investment1129

decision {P SFT
1 (t)}t∈T and A2’s investment decision {P SFT

2 (t)}t∈T for P2, respectively.1130

A.12.2 Validation of H11131

For P1 and P3, we plot A1’s decisions {P SFT
1 (t)}t∈T under different influence coefficients θ1. To facilitate1132

comparison of the herd behavior’s impact on investment decisions, we simultaneously plot A2’s optimal1133

decision {P̂2(t)}t∈T calculated from (12). Additionally, we also show the results of real-user data for1134

comparison. The experimental results are in Figure 7 and Figure 8, respectively. From Figure 7 and1135
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Figure 8, we observe that as the influence coefficient θ1 increases, A1’s decision {P SFT
1 (t)}t∈T gradually 1136

converges toward A2’s optimal decision {P̂2(t)}t∈T . 1137

For P2, we plot both A1’s decisions {P SFT
1 (t)}t∈T and A2’s decisions {P SFT

2 (t)}t∈T under different 1138

influence coefficients θ in Figure 9. From Figure 9, we observe that increasing influence coefficients lead 1139

to progressive convergence between A1’s decisions {P SFT
1 (t)}t∈T and A2’s decisions {P SFT

2 (t)}t∈T . 1140

In summary, the above experimental results are consistent with and validate the hypothesis H1. 1141
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Figure 7: Validation of the hypothesis H1 in P1.
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Figure 8: Validation of the hypothesis H1 in P3.
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Figure 9: Validation of the hypothesis H1 in P2.
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A.12.3 Validation of H21142

For P2, we further calculate A1’s and A2’s terminal funds X1(T ) and X2(T ) from their decisions1143

{P SFT
1 (t)}t∈T and {P SFT

2 (t)}t∈T using (1), and obtain the mean of the sum of the two agents’ terminal1144

funds E[X1(T ) + X2(T )]. We plot the relationship between E[X1(T ) + X2(T )] and the influence1145

coefficient θ in Figure 10. Additionally, we also show the results of real-user data for comparison. From1146

Figure 10, we observe that as the influence coefficient θ increases, the mean of the sum of the two agents’1147

terminal funds E[X1(T ) +X2(T )] exhibits a monotonic decrease, which is consistent with and validates1148

the hypothesis H2.1149
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Figure 10: Validation of the hypothesis H2 in P2.
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A.13 Prompts 1150

Prompt for pre-SFT LLMs and InvestAgents in P3

# Task Description
## Background
Assume you are an investment expert. Starting from next year, you plan to use a portion of your
savings (10 million dollars) to invest in (1) a stock (hereinafter referred to as Investment) and (2) a
deposit (hereinafter referred to as Savings) as part of your personal retirement fund. You will establish
a dedicated account to manage this retirement fund. This means you will make a one-time deposit
of 10 million dollars into this account and will not deposit any additional funds or withdraw any
funds from this account afterward. Please remember that you need to provide the proportion of funds
allocated to the stock each year over the 10 years in the form of a percentage list, rather than providing
decision-making recommendations or writing code.
## Financial Market
Information on the stock: The annualized return of the stock is 7%, with a volatility of 17%. An
annualized return of 7% means that if you invest $100 in this stock, you can expect to have $107 after
one year on average (the original $100 plus $7 in return). A volatility of 17% indicates that:
With a 68% probability: The asset price will be between $100 ± $17 (i.e., $83 to $117) after one year.
With a 95% probability: The asset price will be between $100 ± 2 × $17 (i.e., $66 to $134) after one
year.
With a 99.7% probability: The asset price will be between $100 ± 3 × $17 (i.e., $49 to $151) after
one year.
Information on the deposit: The annualized return of the deposit is 4%. If you invest $100 in the
deposit, you will receive $104 after one year (the original $100 plus $4 in return).
## Investment Period and Assistant
Over the next 10 years, you will make investment and savings decisions once per year, for a total of 10
decisions. These 10 decision points are labeled 1, 2, ..., 10. At the beginning of year t (1 ≤ t ≤ 10), let
the funds in your dedicated account be X(t). Your decision is to allocate part of these funds to invest in
the stock, denoted as P(t); the remaining funds will be allocated to savings, which will be X(t) - P(t).
You will determine the proportion of funds to allocate to the stock.
During the decision-making process, we will provide you with a investment assistant developed by
Omitted for Anonymity. The investment assistant will provide you with auxiliary information at each
decision point. You can refer to the investment assistant’s recommendations to some extent, but note
that these recommendations may not be optimal. You should also use your own investment insights to
avoid blindly following the investment assistant.
## Task Objective
Your goal is to maximize the total amount of funds after 10 years (while earning returns and
mitigating risks; note: the annualized return of the deposit is 4%, and the annualized return of
the stock is 7% with a volatility of 17%).

(Continued on the next page.)
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Prompt for pre-SFT LLMs and InvestAgents in P3 (continued)

# Your Investment Characteristics
As an investment expert, you have the following characteristics:
Your risk aversion coefficient is {alpha}, which means you consider the following two choices to
be indifferent when the probability (i.e., p) is {p}: A. With probability p, you can obtain $20, and
with probability 1 - p, you can obtain $0; B. With 100% probability, you obtain $6. Note that as an
investor, you have a certain level of optimism about “winning” and are willing to take on some risk, so
you consider the two options equivalent at probability p = {p}, which is higher than the 30.00% in a
completely rational scenario. Your influence coefficient is {theta}, which means in decision-making,
your level of dependence on the investment assistant is: {k} points. A score of 10 indicates a high
level of dependence on the investment assistant, while a score of 0 indicates a low level of dependence.

# Output Format Requirements
Please output your decision in JSON format, including two parts: (1) Decision Explanation: Explain
the reasons behind your investment proportion decisions. (2) Investment Proportion Sequence: The
percentage sequence of funds allocated to the stock each year over the 10 years. You need to output
a list containing 10 percentages, with each percentage ranging from 0% to 100% and precise to two
decimal places, representing the investment proportion for each year t. For example:
{“Decision Explanation”: ”Briefly explain the reasons behind your investment proportion decisions.”,
“Investment Proportion Sequence”: [“34.79%”, “38.58%”, “35.75%”, “32.17%”, “31.61%”, “30.52%”,
“34.01%”, “32.48%”, “34.20%”, “31.70%”]}
Here, [“34.79%”, “38.58%”, “35.75%”, “32.17%”, “31.61%”, “30.52%”, “34.01%”, “32.48%”,
“34.20%”, “31.70%”] is just an example. You need to replace this percentage list with your actual
investment proportion sequence. Providing the investment proportion sequence is the most important;
do not just focus on the explanation and forget to provide the investment proportion sequence!!!

# Question
Now, you have 10 million dollars for investment and savings, and the investment assistant recommends
the following investment proportions for the stock over the 10 years: {refer_ratios}. Considering
historical investment situations and the investment assistant’s recommendations, based on your own
investment insights, what is your decided investment proportion sequence for the stock over these 10
years? (Please follow the previously provided JSON format requirements, and provide a list of 10
specific percentages indicating your investment proportion sequence for these 10 years, rather than
giving investment recommendations or writing code.)
Answer:

Figure 11: Prompt for pre-SFT LLMs and InvestAgents in P3.
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Prompt for SFT

(The beginning part of is the same as Figure 11.)

# Output
According to optimal investment theory, in the above scenario, the optimal amount for investing in the
stock, P̂(t), equals the product of the smart investment advisor’s investment amount (i.e., the advisor’s
decision proportion multiplied by the current budget) and a hyperbolic tangent function. The specific
calculation is as follows:

P̂(t)=ηα2σ
2exp[2r(T-t)]+θ

ηα1σ
2exp[2r(T-t)]+θ

v
α2σ

2 exp[r(t-T)], t∈{1,2,...,10}, (29)

where:
r is the interest rate, which is 4%.
σ is the volatility of the stock, which is 17%.
v is the excess return of the stock, which is 3%.
α1 is my risk aversion coefficient: α1 = {alpha}.
α2 represents the risk aversion coefficient of the smart investment advisor: α2 = 0.2.
θ is my convergence coefficient: θ = {theta}.
The integral constant η depends on θ. In the current settings, η = {eta}.
Substituting the specific numbers, the proportion sequence of funds allocated to the stock is: {opti-
mal_ratios}.
Note that I also need to output the investment proportion sequence in JSON format:
{“Decision Explanation”: “Based on the optimal investment theory and substituting specific numbers,
the investment proportion sequence for the stock is calculated.”, “Investment Proportion Sequence”:
{optimal_ratios}}

Figure 12: Prompt for SFT.
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Prompt for pre-SFT LLMs and InvestAgents in P1

# Task Description
## Background
Assume you are an investment expert. Starting from next year, you plan to use a portion of your
savings (10 million dollars) to invest in (1) a stock (hereinafter referred to as Investment) and (2) a
deposit (hereinafter referred to as Savings) as part of your personal retirement fund. You will establish
a dedicated account to manage this retirement fund. This means you will make a one-time deposit
of 10 million dollars into this account and will not deposit any additional funds or withdraw any
funds from this account afterward. Please remember that you need to provide the proportion of funds
allocated to the stock each year over the 10 years in the form of a percentage list, rather than providing
decision-making recommendations or writing code.
## Financial Market
Information on the stock: The annualized return of the stock is 7%, with a volatility of 17%. An
annualized return of 7% means that if you invest $100 in this stock, you can expect to have $107 after
one year on average (the original $100 plus $7 in return). A volatility of 17% indicates that:
With a 68% probability: The asset price will be between $100 ± $17 (i.e., $83 to $117) after one year.
With a 95% probability: The asset price will be between $100 ± 2 × $17 (i.e., $66 to $134) after one
year.
With a 99.7% probability: The asset price will be between $100 ± 3 × $17 (i.e., $49 to $151) after
one year.
Information on the deposit: The annualized return of the deposit is 4%. If you invest $100 in the
deposit, you will receive $104 after one year (the original $100 plus $4 in return).
## Investment Period and Assistant
Over the next 10 years, you will make investment and savings decisions once per year, for a total of 10
decisions. These 10 decision points are labeled 1, 2, ..., 10. At the beginning of year t (1 ≤ t ≤ 10), let
the funds in your dedicated account be X(t). Your decision is to allocate part of these funds to invest in
the stock, denoted as P(t); the remaining funds will be allocated to savings, which will be X(t) - P(t).
You will determine the proportion of funds to allocate to the stock.
During the decision-making process, we will provide you with a investment assistant developed by
Omitted for Anonymity. The investment assistant will provide you with auxiliary information at each
decision point. You can refer to the investment assistant’s recommendations to some extent, but note
that these recommendations may not be optimal. You should also use your own investment insights to
avoid blindly following the investment assistant.
## Task Objective
Your goal is to maximize the total amount of funds after 10 years (while earning returns and
mitigating risks; note: the annualized return of the deposit is 4%, and the annualized return of
the stock is 7% with a volatility of 17%).

(Continued on the next page.)
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Prompt for pre-SFT LLMs and InvestAgents in P1 (continued)

# Your Investment Characteristics
As an investment expert, you have the following characteristics:
Your risk aversion coefficient is {alpha}, which means you consider the following two choices to
be indifferent when the probability (i.e., p) is {p}: A. With probability p, you can obtain $20, and
with probability 1 - p, you can obtain $0; B. With 100% probability, you obtain $6. Note that as an
investor, you have a certain level of optimism about “winning” and are willing to take on some risk, so
you consider the two options equivalent at probability p = {p}, which is higher than the 30.00% in a
completely rational scenario. Your influence coefficient is {theta}, which means in decision-making,
your level of dependence on the investment assistant is: {k} points. A score of 10 indicates a high
level of dependence on the investment assistant, while a score of 0 indicates a low level of dependence.

# Output Format Requirements
Please output your decision in JSON format, including two parts: (1) Decision Explanation: Explain the
reasoning behind your investment proportion decisions. (2) Investment Proportion Change Sequence:
The sequence of changes in the percentage of funds allocated to the stock each year over the 10 years.
You need to output a list containing 9 percentages, where each percentage represents the change in the
investment proportion from year t - 1 to year t, ranging from -100% to 100%. Positive values indicate
an increase in investment, while negative values indicate a decrease. For example:
{“Decision Explanation”: ”Briefly explain the reasons behind your investment proportion decisions.”,
“Investment Proportion Sequence”: [“3.88%”, “0.01%”, “-4.13%”, “1.37%”, “1.37%”, “-2.79%”,
“-2.56%”, “2.02%”, “-0.06%”]}
Here, [“3.88%”, “0.01%”, “-4.13%”, “1.37%”, “1.37%”, “-2.79%”, “-2.56%”, “2.02%”, “-0.06%”]
is just an example. You need to replace this percentage list with your actual investment proportion
change sequence. Providing the investment proportion change sequence is crucial; do not just focus on
the explanation and forget to include the investment proportion change sequence!!!

# Initial Investment Situation
In the first year, the proportion of funds allocated to the stock was: {initial_decision}.

# Question
Now, you have 10 million dollars for investment and savings, and the investment assistant recommends
the following investment proportions for the stock over the 10 years: {refer_ratios}. Considering the
initial investment situation and the advisor’s recommendations, based on your own investment insights,
what is your decided annual change sequence for the investment proportion in the stock over these
10 years? (Please follow the previously provided JSON format requirements, and provide a list of 9
specific percentages indicating the changes in your investment proportion over these 10 years, rather
than giving investment recommendations or writing code.)
Answer:

Figure 13: Prompt for pre-SFT LLMs and InvestAgents in P1.
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Prompt for pre-SFT LLMs and InvestAgents in P2

# Task Description
## Background
Your name is Mike. Assume you are an investment expert. Starting from next year, you plan to
use a portion of your savings (10 million dollars) to invest in (1) a stock (hereinafter referred to as
Investment) and (2) a deposit (hereinafter referred to as Savings) as part of your personal retirement
fund. You will establish a dedicated account to manage this retirement fund. This means you will
make a one-time deposit of 10 million dollars into this account and will not deposit any additional
funds or withdraw any funds from this account afterward. Please remember that you need to provide
the proportion of funds allocated to the stock each year over the 10 years in the form of a percentage
list, rather than providing decision-making recommendations or writing code.
## Financial Market
Information on the stock: The annualized return of the stock is 7%, with a volatility of 17%. An
annualized return of 7% means that if you invest $100 in this stock, you can expect to have $107 after
one year on average (the original $100 plus $7 in return). A volatility of 17% indicates that:
With a 68% probability: The asset price will be between $100 ± $17 (i.e., $83 to $117) after one year.
With a 95% probability: The asset price will be between $100 ± 2 × $17 (i.e., $66 to $134) after one
year.
With a 99.7% probability: The asset price will be between $100 ± 3 × $17 (i.e., $49 to $151) after
one year.
Information on the deposit: The annualized return of the deposit is 4%. If you invest $100 in the
deposit, you will receive $104 after one year (the original $100 plus $4 in return).
## Investment Period and Your Partner
Over the next 10 years, you will make investment and savings decisions once per year, for a total of 10
decisions. These 10 decision points are labeled 1, 2, ..., 10. At the beginning of year t (1 ≤ t ≤ 10), let
the funds in your dedicated account be X(t). Your decision is to allocate part of these funds to invest in
the stock, denoted as P(t); the remaining funds will be allocated to savings, which will be X(t) - P(t).
You will determine the proportion of funds to allocate to the stock.
Throughout the entire decision-making process, you and your partner Peter are facing exactly the
same investment task. Both of you are highly skilled investment experts with strong decision-making
abilities. Every time you make an investment decision, you will exchange ideas with each other. Since
you trust your partner’s investment experience to some extent, you will refer to your partner’s past
investment decisions before making your own. However, it’s important to note that your partner’s ideas
may not always be optimal, and you should also make full use of your own insights into investments to
avoid blindly following.
## Task Objective
Your name is Mike, and your partner’s name is Peter. Your goal is to maximize the total amount
of funds after 10 years (while earning returns and mitigating risks; note: the annualized return
of the deposit is 4%, and the annualized return of the stock is 7% with a volatility of 17%).

(Continued on the next page.)
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Prompt for pre-SFT LLMs and InvestAgents in P2 (continued)

# Your (Mike’s) and Your Partner’s (Peter’s) Investment Characteristics
As an investment expert, you (Mike) and your partner (Peter) have the following characteristics:
Your risk aversion coefficient is {alpha1}, which means you consider the following two choices to be
indifferent when the probability (i.e., p1) is {p1}: A. With probability p1, you can obtain $20, and
with probability 1 - p1, you can obtain $0; B. With 100% probability, you obtain $6. Note that as an
investor, you have a certain level of optimism about “winning” and are willing to take on some risk, so
you consider the two options equivalent at probability p1 = {p1}, which is higher than the 30.00% in a
completely rational scenario. Your influence coefficient is {theta1}, which means in decision-making,
your (Mike’s) level of dependence on Peter is: {k1} points. A score of 10 indicates a high level of
dependence on Peter, while a score of 0 indicates a low level of dependence.
Peter’s risk aversion coefficient is {alpha2}, which means Peter considers the following two choices to
be indifferent when the probability (i.e., p2) is {p2}: A. With probability p2, Peter can obtain $20, and
with probability 1 - p2, Peter can obtain $0; B. With 100% probability, Peter obtains $6. Note that
as an investor, Peter has a certain level of optimism about “winning” and is willing to take on some
risk, so Peter considers the two options equivalent at probability p2 = {p2}, which is higher than the
30.00% in a completely rational scenario. Peter’s influence coefficient is {theta2}, which means in
decision-making, Peter’s level of dependence on you (Mike) is: {k2} points. A score of 10 indicates a
high level of dependence on you (Mike), while a score of 0 indicates a low level of dependence.

# Output Format Requirements
Please output your decision in JSON format, including two parts: (1) Decision Explanation: Explain
the reasons behind your investment proportion decisions. (2) Investment Proportion Sequence: The
percentage sequence of funds allocated to the stock each year over the 10 years. You need to output
a list containing 10 percentages, with each percentage ranging from 0% to 100% and precise to two
decimal places, representing the investment proportion for each year t. For example:
{“Decision Explanation”: ”Briefly explain the reasons behind your investment proportion decisions.”,
“Investment Proportion Sequence”: [“34.79%”, “38.58%”, “35.75%”, “32.17%”, “31.61%”, “30.52%”,
“34.01%”, “32.48%”, “34.20%”, “31.70%”]}
Here, [“34.79%”, “38.58%”, “35.75%”, “32.17%”, “31.61%”, “30.52%”, “34.01%”, “32.48%”,
“34.20%”, “31.70%”] is just an example. You need to replace this percentage list with your actual
investment proportion sequence. Providing the investment proportion sequence is the most important;
do not just focus on the explanation and forget to provide the investment proportion sequence!!!

# Question
Now, you (Mike) have 10 million dollars for investment and savings, and the investment attributes (risk
aversion coefficient and convergence coefficient) of you and your partner Peter are known for the 10
years. Based on historical investment data, considering Peter’s ideas, and leveraging your own insights
into investments, what is the percentage sequence of funds that you (Mike) decide to allocate to risky
assets over these 10 years? (Please follow the previously provided JSON format output requirements,
and provide a list of 10 specific percentages as a percentage list representing your investment allocation
sequence over the 10 years, rather than offering investment advice or writing code.)
Answer:

Figure 14: Prompt for pre-SFT LLMs and InvestAgents in P2.
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A.14 Questionnaires1151

Questionnaire for real-user data validation in P3

1. Task Description
Starting from next year, you plan to use a portion of your savings (10 million dollars) to invest in a
stock and a deposit as part of your personal retirement fund. You will establish a dedicated account
to manage this retirement fund. This means you will make a one-time deposit of 10 million dollars
into this account and will not deposit any additional funds or withdraw any funds from this account
afterward.
The annualized return of the stock is 7%, with a volatility of 17%. An annualized return of 7%
means that if you invest $100 in this stock, you can expect to have $107 after one year on average (the
original $100 plus $7 in return). A volatility of 17% indicates that:
With a 68% probability, the price will be between $100 ± $17 (i.e., $83 to $117) after one year.
With a 95% probability, the price will be between $100 ± 2 × $17 (i.e., $66 to $134) after one year.
With a 99.7% probability, the price will be between $100 ± 3 × $17 (i.e., $49 to $151) after one year.
The annualized return of the deposit is 4%. If you invest $100 in the deposit, you will receive $104
after one year (the original $100 plus $4 in return).
Over the next 10 years, you will make investment and savings decisions once per year, for a total of
{T} decisions. These 10 decision points are labeled 1, 2, ..., 10. At the beginning of year t (1 ≤ t ≤
10), let the funds in your dedicated account be X(t). Your decision is to allocate part of these funds to
invest in the stock, denoted as P(t); the remaining funds will be allocated to savings, which will be X(t)
- P(t). You will determine the proportion of funds to allocate to the stock, i.e., P(t) / X(t).
During the decision-making process, we will provide you with an investment assistant. The investment
assistant will provide you with auxiliary information at each decision point. You can refer to the
investment assistant’s recommendations to some extent, but note that these recommendations may
not be optimal. You should also use your own investment insights to avoid blindly following the
investment assistant.
Your goal is to maximize the total amount of funds after 10 years and minimize the risk.

2. Investment Decisions
Now, you have 10 million dollars for investment and savings, and the investment assistant recommends
the following investment proportions for the stock over the 10 years: [36.21%, 35.59%, 34.96%,
34.35%, 33.73%, 33.13%, 32.53%, 31.93%, 31.34%, 30.75%]. Considering the investment assistant’s
recommendations, based on your own investment insights, what is your decided investment proportion
sequence for the stock over these 10 years? You need to give a list containing 10 percentages, with each
percentage ranging from 0% to 100% and precise to two decimal places, representing the investment
proportion for each year t. For example, [34.79%, 38.58%, 35.75%, 32.17%, 31.61%, 30.52%, 34.01%,
32.48%, 34.20%, 31.70%]. You need to replace this percentage list with your actual investment
proportion sequence. [________]

3. Your Investment Characteristics
(1) At what probability (denoted by p) are the following two choices indifferent to you? A. A probability
p of receiving $20, and a probability 1 - p of receiving nothing. B. Receiving $6. [________]
(2) When making a decision, how much do you rely on the investment assistant? Please directly give
an integer between 0 and 10. 10 means you rely heavily on the investment assistant, and 0 means you
rely little on him/her. [________]

Figure 15: Questionnaire for real-user data validation in P3.
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Questionnaire for real-user data validation in P1

1. Task Description
Starting from next year, you plan to use a portion of your savings (10 million dollars) to invest in a
stock and a deposit as part of your personal retirement fund. You will establish a dedicated account
to manage this retirement fund. This means you will make a one-time deposit of 10 million dollars
into this account and will not deposit any additional funds or withdraw any funds from this account
afterward.
The annualized return of the stock is 7%, with a volatility of 17%. An annualized return of 7%
means that if you invest $100 in this stock, you can expect to have $107 after one year on average (the
original $100 plus $7 in return). A volatility of 17% indicates that:
With a 68% probability, the price will be between $100 ± $17 (i.e., $83 to $117) after one year.
With a 95% probability, the price will be between $100 ± 2 × $17 (i.e., $66 to $134) after one year.
With a 99.7% probability, the price will be between $100 ± 3 × $17 (i.e., $49 to $151) after one year.
The annualized return of the deposit is 4%. If you invest $100 in the deposit, you will receive $104
after one year (the original $100 plus $4 in return).
Over the next 10 years, you will make investment and savings decisions once per year, for a total of
{T} decisions. These 10 decision points are labeled 1, 2, ..., 10. At the beginning of year t (1 ≤ t ≤
10), let the funds in your dedicated account be X(t). Your decision is to allocate part of these funds to
invest in the stock, denoted as P(t); the remaining funds will be allocated to savings, which will be X(t)
- P(t). You will determine the proportion of funds to allocate to the stock, i.e., P(t) / X(t).
During the decision-making process, we will provide you with an investment assistant. The investment
assistant will provide you with auxiliary information at each decision point. You can refer to the
investment assistant’s recommendations to some extent, but note that these recommendations may
not be optimal. You should also use your own investment insights to avoid blindly following the
investment assistant.
Your goal is to maximize the total amount of funds after 10 years and minimize the risk.

2. Investment Decisions
Now, you have 10 million dollars for investment and savings, and the investment assistant recommends
the following investment proportion changes for the stock over the 10 years, i.e., the difference of
the investment proportions in the next year and the previous year: [-0.62%, -0.63%, -0.61%, -0.62%,
-0.60%, -0.60%, -0.60%, -0.59%, -0.59%]. Considering the investment assistant’s recommendations,
based on your own investment insights, what is your decided initial investment proportion and the
investment proportion changing sequence for the stock in the last 9 years? You need to give a list
containing 10 percentages, with each percentage ranging from -100% to 100% and precise to two
decimal places, representing the investment proportion for each year t. For example, [34.79%, -0.59%,
+0.05%, -0.60%, -0.24%, +0.16%, -0.12%, -0.62%, -0.54%, -0.21%]. You need to replace this
percentage list with your actual initial investment proportion and the investment proportion changing
sequence for the stock in the last 9 years. [________]

3. Your Investment Characteristics
(1) At what probability (denoted by p) are the following two choices indifferent to you? A. A probability
p of receiving $20, and a probability 1 - p of receiving nothing. B. Receiving $6. [________]
(2) When making a decision, how much do you rely on the investment assistant? Please directly give
an integer between 0 and 10. 10 means you rely heavily on the investment assistant, and 0 means you
rely little on him/her. [________]

Figure 16: Questionnaire for real-user data validation in P1.
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Questionnaire for real-user data validation in P2

1. Task Description
Starting from next year, you plan to use a portion of your savings (10 million dollars) to invest in a
stock and a deposit as part of your personal retirement fund. You will establish a dedicated account
to manage this retirement fund. This means you will make a one-time deposit of 10 million dollars
into this account and will not deposit any additional funds or withdraw any funds from this account
afterward.
The annualized return of the stock is 7%, with a volatility of 17%. An annualized return of 7%
means that if you invest $100 in this stock, you can expect to have $107 after one year on average (the
original $100 plus $7 in return). A volatility of 17% indicates that:
With a 68% probability, the price will be between $100 ± $17 (i.e., $83 to $117) after one year.
With a 95% probability, the price will be between $100 ± 2 × $17 (i.e., $66 to $134) after one year.
With a 99.7% probability, the price will be between $100 ± 3 × $17 (i.e., $49 to $151) after one year.
The annualized return of the deposit is 4%. If you invest $100 in the deposit, you will receive $104
after one year (the original $100 plus $4 in return).
Over the next 10 years, you will make investment and savings decisions once per year, for a total of
{T} decisions. These 10 decision points are labeled 1, 2, ..., 10. At the beginning of year t (1 ≤ t ≤
10), let the funds in your dedicated account be X(t). Your decision is to allocate part of these funds to
invest in the stock, denoted as P(t); the remaining funds will be allocated to savings, which will be X(t)
- P(t). You will determine the proportion of funds to allocate to the stock, i.e., P(t) / X(t).
During the decision-making process, we will provide you with a partner. Your partner will provide
you with auxiliary information at each decision point. You can refer to your partner’s recommendations
to some extent, but note that these recommendations may not be optimal. You should also use your
own investment insights to avoid blindly following your partner.
Your goal is to maximize the total amount of funds after 10 years and minimize the risk.

2. Your and Your Partner’s Investment Attributes (Completed by Two Participants Together)
(1) At what probability (denoted by p1) are the following two choices indifferent to you? A. A
probability p1 of receiving $20, and a probability 1 - p1 of receiving nothing. B. Receiving $6. At what
probability (denoted by p2) are the following two choices indifferent to your partner? A. A probability
p2 of receiving $20, and a probability 1 - p2 of receiving nothing. B. Receiving $6. [________]
(2) When making a decision, how much do you rely on your partner? Please directly give an integer
between 0 and 10. 10 means you rely heavily on your partner, and 0 means you rely little on him/her.
When making a decision, how much does your partner rely on you? Please directly give an integer
between 0 and 10. 10 means he/she relies heavily on you, and 0 means he/she relies little on you.
[________]

3. Investment Decisions (Completed by Two Participants Together)
Now, you have 10 million dollars for investment and savings, and the investment assistant recommends
the following investment proportions for the stock over the 10 years: [36.21%, 35.59%, 34.96%,
34.35%, 33.73%, 33.13%, 32.53%, 31.93%, 31.34%, 30.75%] (providing the latest values in each
round, rather than showing them all at once). Considering your partner’s recommendations, based
on your own investment insights, what is your decided investment proportion sequence for the stock
over these 10 years? You need to give a list containing 10 percentages, with each percentage ranging
from 0% to 100% and precise to two decimal places, representing the investment proportion for each
year t. For example, [34.79%, 38.58%, 35.75%, 32.17%, 31.61%, 30.52%, 34.01%, 32.48%, 34.20%,
31.70%]. You need to replace this percentage list with your actual investment proportion sequence.
[________]

Figure 17: Questionnaire for real-user data validation in P2.
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